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A merged-beams electron-energy-loss technique is described, by which absolute cross sections can be
measured for near-threshold electron-impact excitation of multipy charged ions. Results are reported
here for absolute total electron-impact excitation cross sections for the 0'+(2s~2p) transition from
below threshold to 1.6 eV above threshold. The experimental data are in good agremeent with a seven-

state close-coupling calculation throughout the energy range of the experiment. Results agree with cal-
culations showing that more than 90% of the electrons causing excitation are ejected in the backward
direction in the center-of-mass frame. This backscattering is shown in both quantum-mechanical and
semiclassical calculations. Evidence is observed for high-lying metastable autoionizing states with a life-
time of approximately 0.9 ps which are made to ionize by electron impact.

PACS number(s): 34.80.Kw, 35.80.+s

I. INTRODUCTION

The description and modeling of natural and laborato-
ry plasmas require quantitative information on the pro-
cesses occurring within the plasma. The search for con-
trolled nuclear fusion, intense activity in astrophysics, de-
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velopment of uv and x-ray lasers, and the study of plane-
tary atmospheres and magnetospheres have particularly
spurred both the calculation and measurement of atomic
processes in plasmas. An especially important area, par-
ticularly in hot plasmas, is that of electron-ion collisions.
This paper considers excitation of ions by electron im-
pact.

Despite numerous theoretical calculations for
electron-impact excitation of ions and an impressive
number of experiments to measure excitation [1,2], there
is still a serious need for experiments which test the abili-
ty to calculate such cross sections. The role of experi-
ment must be that of testing whether theoretical calcula-
tions can quantitatively describe the atomic processes, be-
cause there is literally an infinity of transitions and
species to contemplate, and lengthy and difficult experi-
ments are possible for only a relatively few cases. Most
data must be calculated.

Most experimental absolute total excitation cross sec-
tions have been measured using crossed beams of elec-
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trons and ions and detecting the Auorescence from the re-
sulting excited state. This technique was primarily used
for measurements on singly ionized target ions. Absolute
total cross sections were, nevertheless, experimentally
determined for the three multiply charged ion species of
C +, N +, and Al + [3] using the fluorescence method.
However, because of the very low detection efticiency
( = 10 ), difficulty of dispersion and absolute radiometry
of the uv and x-ray radiation, and low target densities, it
became clear that this method would probably not serve
for pursuing other multiply charged systems.

More recently, advances in technology have led to the
invention of the electron-beam ion trap (EBIT) and the
electron-beam ion source. These techniques can be used
to study excitation by detecting x rays emitted by very
highly charged ions and normalizing the data to theory.
For example, the excitation of Ba + has been measured
using an EBIT [4]. This technique represents a break-
through for studying very highly charged ions and is
complementary to the method described in this paper.
Even though results from the trap technique are not ab-
solute and must be normalized to theory for (in the case
of the EBIT) radiative recombination, it is generally
thought that this introduces little uncertainty. Similarly,
though one would like to have better electron-energy
resolution than the tens of electron volts achieved in
these experiments, there have nonetheless been observa-
tions of some resonances and the advantages substantially
outweigh the drawbacks.

In order to rectify the problems intrinsic to the
crossed-beams fluorescence approach, a merged-beams
electron-energy-loss technique has been developed by us
to measure absolute cross sections for excitation of multi-

ply charged ions. The method involves collection and
detection of nearly 100% of inelastically scattered and
velocity-dispersed electrons from collinear beams with
measured overlap so that the results are absolute in na-
ture. We have previously reported results on Si + [5] and
Ar + [6] using the method, which could not be adequate-
ly described in those short communications. Here we
present results on the excitation e+0 +(2s S,/2)
~e+0'+(2p 'P, /2 3/p ), and we describe the technique in
some detail; still more detail is available elsewhere [2,7].
A closely related technique has also been developed and
reported by Smith et al. [8], who have used it to study
singly charged ions Zn+ and Mg+.

II. MERGED-BEAMS TECHNIQUE

A. General

The simple concept of colliding beams has been used
for atomic collisions studies in both the crossed- and
merged-beams configurations for more than sixty years
[9]. In recent years, the merged beams method has been
used effectively for electron-ion collisions related to
recombination measurements [10,11]. Though merged
beams are widely used at relativistic energies, the discus-
sions in this paper refer only to the nonrelativistic case.

l. Energies and angles

The use of merged beams has several benefits, particu-
larly for studying low-energy collisions. The relative or

where E, , E„m;, and m, are the laboratory energies and
the masses of the ion and electron, respectively, and p is
the reduced mass m, m;/(m, +m;) of the system. Clear-
ly, zero or near-zero E, can be achieved with various
combinations of laboratory energies of the two particles.
There is also a "compression" of the relative energy
spread of the particles [9] allowing relatively high resolu-
tion studies. These features, which are normally thought
of as the principal advantages of the merged beams tech-
nique and which make the method so effective in recom-
bination studies, are not the features emphasized in the
technique described here.

Equation (1) shows that both zero energy and other
fixed E, can be obtained using a variety of laboratory
energies. This concept provides a very useful diagnostic
tool which can be used to probe the diff'erential scattering
cross section (DCS) of an electron by an ion as discussed
below. Moreover, E, can be altered significantly by
changing the laboratory energy of either beam. In the
present experiment, a range of E, is typically covered
using only one laboratory electron energy. For example,
for an electron beam with 22.6 eV in the laboratory
frame, a c.m. energy range from 13.4 to 10.4 eV can be
sampled by tuning the 0 + ion beam energy between 35
and 67.5 keV.

An important advantage of the merged-beams ap-
proach is the large angular collection of the scattered
electrons. Since the beams are traveling in the same
direction, scattering angles in the laboratory frame are
smaller than the angles in the c.m. frame due to the angu-
lar transformation between the c.m. and the laboratory
frame which, referring to Fig. 1, is given by

tan8), b=
sin0,

V, +COSOc. m.
Ve

(2)

where V, is the velocity of the center of mass, U,
' is the

velocity of the scattered electron in the c.m. frame, and

0, and 0»b are, respectively, the scattering angles of
the electron in the c.m. and laboratory frames.

FIG. 1. Vector diagram relating scattering angles 0, and

8&,b in the c.m. and laboratory frames. V, is the velocity of
the center of mass and v,

' and V,
' refer to the postcollisional

electron velocities in the c.m. and laboratory frames, respective-

ly.

interaction energy E, in the center of mass system
(c.m. ) of two particles, taken here to be an electron and
an ion, in collinear beams is given by

' 1/2 I /2 2
e I

Ec.m. =p
m
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Electrons that are scattered at more than 90' in the
c.m. frame may still be forward scattered in the laborato-
ry frame if V, is sufficiently large. In our apparatus,
electrons scattered at more than 90' in the laboratory
frame are lost from the signal detected at the position-
sensitive detector (PSD). If the DCS is backward peaked,
small changes in the ion velocity (which is basically the
center of mass velocity) can lead to large changes in the
number of electrons being scattered forward or backward
in the laboratory frame. By observing the apparent cross
section for a range of ion velocities, rough features of the
DCS can be inferred.
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2. Cross sections

FIG. 2. Schematic view of the merged-beams apparatus.

For particles of number densities N, and N; colliding
with relative velocity v, and producing collision events at
a rate dS in the elemental volume d V, the collision cross
section for the process is defined through the relation
[9,12]

dS =N, N;v„o . (3)

For merged beams traveling in the z direction, the rela-
tive velocity can be taken as constant throughout the col-
lision volume. The particle flux I can be written in
terms of the number density N and particle laboratory
velocity v by I =N v, and the fluxes are related to the
particle electric currents I through

I, =qe f I'J(x,y, z)dx dy, where qe is the charge of the

particles. Thus, integrating Eq. (3) over the volume of in-
teraction and relating the fluxes to the measured beam
density distributions G(x,y, z) and H(x, y, z) measured in
arbitrary units yields

2 J G(x,y, z)dx dy fH(x, y, z)dx dy
0.=S

vr IeIi IG(x,y, z)H(x, y, z)dx dy dz

(4)

Finally, denoting the term in square brackets by I', the
form factor, writing S in terms of the observed signal R
and the detection efficiency e, and noting that for merged
beams the relative velocity in terms of the particle labora-
tory velocities is v„=

~ v, —
v; ~

we obtain

R qe2 vevi
o (E)=— I',

e I I, iv, —v[
(5)

which is the working relationship for obtaining the cross
section from measurables in a merged beams experiment.

B. Apparatus and technique

1. Overview

Figure 2 is a schematic illustration of the merged-
beams electron-energy-loss apparatus. The apparatus is

immersed in a uniform solenoidal magnetic field [13],
which has a typical value of 30 6 and is parallel to the in-
cident ion beam. Electrons from an electron gun are fo-
cused into a region (the merger) having a transverse elec-
tric field of about 10 V/mm. The top and bottom plates
between which the field is established are biased positive
and negative with respect to the plane in which the elec-
tron beam enters the merger. We refer to this plane as
the "median" plane. In the crossed E and 8 fields of the
merger, the electrons execute trochoidal motion which
can be viewed as cyclotron motion about the 8 field at
frequency co, =e8/I and drift perpendicular to the two
fields with velocity p=EXB/8 . Thus, after an integral
number n of cyclotron periods T„ the initial velocity of
the electrons is reproduced at the exit of the merger, but
the particles are displaced perpendicular to the two field
directions by an amount (E/B)nT, . In our case, n is al-

ways 2. Multiply charged ions from an electron cyclo-
tron resonance (ECR) ion source [14]are merged with the
electrons at the merger exit. Ions and electrons then
travel together in an electric-field-free region (about 63.5
mm long} where the collisions take place.

At the end of this collision region, the primary elec-
trons and forward-traveling inelastically scattered elec-
trons are separated by the action of a second pair of
parallel plates (the demerger} with an electric field of
about 2.5 V/mm. As in the case of the merger, the de-
merger plates are biased positive and negative with
respect to the median plane. The demerger acts as an
electron velocity-dispersion device. Unscattered elec-
trons, deflected by the demerger through a relatively
small angle, are collected by a Faraday cup and their
current is measured. Scattered electrons, deflected
through much larger angles, strike a PSD oriented with
its plane normal to the EXB direction and are counted.
Ions are deflected and collected in a Faraday cup and
their current is measured. The operating pressure is ap-
proximately 1.5X 10 Pa. The measurement of the ex-
tent of electron and ion beam overlap (form factor) along
the merge path is accomplished using a movable beam
probe [15] employing fiuorescent screen and digitized
video techniques.

Table I shows typical operating parameters which will
be referred to as the experiment is described in more de-
tail.
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TABLE I.BLE I. Typical operating parameters for the
0'+(2s ~2@)experiment.

Parameter Value

Laboratory electron energy
c.m. electron energy
Ion energy
Electron current
Ion current
Form factor
Signal rate
Corrected count rates

[1] Both beams on
dead-time correction

[2] Electron beam on
dead-time correction

[3] lon beam on
dead-time correction

[4] Both beams off
dead-time correction

18.7—27. 1 eV
10.4—13.6 eV
35.0—67.5 keV
200 nA
50 nA
2.5X10 ' cm
(50 s

15 100 s

8.4%
6900 s

3.3%
8200 s

5.3%%uo

50 s

0.05%

E '

FIG. 3. Demonstration of trajectories of electrons undergo-
ing trochoidal motion in the crossed electric and magnetic fields
of the merger. The fields are chosen so that the two beams that
are initially horizontally displaced from each other will be on
collinear trajectories upon exiting the region of transverse field.

2. Trochoidal motion

An electron of mass m and charge e in crossed electric
and magnetic fields undergoes trochoidal motion as de-
scribed in many books [16]. Stamatovic and Schulz [17]
first made use of this motion to make a monoenergetic
electron beam. The concept was first implemented to
merge and dernerge an electron and ion bea b Am y uer-

ac et al. [11]. Assuming that the particle initially is
raveling in the z direction with velocity v =zpk, that the

magnetic and electric fields can be described as B=Bk
and E=Ej, and that the motion starts at the origin, we
have

and

x = [ro, t —sin(co, t)],p
C

z =zpt,

y = [1—cos(co, t)]p
C

(6)

' =p[1 cos(co, t)], —i =io, y=psin(co, t) . (7)

1/2

8= 4~ 2m Vo

L e
(8)

E
P

1/2
2e Vp

m L L

Trochoidal motion described by Eqs. (6) and (7) is illus-
trated in Fig. 3. An important property is that for
t =nT, =n(2m. lm, ) (n =1,2, 3, . . . ) the velocity is equal
to the initial velocity, the coordinate y has its initial
value, and x and z are advanced by pnT, and vpn T„re-
spectively. Figure 2 illustrates how these properties are
implemented in the current experiment. For a merger of
length L, an initial displacement between electron and
ion beams of D, an electron energy of eVo, and choosing
n =2, one has the defined parameters

8~VoDE=
L 2

Thhese equations apply only to electrons with initial ve-
locities parallel to the z axis and in the median plane. In
fact complications arise for a finite sized beam, as dis-
cussed below.

3. Electron beam

In the electron gun, electrons emitted from a dispenser
cathode are accelerated and focused to produce an elec-
tron beam [18] parallel to the ion beam, but displaced

orizontally by 64 rnm. Under typical conditions for the
present experiment, the electron beam current is 200 nA
and the beam diameter is approximately 1 mrn. Electron
laboratory energies for this experiment ranged from 18.7

The m
to 27.1 eV. After formation, the beam enters th e merger.

call
e median plane of the merger is set at a few lt (tvo s yp1-

ca y about 4 V) below ground potential and thus the
electrons have lower energies while in the merger. It was
found empirically that the electron beam exited the
merger with better spatial characteristics under these
conditions.

In practice, the electron beam entering the trochoidal
plates has a finite diameter, so that some electrons enter
the device above and some below the median plane.
Hence some beam electrons are accelerated and some de-
celerated upon entering, and they thus are not in the
merger an integral number of cyclotron periods. Upon
exiting, then, a "beam shear" [7,19] has occurred, turning
a beam of circular cross section into one which appears
as a tilted and elongated ellipse. More problematic is the
fact that those electrons exiting high or low have velocity
components transverse to the z (merge) axis. The elec-
tron distribution H(x, y, z) along the merge path thus ex-

ibits oscillations and "scalloping, " and its careful mea-
surement all along the merge path is essential. Electro-
static lenses before and after the merger help correct for
distortions of the beam due to the beam shear. Beam
shear effects on the primary merging electron beam can
be kept to a minimum by using a very small diameter



49 MERGED-BEAMS ENERGY-LOSS TECHNIQUE FOR ELECTRON-. . . 4589

electron beam injected into the merger [20]. However,
the secondary "beams" of electrons resulting from
inelastically or elastically scattered primary electrons
have a relatively large effective diameter due to angular
scattering, and beam shear effects in the demerger sub-
stantially reduce the effective dispersive quality of the
demerger.

As discussed above, upon exiting the merger the veloci-
ty and shape of the original electron beam is approxi-
mately maintained, except that the electrons are now
merged with the ions and travel with the ions through an
electric field free region is that is about 63.5 mm long. To
minimize beam shear effects, careful "tuning" of the elec-
tron beam is imperative or background count rates at the
PSD due to electrons scattering off surfaces become
prohibitively large. Though moving radially and scallop-
ing slightly along the merge path, the electrons are gen-
erally contained within an imaginary tube along the ion
beam with a diameter of 1.5 mm.

In the demerger the primary electron beam is deflected
through about 17' and collected in a specially designed
Faraday cup, the final element of which is a pair of plates
producing further trochoidal motion. The primary beam
contains about 10' electrons s ', while the signals
sought are only a few tens of counts per second; so it is
imperative to have no electrons returning from the Fara-
day cup to the PSD.

made, where

f G (x,y, z)H (x,y, z)dx dy
II(z) =

fG(x,y, z)dx dy fH(x,y, z)dx dy
(9)

and G(x,y, z) and H(x, y, z) are the two-dimensional ion
and electron beam density distributions, measured at the
several positions. The integral of Q(z) is then performed
to get the form factor F.

With the probe one can take two-dimensional current
distributions of either beam at arbitrary positions along
approximately 45 mm of the 63.5-mm total merge path.
The remaining portion of the merge path is inaccessible
to the probe motion and the overlaps for these regions
must be extrapolated. The value of the overlaps in these
regions is taken to be the average value over the mea-
sured path. Typically, pictures are taken at seven posi-
tions in the interaction region. Taking pictures at more
positions does not measurably increase the precision of
the measurement and it significantly increases the time
involved taking overlaps and calculating the form factor.

The probe is constructed to enable the real-time obser-
vation of either the electron or ion beam as well as to en-
able digitized current distributions to be measured, and
one can thus observe the shape and location of either
beam on an oscilloscope while tuning the beams for
desired characteristics.

4. Ion beam

The multiply charged 0 + ions are extracted from the
ECR ion source [14] and are accelerated to the desired
energy, ranging from 35 to 67.5 keV for the present ex-
periment, mass analyzed, collimated, passed through
several stages of differential pumping, and then directed
into the experimental chamber. A typical 0 + beam in
the experimental apparatus has a current of 50 nA (elec-
trical) and a diameter of 1.5 mm. The ions travel through
the electric field of the merger before entering the in-
teraction region and through the field of the demerger
upon exiting. However, since to', «cv'„Eq. (6) shows
that these fields do not affect the ion beam to a significant
extent, and deflectors before the merger and after the
demerger adequately compensate for the small deflections
incurred.

After passing through the demerger, the ions are
deflected by 90' and are collected in a suppressed Faraday
cup from which their current is measured. Deflection of
the ion beam before collection ensures that secondary
electrons produced at the ion Faraday cup do not travel
back to the PSD and makes it easier to shield the PSD
from photons produced by ions hitting their collector.

5. Beam probe

The form factor F given by the square brackets in Eq.
(4} is measured using a fluorescent-screen digitized-video
technique which we have described previously [15]. The
probe is capable of measuring the two-dimensional beam
intensity distributions at arbitrary intervals along the
beams' paths. Given the distributions, the "beam over-
lap" 0 is computed at each z for which a measurement is

6. Detection of inelastically scattered electrons

This experiment is designed to detect those electrons
which have lost energy by exciting the ion target. Elec-
trons which have lost energy in a collision and are scat-
tered at less than 90' in the laboratory frame [see Eq. (2}]
enter the demerger with forward velocities less than the
primary electron beam. Hence they travel in the de-
merger at an angle with respect to the z direction given
approximately by tan8=p/vf, where vf is the forward
velocity of the entering electron. After traveling the
width of the demerger, the electrons strike the PSD and
are counted. Electrons backscattered in the laboratory
frame do not enter the demerger and are not detected.

The PSD is located at the edge of the demerger parallel
to the z axis. The detector is assembled from two com-
mercial microchannel plates [21] and a resistive anode
[22] and is fronted by a transparent (94%) grid and a
series of 0.03-mm wires attached to a voltage divider to
maintain the uniform field up to the edge of the de-
merger. Pulses from the four corners of the resistive
anode are amplified, fed into a position computer [23],
and decoded to determine the position of the event on the
PSD. The event is then assigned to one of 64X256 pixels
of the PSD and gated into one of four temporally dis-
tinguished (see below) recording channels.

Low-energy inelastically scattered electrons that enter
the demerger below the median plane can be reflected
from the demerger due to the negative potential encoun-
tered. A scattered electron from a threshold excitation of
a 50-keV 0 + ion will have a kinetic energy of 1.69 eV in
the laboratory frame and will be rejected if it enters the
demerger 0.85 mm below the median plane. Therefore,
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to ensure that signal electrons are not being rejected, the
median plane of the demerger is biased at 1.5 V above the
potential of the collision region so that electrons are ac-
celerated into the demerger. This acceleration reduces
the dispersion of the demerger, but collection of signal
electrons is of paramount importance. The beam over-
laps as a function of z were used to determine the distri-
bution of positions at which inelastically scattered elec-
trons were produced. This information was used in a
"demerge program" incorporating the SIMION trajectory
computer program [24] to determine the extent to which
all electrons were collected and thus to give guidance
when parameters should be adjusted to ensure collection.

Modeling of the inelastically scattered electrons in the
demerger region has also been carried out using the
MAFIA computer code [25]. MAFIA allows a full three-
dimensional description of electrodes and trajectories.
Two-dimensional codes such as SIMION are inaccurate for
the mixed geometries (planar and cylindrical) that are
present in the demerger and demerger apertures. MAFIA
was used to simulate the electrode geometry as well as
the electron trajectories in the demerger apertures and
demerger. The model predicted that inelastically scat-
tered electrons should start to be lost at about 1.7 eV
above threshold and predicted accurately the observed lo-
cation of signal on the PSD. It was, however, too tedious
to use this code on a routine basis, and it therefore was
used primarily to verify the modeling results using
SIMION and visual judgment of the signal location on the
PSD.

If inelastically scattered electrons are scattered into the
backward direction in the c.m. frame, then as seen in Fig.
1 and Eq. (2), when v,'cos8, & V, the scattering will
be in the backward direction in the laboratory frame as
well and the electrons will not enter the demerger. Clear-
ly, by varying V, one can investigate the gross charac-
ter of the differential cross section for the inelastic col-
lision under investigation. For the present experiment,
the upper limit to V, was set by limits on the voltage
which could be applied to the 90' ion deAector after the
demerger.

The detection efficiency is measured by directing a
strongly attenuated beam of electrons (1—5 fA) alternate-
ly into a Faraday cup, where the current was measured
with a vibrating reed electrometer and then onto the PSD
where the particles were counted. The measured detec-
tion efficiency is 0.70+0.02, a value orders of magnitude
larger than efficiencies for crossed beams fluorescence ex-
periments. By directing current to different parts of the
PSD, the efficiency was observed not to vary significantly
over the active area normally used.

7. Data acquisition

The data acquisition scheme is shown in Fig. 4. The
experiment is controlled by a computer [26] and a
CAMAC crate via an IEEE-488 data bus. Signal pulses
with position information are routed from the PSD
through the position computer to one of four histogram-
ming memories, depending on which of the beams are on
at the time. Beam modulation and signal count gating
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FIG. 4. Schematic diagram of the data acquisition system.
PSD denotes a position-sensitive detector.
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FIG. 5. Wave-form sequence of the pulser used to modulate
electron and ion beams and to gate the four histogramming
memories.

are controlled by the pulser —a homebuilt unit —that
supplies fast TTL logic level wave forms with adjustable
durations. The counts from the rate output (pulses
unprocessed to determine position) of the position com-
puter are collected in four channels of a fast counter.
Electron and ion primary beam currents and "on" times
are measured using the current integrators and timers.

Although the pressure in the vacuum chamber is main-
tained at 1.5X10 Pa under experimental conditions,
the ratio of signal electrons to background events is low.
Under typical experimental conditions, the PSD receives
approximately 80 Hz of signal electrons, but also records
about 15 kHz of counts due to electrons and ions collid-
ing with background gas and surfaces. The background
due to the electrons is about 50 Hz/nA, while that due to
the ions is about 100 Hz/nA.

To make it possible to extract the signal from the back-
ground, both beams are modulated at 1000 Hz in a
phased four-way chopping scheme [7] as shown schemati-
cally in Fig. 5. The logic for this chopping is supplied by
the pulser. Adjustable delays (normally set to 25 iMs) are
used between the times the beams switch off or on and
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the beginning of data collection to allow the beams ample
time to stabilize. The alternating phases are included to
obviate errors associated with one beam's systematically
switching on before the other. Thus, in the first phase
(near time element 5) the signal is collected after the elec-
trons have been on for a half cycle and the ions have just
been switched on. In the second phase (near time ele-
ment 17) the signal is collected after the electrons have

just been switched on and the ions have been on for a half
cycle. Modulation of the beams at less than about 200
Hz showed some slight evidence of spurious signal due to
pressure modulation effects, so the chopping frequency
was chosen to be 1000 Hz. Phased four-way modulation
of both beams at 1000 Hz and using 25 ps settling times
corresponds to a duty factor of only about 15% for data
taking in the signal channel.

As already discussed and shown in Figs. 4 and 5, data
are collected in four different channels, corresponding to
different beams' being on during the various phases of the
chopping sequence. If we define R, B„B;,and Bd as the
signal, background due to the electron beam, background
due to the ion beam, and dark count rates, respectively,
then the four channels as shown in Fig. 4 record {1 j both
beams on (collecting R +B,+B;+Bd), {2j ion beam off
and electron beam on (collecting B,+Bd ), {3 j ion beam
on electron beam off (collecting B;+Bd},and {4j both
beams off (collecting Bd }. The signal is determined by
performing the operation

R ={1]—{2j—{3j+{4j, (10)

but only after correcting the count rates for each channel
for dead times of the system as discussed later. Typical
values of corrected count rates are shown in Table I.

The typical procedure for taking a data point begins by
choosing a suitable combination of laboratory electron
energy and ion energy that gives the desired collision en-

ergy and to fine-tune the beams to minimize the back-
grounds and optimize the overlaps. Next, the form factor
is measured and data accumulation is begun. The data
taking is divided up into cycles. For each cycle, count
rates from the detector are accumulated and beam
currents are measured for about 60 s, the results are read
and analyzed [dead-time corrections, and cross sections
calculated via Eq. (5)] by computer, running totals are
stored, the registers are reset, and the next data taking
cycle is initiated. Typically, each cross section data point
at a fixed collision energy takes about 1.5 h to reach the
desired statistical precision. Cumulative histograms {1 j,
{2 j, {3 j, {4 j, and {R j are available at the end of this
time for further analysis. The collision energy is then al-
tered, often by changing the ion energy, and the data ac-
cumulation process is restarted.

Signal events from inelastically scattered electrons typ-
ically are located on select areas of the PSD, whereas
background events are more broadly distributed. Using
software, the signal area can be delimited using both
modeling and visual selection. This significantly cuts
down statistical uncertainties due to background, but
does not affect the signal.

8. Dead-time corrections

The issue of dead-time corrections to the data is one of
the most subtle and dificult parts of the experiment.
There are three different dead times involved: ~z, the
dead time of the microchannel plate and anode; ~„ the
dead time of the rate (all entering pulses} channel of the
position computer; and ~„ the dead time of the strobe
(position-analyzed events) channel of the position com-
puter. The first of these can be calculated by methods
suggested by Wiza [27] to be about 20 ms per microchan-
nel, or about 0.22 ms per pixel of the position computer.
%e have measured the value to be 0.21 ms per pixel in

good agreement with the calculation. Because of the
spread-out nature of the signal in terms of pixels, it is sel-

dom that this correction is significant, but nevertheless,
the correction is made pixel by pixel. The dead time of
the rate channel is suggested by the manufacturer to
about 0.6 ps and measured by us to be 0.65+0.1 ps, and
the strobe dead time is suggested by the manufacturer to
be about 3 ps and measured by us to be 3.58+0.02 ps (see
the Appendix for a discussion of paralyzable and non-

paralyzable dead times}.
Each of the four histogram distributions is dead-time

corrected at the end of each cycle. It is absolutely essen-

tial that these memories be separately corrected, even
when the corrections are small, since the signals sought
after are also very small compared to the backgrounds.
An example using typical values illustrates this. Assume
one has 200 nA of 24.1-eV electrons colliding with 50 nA
of 55-keV 0 + ions with an overlap of 2.5X10 cm,
cross section of 2.5 X 10 ' crn, and detection eSciency
of 0.7. Then by Eq. (5},we expect the signal rate R to be
49 s '. Suppose further that the background on the PSD
due to presence of electrons is 10 s ', that due to ions is
5000 s ', and to other background sources 100 s '. In
the rate channel, one would measure the values of 15 001,
10034, 5083, and 100, respectively, for {1 j, {2j,{3j, and

{4j and the apparent signal of R = —16. In the strobe
channel one would measure the respective values of
14349, 9741, 5008, and 100 and the apparent signal of
R = —300. There is clearly no way to simply combine
these numbers before individually correcting them for
dead time. The correction is accomplished using a rapid-
ly converging iterative procedure for solving the tran-
scendental equation [Appendix, Eq. (Al)], starting with
using the observed count rate in place of the unknown in-

put count rate. The strobe channel dead time must be
very accurately determined since the signals are such a
small fraction of the total counts.

9. Elastically scattered electrons and other unwanted signals

In the discussion to this point, it has been assumed that
inelastically scattered electrons are the only source of sig-
nal counts which will result in a finite value of R in Eq.
(10). In fact, there are several possible sources which
must be eliminated or accounted for. The existence of
such sources generally becomes evident from the pres-
ence of signal at electron energies below the excitation
threshold.

Foremost of these possible sources of spurious signal is
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elastic scattering of electrons by the ions. Electrons may
elastically scatter from an ion into some angle which re-
suits in forward velocities (components in the -+z direc-
tion) which are identical to those of inelastically scattered
electrons. Since the demerger acts to disperse only for-
ward velocities, these electrons will strike the PSD in the
same area as those inelastically scattered. Of course,
these electrons occur in exactly the correct temporal pat-
tern to register as signal as well. The cross sections for
elastic scattering are very large and increase as the square
of the target charge; thus this spurious signal is much
worse for multiply charged ions.

In order to keep these elastically scattered electrons
from reaching the detector, a series of five apertures (each
5 mm in diameter) is installed at the entrance to the de-
merger. Electrons scattered at a large enough angle that
their forward Uelocities would enable them to reach the
PSD have radial velocities large enough that their cyclo-
tron radii are so large that they cannot pass the aper-
tures. The series of five apertures ensures that all phases
of the cycloidal trajectories are stopped. However, this
still leaves some elastically scattered electrons in the
"throat" of the apertures and at the entrance to the de-
merger. In order to mitigate this problem, the beams are
"tuned" so that there is good overlap in the "upstream"
portion of the interaction region and poor overlap in the
"downstream" portion and most particularly at the end
of the merge path. This procedure prevents electrons
from elastically scattering ofT' ions where the product
electrons could reach the PSD. A typical series of mea-
sured overlaps as a function of z is shown in Fig. 6,
demonstrating the near-zero overlap at z = —30 mm
where the entrance to the demerger lies.

A spurious signal, which has already been alluded to
earlier„arises when either beam causes the pressure in the
vicinity of the beams to be modulated and the beams then
scatter off a gas whose density is changing in a phased

way to give an apparent signal. The approximately 300 1

volume and 1000 ls ' pumping speed give a time con-
stant for the vacuum system of about 0.3 s. Spurious
effects from this source are diminished [9,12] by the ratio
of this time constant to the chopping time period and are
further reduced by a phase shift. Of course, more local
regions of the apparatus can have shorter time constants
and there is also the possibility of "beaming" e6'ects from
desorbed gases (e.g. , from the Faraday cup). As was al-
ready mentioned, systematic tests to observe such spuri-
ous signals indicated that chopping at frequencies above
200 Hz ensured the absence of these problems and
operating normally at 1000 Hz provides a comfortable
margin.

Other spurious signals may result when the space
charge of one beam modulates the background from the
other beam. This is particularly a problem when the
beams-caused backgrounds originate from the beams hit-
ting surfaces and is best avoided by proper tuning of the
beams to minimize such backgrounds. One instance was
found of the ion beam directly modulating the electron
background when the einzel lens at the exit of the merger
was operated at a negative potential in order to minimize
shear eff'ects and radial velocities of the electrons in the
collision region. This mode was subsequently avoided.
Regular tests indicate that it is possible generally to avoid
the space-charge modulation source of spurious signals.

III. RESULTS FQR Q~+

A. Total cross section

The total measured absolute excitation cross sections
for electron-impact excitation of 0 + (2s-+2p) versus in-
teraction energy in the c.m. system are shown as the solid
points in Fig. 7 and listed in Table II. Most points are
the weighted average of several data runs. Error bars
represent an expanded uncertainty [28] U, defining a lev-
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FIG. 6. Example of a measured form factor showing beam
overlaps Q vs probe position. Solid points represent measured
overlaps. The two vertical lines show the extent of the merge
path: the electron beam is merged with the ion beam at approx-
imately +27 mm and is demerged at —37 mm. The solid hor-
izontal lines represent deduced average overlap values in the
respective intervals which are then used for the numerical in-

tegration of 0 along z to get F.

FIG. 7. Total absolute electron-impact excitation cross sec-
tions for 0'+(2s ~2p) versus collision energy in eV. Error bars
represent an expanded uncertainty U, where a coverage factor
of k=2.0 has been used to set an approximate confidence inter-
val of 90% for relative uncertainties. The outer bar at 12.4 eV
represents the total uncertainty (quadrature combination of rel-

ative and systematic uncertainties) at a similar confidence level.
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TABLE II. Excitation cross-section results for 0'+(2s ~2p).
Expanded relative uncertainties U, are listed, where a coverage
factor of k=2.0 has been used to set an approximate confidence
level on U„of 90%. Total systematic uncertainties are estimat-
ed to be +6% with a similar confidence interval.

Energy
(eV)

10.40
10.98
11.18
11.36
11.61
11.70
11.83
11.95
12.01
12.06
12.18

cr+60
(10 ' cm)

0.05+0.39
0.21+0.32
0.18+0.47
0.15+0.41
0.24+0.37

—0.09+0.52
—0.22+0.41

0.39+0.38
1.08+0.41
2.15+0.39
2.24+0.49

Energy
(eV)

12.31
12.43
12.56
12.69
12.82
12.93
13.09
13.18
13.38
13.43
13.58

cr+hcr
(10 ' cm)

2.17+0.37
2.26+0.35
2.28+0.36
2.23+0.36
2.12+0.49
2.41+0.38
1.86+0.55
2.19+0.38
2.18+0.52
1.80+0.61
2.04+0.47

el of confidence of about 90% (a coverage factor k=2.0
was used) for relative uncertainties. Relative uncertain-
ties are those which may affect the shape of the curve as
well as the value and they are determined by a quadrature
sum of contributions from uncertainties resulting from
counting statistics, form factor fluctuations, and deter-
mining the area occupied by the signal on the PSD. The
measurements extend from 1.6 eV below the excitation
threshold of 12.01 up through 1.6 eV above the thresh-
old. The outer error bar on the point at 12.4 eV signifies
the total uncertainty U„which is the quadrature com-
bination of U, and systematic uncertainties composed of
uncertainty in the detector efficiency, uncertainties in the
electron and ion current measurements, uncertainties due
to dead-time corrections, and absolute uncertainty in the
form factor. The latter are estimated to be at a similar
confidence interval as U, .

The solid curve in Fig. 7 represents a seven state close-
coupling calculation of GriSn, Badne11, and Pindzola
[29] that has been convoluted with the 0.20-eV energy
spread found for our electron beam. The agreement be-
tween the theoretical calculation and the experimental
data is seen to be very good. Results near threshold from
a two-state close-coupling calculation of Robb [30] lie
about 2% above those of Ref. [29], while results from a
distorted-wave calculation of Davis [30] lie about 15%
higher.

The energy spread of the electron beam was deter-
mined by observing the threshold of the excitation. Con-
voluting the step at the onset of excitation with a Gauss-
ian distribution and fitting the resulting curve to the data
yielded an energy spread for this experiment of 0.20-eV
full width at half maximum. This energy spread is con-
sistent with that observed in earlier experiments [5,6] per-
formed with this apparatus.

B. Correction for target impurity

Measurements at interaction energies below the excita-
tion threshold yielded nonzero signals which were strong-
ly correlated with ion energy. The discussion above notes
a number of possible sources of spurious signals. In addi-
tion, another possible source was hypothesized and
modeled. In this model, it was assumed that there were
ions in the beam which were in metastable doubly excited
states Is2snl J, which are forbidden to spontaneously au-
toionize, but which have a very large cross section for
ionization during a collision with an incident electron.

Each of these hypothesized sources of spurious signal
was modeled, and derived corrections were made accord-
ing to each model. After the modeled correction for the
assumed spurious source, the data were examined for
correlation with the experimental parameters, Table III
shows the correlation with each of these models both be-
fore and after the "correction" and it is observed that the
only model which removes the correlation is the model
assuming autoionizing contaminants. The data presented
in Fig. 7 and Table II have consequently been corrected
for this effect.

Fitting the below-threshold raw data versus the ion
transit time to the experimental chamber yields an
effective lifetime of approximately 0.9 JMs. The lifetime of
the ls2s2p P state has been calculated to be 40 ns [31],a
value much shorter than that observed. However, one
may hypothesize [32] that high-lying Rydberg quartet
states may have such a long lifetime, since high Rydberg
states would not readily interact with the 2s electron and
cascade to lower levels could easily be on the order of a
microsecond. Using the method of Welton, Morgan, and
Thomas [33], it is possible to determine that the expected
population of the 1s2s2p P state in the primary beam to
be on the order of 1%. If it is assumed that the popula-
tion of all quartet states in the beam is of this order, and
if the further assumption is made that a "destroyed" au-
toionizing state results in a count on the detector, then

TABLE III. Correlation coefficients of below-threshold cross-section data with experimental vari-
ables.

Data Ion energy

Electron
energy

(laboratory)

Electron
energy
(c.m. )

Ion
background

Raw data
Data after modeled correction for

modulation e8'ects
elastic scattering
0.9-ps metastable states

0.80

0.80
0.80
0.09

0.65

0.68
0.73
0.03

—0.18

—0.13
—0.02
—0.06

0.57

0.56
0.55
0.02
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one can estimate on the basis of the below-threshold data
that the cross section for destruction of the autoionizing
state by collision with an electron is greater than —10
cm.

When the lowest ion energy (35 keV) was used so that
the autoionizing metastables had maximum opportunity
to decay in fiight in the collision region, the corrections
to the measured cross sections were about 0.3X10
cm . In contrast, when the maximum ion energy of 67.5
keV was used, the corrections were about 1.1X10
cm . It is emphasized, as Table III shows, that after the
corrections, the data taken with different ion energies
agree.

C. Backscattering

As noted earlier, small changes in the velocity of the
center of mass can lead to large changes in the number of
electrons forward or backward scattered in the laborato-
ry frame, particularly if the ion has a backward peaked
DCS. Since the merged beams apparatus only collects
electrons that are scattered in the forward direction in
the laboratory frame, backscattering will manifest itself
as a reduction in the apparent cross section o,pp

observed
at the PSD as the ion velocity is decreased. The rough
features of the DCS can be determined by observing ~,pp
versus the velocity of the center of mass.

Under experimental conditions, backscattering was ob-
served by measuring data points for a constant laboratory
electron energy, successively changing the ion energy and
observing o,pp

An example of such a set of measure-
ments can be seen in Fig. 8. Here the electron laboratory
energy was fixed at 24. 1 eV and the ion energy was
scanned from 39 to 54.7 keV with a corresponding range
of velocities of (6.81 —8.07) X 10 mls. For this range of
ion energies the postcollisional electron velocities varied

from (8.60—4.44)X10 m/s. These combinations of ve-
locities clearly allow for the observation of backscatter-
ing. The experimental data are shown with error bars
representing expanded relative uncertainties at 90 Jo
confidence level (coverage factor of k=2.0). The solid
curve shows the result of a computer program that simu-
lates electron trajectories (ignoring the fringe field of the
demerger) with an initial energy corresponding to the ex-
perimental energy and using the theoretical DCS to
determine which electrons will reach the PSD and be
counted as signal. The agreement between this simple
model and the experiment is good. If one assumes a for-
ward scattered distribution [34] (illustrated by the short-
dashed curve) or an isotropic distribution (shown by the
long-dashed curve), the agreement is not good.

Backscattering has been confirmed using quantum-
mechanical calculations. The distorted wave DCS result
versus c.m. scattering angle [35) is shown as the dashed
curve in the inset of Fig. 8. A close-coupling calculation
[29] (illustrated as the solid curve of the inset) predicts an
almost identical angular distribution. The calculations
predict that over 90% of the incident electrons will be
scattered at greater than 90' in the c.m. frame. Both cal-
culations shown are for 13.0-eV collision energy, and the
calculations indicate no significant change of the DCS
over the range of collision energies investigated here.

A semiclassical approach to the calculation also shows
a backscattering effect. The principle for this calculation
is to follow the trajectories of electrons classically except
at closest approach to the ion, where the electron loses
12.01 eV suddenly. Imposing the further constraint
(Huber et al. [36])of requiring the transfer of one unit of
angular momentum, the scattering angle can be deter-
mined. The scattering angle calculated using this method
yields 106' and is shown by the arrow in the inset of Fig.
8. This angle is very close to the position for the max-
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imum DCS from the quantum-mechanical calculations.
As already discussed, the backscattering limits the col-

lision energy to 1.6 eV above threshold. At collision en-

ergies below this limit, the results are not affected.

IV. CONCLUSIONS

al Institute of Standards and Technology and Contract
No. DE-AC05-84OR21400 with Martin Marietta Energy
Systems, Inc. M.E.B. was supported through the DOE
Laboratory Cooperative Postgraduate Research Training
Program administered by Oak Ridge Associated Univer-
sities.

The merged-beams electron-energy-loss technique de-
scribed here presents an attractive alternative to the trad-
itional crossed-beams fluorescence-detection technique by
which absolute cross sections can be measured for
electron-impact excitation of multiply charged ions. The
detection sensitivity of order unity, compared to typically
10 for the fluorescence approach, is the major advan-

tage, though preempting the need for absolute ra-
diometry is also an important factor. A further benefit is
that gross features of the DCS can be extracted from
measurements. The chief drawback of a rather narrow
energy range above threshold, however, is an important
limitation of the technique. The method complements
the recently introduced trapped ion techniques which are
valuable for very highly charged ions.

Results are reported here for absolute total electron-
impact excitation cross sections for the 0 +(2s —+2p)
transition from below threshold to 1.6 eV above thresh-
old. The experimental data are in good agreement with a
seven state close-coupling calculation throughout the en-

ergy range. The data show that the excitation process re-
sults in a dominance of backscattering of the electrons,
consistent with calculations that indicate more than 90%%uo

of the scattered electrons are in the backward direction in
the c.m. frame.

Evidence was observed for doubly excited metastable
autoionizing states of 0 + with a lifetime of about 0.9 ps
which are made to ionize by electron impact with a cross
section approaching 10 ' cm .

APPENDIX: DEAD-TIME CORRECTIONS

As noted earlier, correction of the raw data for the
effects due to the dead time of the counting system is
among the most crucial aspects of this experiment. In
correcting the measured count rates to account for the
dead time of the system, one must first determine wheth-
er the components of the electronics chain are paralyz-
able or nonparalyzable [37]. The necessary corrections to
the data are different depending on the type of com-
ponent present.

Once a paralyzable element is triggered into its active
state, it remains in that state for a time ~ . If another
pulse is received during this interval, the element is reset
and the active interval is extended. Thus the component
will not output another valid pulse until a time ~ has
elapsed without an input pulse occurring. An example of
this type of element is a pulse pileup rejector. In con-
trast, a nonparalyzable component, once triggered, is ac-
tive for a definite time ~„before becoming ready to ac-
cept another pulse. An example of this type of com-
ponent is an analog-to-digital converter.

For a paralyzable element with randomly arriving
events at a rate of R;„,the measured count rate R,„, is

where ~~ is the dead time. In the case of a nonparalyz-
able element, the expression for R,„,becomes
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where r„ is the dead time.
We were informed by the manufacturer of the position

computer that the rate channel of the instrument is total-
ly paralyzable and that the strobe channel is a mix of
paralyzable and nonparalyzable systems. By using clock
pulses fed into the system, we determined that both chan-
nels behave as totally paralyzable. Thus, for our position
computer and electronics chain, the elements are all
wholly paralyzable, so Eq. (Al} is solved by iteration to
determine R;„.
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