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Measurement of Cs+ dielectronic recombination in a known external field
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An experiment to measure the dielectronic recombination of C + in a known external electric
field is described. The measured value differs from results of calculations which do not include the
effects of field enhancement, and is larger than but marginally in agreement with predictions of
theoretical methods that include the effects of the external field.

PACS number(s): 34.80.Kw, 34.80.Dp, 35.80.+s

I. INTRODUCTION C +(1s 2a) + e ~ C +(1s 2p, nl)"

In this paper, we present a measurement of dielectronic
recombination (DR) in a known external electric field. It
is believed that external 6elds significantly enhance the
DR rate coefficient under certain circumstances [1], sug-
gesting the need for a body of experimental data in which
the DR rate coefBcjent is measured for several djfferent
species and several well-speci6ed values of the external
field strength.

The interpretation of experimental data from beam ex-
periments and plasmas is complicated by the djKcultjes
in directly measuring and controlling the electric fields
present in the ion rest kame. The status of experiments
that measure DR is reviewed in Ref. [2]. In all but one
case [3,4], the fields were not directly determined.

For the present work, the electric fields in the ion rest
frame were controlled through an inclined-beams geom-
etry. A magnetic field, directed along the electron beam
axis, transforms into a motional electric 6eld in the ion
rest frame. The ion velocity and the magnetic field vec-
tors can be measured; thus the magnitude and orienta-
tion of the electric 6eld can be determined.

The DR process studied in this work involves the
ls 28 S1 ~ 18 2p P3 & transjtjon jn a C3+ jonjc

2 272
core (a AN = 0 transition, where N is the principal
quantum number of the active core electron). Ignoring
for the moment the possible effect of an external elec-
tric field, the subject process can be represented by the
following equation:
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~ C +(1s 2a, nl)' + hv(A 155 nm), (1)
where n is the principal quantum number and I the angu-
lar momentum quantum number of the captured electron.
For incident electron energies just below the threshold for
the 28-2p transition, the electrons are captured predom-
inantly into high-n levels.

The choice of C + is motivated by several different
factors. The enhancement mechanism is thought to be
largest when DR proceeds primarily through doubly-
excited states with the captured electron in a high-n level,
since such levels are the most sensitive to the presence of
fields [2]. This is often the case for DR in low to moder-
ate Z ions and DR involving AN = 0 transitions. Both
conditions apply in the case of C + studied here. In addi-
tion, radiation &om C + is a prominent feature of many
astrophysical plasmas. Since DR is often the dominant
recombination mechanism for C + in these plasmas, 6eld
enhancement may play some role in the interpretation of
the measured UV spectra.

II. EXPERIMENTAL APPROACH

Relatively large photon and charge-reduced ion back-
grounds present in beam experiments can be efEcjently
overcome by measuring, in delayed coincidence, recom-
bined ions and photons emitted at wavelengths appropri-
ate for DR events. The simultaneous emission of a stabi-
lizing photon and a recombined ion serves to tag the DR
process. A detailed description of an implementation of
this method, 6rst proposed for the measurement of DR
by Lafyatis and Kohl [5], is found elsewhere [6]. It has
also been used by other experimenters [7,8] to measure
DR in Mg+ and Ca+. A schematic of the experimental
apparatus used in this work is found in Fig. 1.

There are several aspects of this experiment which dis-
tinguish it &om other DR coincidence experiments. A
unique photon collection system, composed of a deep
spherical mirror placed within 1 cm of the ion beam,
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intercepts a solid angle of vr steradians at the beams-
intersection volume. This results in a relatively large
photon detection efBciency. The mirror also has imaging
properties that limit the photon backgrounds resulting
from photons emitted outside the beams' intersection re-
gion [9,10]. The detection of recombined ions, as opposed

to neutral atoms, permits a straightforward, precise de-
termination of the absolute recombined ion detection ef-
ficiency as well.

The DR rate coeKcient can be expressed as a function
of experimentally determined quantities as follows:

(va nit) @ = o DR(E)v„(E)P(E)dE

SDR

( J' Nl(x, y, z)n, (z, y, z) I(x, y, z) rI(x, y, z, r) dxdydz (2)

The rate coeKcient is defined as an integral over the elec-
tron's energy, involving oDR(E), the DR cross section as
a function of energy, v, (E), the relative velocity between
the ions and electrons, and P(E), the probability an elec-
tron will have an energy between E and E+dE. On the
right-hand side, SDg is the coincidence signal due to DR,
( is the fraction of the beam in the ground state of Cs+,
Nl and n, are the the ion and electron densities, v, is the
relative velocity, and I and g are the detection efBciencies
for recombined ions and the photons, respectively. For
this work, we take rI(z, y, z, r) = e(z, y, z, r) Yn (z, y, z),
where e(z, y, z, r) is the detection efficiency for the pho-
tons (r is the lifetime of the radiative process), and
Yn(z, y, z) is the angular anisotropy factor for the emit-
ted photons. The integral in the denominator of Eq. (2)
is called the overlap-efficiency (OE) integral. An exper-
imental determination of the rate coeKcient consists of
evaluating each of the elements of the right-hand side of
this equation. For a meaningful comparison to theoret-
ical predictions of the cross section, v„(E), P(E), and
the electric fields in the experimental geometry must be
specified as well.

The experiment is run with the electron beam period-
ically switched between an on-resonance value where the
DR rate coefBcient is to evaluated, and an off-resonance
value where the DR rate is expected to be negligible.
The DR signal is extracted as a difference between the
on-resonance and the off-resonance coincidence data. For

l

the present work, the off-resonance coincidence trace was
obtained with the electron beam switched off. The ideal
tactic is to switch the energy from an on-resonance set-
ting to one above the threshold for excitation where DR
is not expected to occur. This will be done in the fu-
ture in order to ensure that any electron generated back-
grounds are subtracted (although there was no evidence
for these backgrounds in preliminary measurements of
DR performed in this laboratory [6]).

The delay interval corresponding to the coincidence
window was determined by detecting delayed photon/ion
coincidences from charge transfer (CT) of C + on H2.
This process results in an excited state of C +, which
then radiates a detectable photon. The coincidence sig-
nal due to CT into excited states can be made quite large
by removing a quartz filter and increasing the H2 pressure
in the interaction region (see Fig. 1). With the existing
apparatus, spectra such as that depicted in the bottom
of Fig. 2 can be obtained in a few hundred seconds. The
position and width of the coincidence window are in ac-
cord with estimates based on the timing properties of
the electronics and the experimental geometry. A care-
ful analysis of the coincidence signal due to CT has been

320—

300 i—

280—

Photomultiplier Tube

~ To "Start" of the
Time-to-Amphtude
Converter 0~ loo

Charge State
Pre-Analyzer

Synthetic Qu

gnesium Flu
Window

C3+

Faraday External Magnetic
Field Coil

ion Detector (CEM)
0 L

0
0

0

~%A~~~K~. M e+~
l

100 200 300 400 500
Delay Time (ns)

Charge State
Post-Analyzer

Mirror

To "Stop" of the
Time-to-Amplitude
Converter

be Farad

FIG. 1. Schematic diagram of the experimental appa-
ratus.

FIG. 2. The sum of all the DR coincidence data (top)
is depicted versus the delay time between detection of a
photon and of a C + ion. The DR data are summed in 28
ns bins. A linear fit to the residual accidental background
is shown as a straight line. Charge-transfer data used
to determine the coincidence window are shown in the
bottom plot.
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made as well [9]. The measured signal is consistent with
the measurements of CT into excited states performed
by Ciric et al [1.1].

ther in Sec. III). In addition to these considerations, the
effect of the lifetime of the radiating ions must be con-
sidered as well. This is treated elsewhere, and is shown
to be a negligible effect for ions undergoing DR [9].

A. Particle densities and ion-detection efHciency
C. Electric Beld in the ion rest frame

The technique used to determine the particle densities
was to measure the current density profile for each beam
in a plane passing through the center of the interaction
volume [12]. Possible contaminants of the ion beam (04+
and a population of metastable states of Cs+) are con-
sidered elsewhere and found to be negligible [9].

The recombined ion-detection e%ciency can be ex-
pressed as the product of two factors: I(z, y, z)
P(x, y, z) O(z, y, z), where P(z, y, z) is the probability
that an ion which recombined at (x, y, z) will reach the
channel electron multiplier (CEM), and O(2:, y, z) is the
counting eSciency for the recombined ions in the CEM.
The first factor, P(z, y, z), can be determined by com-
paring the current in the primary ion beam measured in
the interaction region (using the automated beam probe)
with the current in the CEM. The ion counting efficiency,
8(z, y, z), was determined from a measurement of C2+

due to charge transfer of C + with H2. The ratio of the
C2+ current (at an H2 pressure of 4.5 x 10 "torr) to the
C2+ particle count rate (with the H2 pressure reduced
by a known factor) provided the ion counting efficiency.
A typical measured value for O(x, y, z) was 0.53 + 0.03,
where the principal contribution to the uncertainty was
the stability of the ion source.

Measurements of the efBciency taken when the DR
data were obtained indicate that the CEM eKciency fell
over the course of the day. The efficiency and ion back-
ground data provided sufficient information to put limits
on the CEM efficiency variation, which was +15% of the
mean efficiency.

B. Photon-detection e8iciency

The photon-detection eKciency for any point in the in-
teraction volume is a product of several factors. The mir-
ror, used to concentrate the photons &om the interaction
region onto the photomulltiplier tube (PMT), has rough
imaging properties. This manifests itself as a photon-
detection efficiency that is a function of position in the
interaction volume. Because the imaging aberrations are
large, precise models of the photon system's detection
efficiency must be made (also taking into account the
variation in the response of the PMT across its face).
In addition to this position dependent factor, the over-
all photon-detection efficiency is proportional to the re-
flectance of the mirror, the transmittance of two wire
grids, the magnesium fluoride window, the quartz Glter,
and the (average) counting efficiency of the PMT. These
latter factors can be collected into a single, position inde-
pendent quantity, c~. This constant was determined by
normalizing a measurement of the C + electron-impact
excitation (EIE) rate coefficient near threshold to theo-
retical values for this cross section (this is discussed fur-

The magnitude and direction of the electric field in the
ion rest frame is determined primarily by the magnetic
6eld applied in the laboratory. The other principal con-
tributors to the electric field are the space charge in each
of the beams. The fringing Gelds of the analyzers, the
earth's magnetic 6eld, and residual magnetic fields &om
the ion source make small additions as well. The net
magnetic field in the laboratory will result in an electric
field in the ion rest &arne with a value of E = vy x B,
where ep is the ion velocity, and B is the magnetic field.
The direction of the ion beam is constrained by a series
of apertures in the experimental apparatus, and the mag-
nitude of the ion velocity is determined by time-of-Bight
methods. The magnetic 6elds are measured with a Hall
effect magnetic field meter.

The Gelds due to the distribution of charge in the ion
beam are smaller than 0.1 Vcm . The electrons pro-
duce a field which is smaller than 1.3 Vcm i (a worst
case estimate). Fringing fields due to the analyzers were
investigated and found to be smaller than O.l Vcm
The total electric 6eld is taken to be the vector sum of
the radial 6eld due to the space charge of the electrons
and the motional electric 6eld. %e treat the radial 6eld
as an uncertainty in the value of the electric Geld. There
are also small contributions to the uncertainty of the Geld
strength due to uncertainties in the ion beam's velocity.
All the uncertainties added in quadrature result in an
uncertainty of +1.6 V cm

A complete theoretical modeling of the experimentally
determined rate coefBcient must also include the electric
6elds along the ion's path between the collision volume
and the ion detector [13,14]. Of particular importance
are the relatively strong Gelds in the Gnal charge-state
analyzer. The analyzer 6eld ionizes some of the recom-
bined ions, limiting the measured rate coeKcient.

III. EXCITATION RESULTS AND ANALYSIS

The EIE rate coefBcient for the 1s22s S to 1s 2p P
transition in C + was measured before and after the DR
experiments. Near-threshold EIE data taken prior to and
after the DR experiment provided the absolute scale for
the ion rest frame energy of the electrons. Also, the en-
ergy distribution of the electrons and the photon detec-
tion eKciency were derived &om the EIE data taken be-
fore and after the DR experiment. The procedure was
similar to that described in previous papers [6].

The rate coefficient data, normalized to the theory,
are depicted in Fig. 3 (error bars represent the statistical
uncertainty at the 90% confidence level). The lowest-
energy point overlapped with zero, largely confirming the
absence of any signi6cant spurious signal associated. with
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10 TABLE I. Representative operating conditions for the DR
experiment.

b 2-

ION REST FRAME ENERGY (eV)

10

Pressure (ionization gauge reading)
Electron beam current
Ion beam current
Ion background rate
Photon Background

due to electron beam
due to ion beam
dark rate

DR coincidence count rate
Coincidence window width
Average run time

3 x 10 torr
50 pA

0.30 pA
23x10 s

110 s
50 s

&]. s '
0.06 s

28 ns
10 s

FIG. 3. The EIE rate coefficient near threshold for the
18 2s S to 18 2p P transition in C +. The solid curve
is the best fit of the experimental data to theory [15].
The error bars on the data are statistical uncertainty at
the 90% confidence level.

beam-modulated backgrounds.
Normalization to theory involves the convolution of

the theoretical cross section with the experimental en-

ergy distribution. The analytical expression for the cross
section versus energy is taken from the two state close-
coupling work of Gau and Henry [15]. The free parame-
ters were varied to determine the best fit and to estimate
the range of values that are consistent with the data.
The full width at half maximum (FWHM) of the elec-
tron beam energy distribution in the ion rest frame was
found to be 1.80+ 0.47 eV, and the offset potential was

similarly found to be 1.71 6 0.26 V.
The relatively large width of the electron energy distri-

bution is consistent with a more typical value of 0.5 eV for
the electrons prior to their exiting the electron gun. The
magnetic fields at the mouth of the gun are seen to have
sizable gradients due to the presence of p metal around
the electron gun. These gradients can increase the size
of the transverse velocity components, thereby increasing
the spread in the ion rest frame energy. Electron trajec-
tories through a model field geometry were calculated to
verify that the observed energy spreads were reasonable.
The scale factor will be discussed in Sec. IV.

IV. DR RESULTS AND ANALYSIS

The signal due to DR in C + is obtained by subtracting
a coincidence trace with the electron beam off from a
coincidence trace with the electron beam energy centered
on the expected DR peak. The DR signal is extracted
from the difference spectrum by fitting the background
outside the coincidence window with a least-squares fit
and subtracting this from the DR coincidence peak.

Typical operating conditions are shown in Table I. The
current in the magnetic coils, which were used to apply
fields in the interaction region, varied by less than 1% for
all measurements. The backgrounds and currents were
monitored for each run. These monitor data were used
to evaluate each run and to compute average background
rates.

TABLE II ~ Sources of uncertainty for the DR measurement.

Source of uncertainty

Overlap-integral normalization
Uncertainty in PMT uniformity
Variation in the overlap integrals

during a run
Variation in CEM efficiency
Absolute ion-detection efficiency
Statistics (lo)

Uncertainty
(%)
21
19

ll
15
4
30

Sum in quadrature (1cr) 45

The DR measurement is the result of nine runs. The
value for the final rate coefficient was computed using an
average of the nine measured rate coefficients weighted so
that the most reliable data have the largest weight [16].
The sum of all the difference spectra is shown in the top
of Fig. 2. These data are presented as a histogram with
28 ns wide bins. The DR coincidence window is indicated
by the error bar. Although the final result was derived
from rate coefficients obtained for each run separately,
this sum exhibits several important features of the co-
incidence data. Outside of the coincidence window, the
trace is flat. This is consistent with the idea that this
background is due to accidental coincidences. This back-
ground was determined with a least-squares fit to the
data outside the coincidence window.

Another satisfying feature of the data is that the y per
degree of freedom for the deviations of the background
data from the line generated by the least-squares fit is
1.04. Since there is a 33% chance of randomly observing
a larger value of y, this indicates a reasonable statisti-
cal distribution around the line. A check for large scale
structure in the background is to add a quadratic term
to the fit. Adding this term reduces the signal computed
from the data by 32'%%uo. This change is on the order of
the statistical uncertainty of the signal (+30% at the
68% confidence level), and indicates that this does not
produce a statistically significant change in the DR mea-
surement. Hence, the background is assumed to be flat,
consistent with an expectation of a background due only
to accidental coincidences.

The final result measured for the DR rate coefficient
at a peak ion rest frame energy of 8.01 + 0.20 eV is
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(3.6+1.6) x 10 cm s i (at the 68% confidence level).
The sources of the uncertainties quoted above are dis-
played in Table II. This measurement is dominated by
statistical uncertainties (+30%). The absolute scale for
the DR measurement is partially determined by normal-
izing the EIE energy-averaged cross section to theory.
The scale factor c~, deduced by the fitting procedure dis-
cussed previously, is (6.9+1.0) x 10 s. The uncertainty in
the normalization procedure is the sum, in quadrature,
of the (statistical) uncertainty in the scale factor, the
OE integral variability [see Eq. (2)], and a +15% uncer-
tainty due to the possible presence of a low-energy tail in
the electron energy distribution [17]. The total is +21%.
The uncertainty in the uniformity of the PMT response
introduces a +19% uncertainty into this normalization
procedure.

Photon anisotropy factors, as they pertain to this
inclined-beams geometry, have been discussed elsewhere
[9,12]. In this work, we take Yii ——1.

V. COMPARISON TO THEORY

The measured rate coefricient can now be compared
with theory. The energy distribution, derived from the
excitation data, and the electric Gelds in the interaction
region and post analyzer serve to unambiguously deter-
mine the conditions under which the DR rate coefBcient
was measured. In the present comparison to theory, the
cutoff n of the captured electron due to Geld ionization
was calculated, using the usual hydrogenic formula [18),
to be n „=43. Table III lists the DR rate coeScient
measured in this work and the predicted DR rate coef-
Bcients for no external electric field and for an external
Beld strength of 12 Vcm

There are several points to note concerning the com-
parison. The first is that this measurement differs from
the theoretical zero field rate coefficients [19—21]. The
Geld effect is required for theoretical calculations to ap-
proach agreement with our measurement. It should be
noted that the uncertainty in the spread of the electron
energy translates into a significant uncertainty in the pre-
dicted rate coefBcient, but does not alter this conclusion.

The second point is that the measured value of the
field-enhanced rate coefIicient is a factor of 2.8 larger
than that predicted by LaGattuta [22], and a factor of
1.8 larger than that predicted by Griffin et al. [20,21]. At
present, our experimental uncertainties may account for
the difference between the predicted and measured rates.
The work of Dittner [23] also indicated a rate coefficient
that is larger (by a factor of 1.5) than rate coefficients
predicted by Griffin et al. [21]. On the other hand, the
recent work of Andersen et al. [24] may be in better agree-
ment with theory. It should be noted that the fields were
not precisely known in either of the latter experiments.

The rate coeKcients calculated by GriKn are gener-
ally larger than those of LaGattuta and McLaughlin and
Hahn. One of the principal differences between the two
calculations is that the work of GriKn includes fine struc-
ture interactions (it is an intermediate coupling calcu-

TABLE III. Comparison of DR rate coefBcient measure-
ment to theoretical predictions. F denotes the external field

strength. Experimental uncertainties are absolute, and at the
68% confidence level.

Source Rate coefficient (10 cm s )

F =OVcm F =12Vcm
Present work
McLaughlin and Hahn [19]
LaGattuta [22]
Griffin et al. [20,21]

0.5

0.7

3.6 + 1.6

1.3
2.0

lation). Also, field enhancement appears to be smaller
when intermediate coupling calculations are performed.

We note here that the hydrogenic formula, used to
determine the cutofF n due to Beld ionization in the B-
nal charge-state analyzer, is an approximate formula. A
more detailed model of field ionization may be required to
accurately predict the measured DR rate for high preci-
sion measurements. A Bnal point is that neither of these
calculations takes into account the Beld rotation effects
[13] on the measured recombination rate coefficient or
the possibility of overlapping-interacting resonances [25].
Both efFects tend to push the experimentally determined
rates out of agreement with theory, but are expected to
be small and should not result in a dramatic change to
the conclusions drawn from the experiment.

VI. SUMMARY
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The measured DR rate coefficient of (3.6+1.6) x 10
cms s (68%%uo confidence error bars) differs from calcula-
tions that do not include enhancement by the external
Geld. The present result is consistent with another ex-
periment [23] that indicates larger field-enhanced rates
than are predicted theoretically. Clearly, additional data
are required to discriminate between various theoretical
treatments of Geld enhancement, Bne structure effects,
and the effect of fields along the path of the recombined
ions.
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