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The detection of the phase shift between a single mode of the em field and a local reference
oscillator is analyzed in the proper framework of quantum estimation theory. Such a fully quantum
treatment clarifies the meaning of the "operational approach" suggested by Noh, Fougeres, and
Mandel [Phys. Rev. A 45, 424 (1992)], in which different measurement scheines correspond to
different phase operators. We show that the phase shift is actually measured in the form of the polar
angle between two real output photocurrents, namely through a joint measurement of two conjugated
quadratures of the field. This scheme is the only feasible one for detecting the quantum phase, and it
is equivalently performed by either heterodyne detection or double-homodyne detection of the field.
On the contrary, the customary homodyne detection (and, generally, any kind of measurement of a
single phase-dependent variable) is more properly a zero-point phase measurement. As a definition
of sensitivity we consider the output rms noise of the detection scheme, the only relevant one for
actual experiments, in contrast with many other different notions currently adopted in the literature.
We show that the r.m. s. phase sensitivity versus the average photon number n is bounded by the
ideal limit bP n, whereas for the feasible schemes the bound is A4i n ~, in between the
shot-noise level b, 4'i n and the ideal bound. The latter can actually be achieved by single

homodyne detection of suitable squeezed states, but only in the neighborhood of a fixed zero-phase
working point. The phase sensitivity bound A4'i n ~ can be reached using coherent states with

only 2% of squeezing photons, in contrast with the homodyne-detection bound AP n which is

reached with 507'. The uncertainty product of two conjugated phase quadratures largely exceeds the
Heisenberg limit, even for the ideal joint measurement. We also show that no sizeable improvement
in sensitivity is found for detection schemes which involve wideband states, at least for the case of
nonentangled states. At the end of the paper we give an extensive table of asymptotic sensitivities
at large n for both ideal and feasible schemes.

PACS number(s): 42.50.Dv, 03.65.Bz

I. INTRODUCTION

The principle of any interferometric detection lies in
the possibility of monitoring very small changes in some
environmental parameter through an induced phase shift
of the em field. The back-action effect on the measured
parameter —which is due to the unavoidable radiation
pressure —poses the problem of optimizing the phase sen-
sitivity AP as a function of the radiation intensity n. The
problem of optimizing AP versus n has stimulated many
discussions in the literature [1—9], and the debate has re-
cently risen again with renewed interest [10—13] after the
seminal papers of Noh, Fougeres, and Mandel [14].

In the quantum limit of very weak em fields the prob-
lem of detecting the phase shifts becomes threefold. On
one hand, there is no Hermitian operator representing the
phase, nor is the phase itself conjugated to the photon
number, as in the original heuristic approach of Dirac
[15]. On the other hand, one can define many Hermi-
tian operators which are functions of the phase itself, but
which apparently violate the usual trigonometric calcu-
lus [16—18]. And finally, as pointed out in Ref. [14], the
detection scheme itself is involved in the definition of the
actually measured phase operator.

Among the numerous attempts [19—27] which have
been made after Dirac in order to introduce a dynami-
cal variable for the phase, the limiting procedure of Pegg
and Barnett [20] has become the most popular technique,

because it allows the evaluation of expected values with
very simple and reliable rules. However, despite its sim-

plicity and effectiveness as a mathematical tool, this ap-
proach has no obvious physical interpretation, and leaves
most of the conceptual problems of phase detection still
open.

It has been realized by some authors [4, 26, 28, 29] that
the most appropriate approach to the phase of the field is
the "quantum estimation theory" of Helstrom [30]. Even
though it easy to show that this method is equivalent in
the end to the Pegg and Barnett procedure (see Ref. [31]
for more details), nevertheless it provides a physically
meaningful scheme for the phase measurement where all
conceptual problems disappear.

Despite the fact that it has long been recognized as
the most natural framework for analyzing any kind of
quantum detection, the quantum estimation theory has
not gained the necessary popularity yet, perhaps due to
the fact that its main ingredient the probability op-
erator measure (POM) —is generally a nonorthogonal
spectral decomposition, and thus appears to be in con-
vict with the conventional dictum of quantum mechanics
that only "observables" —i.e., orthogonal POM's —can be
measured. This point has been well clarified in some pa-
pers [31,32], where it is shown that nonorthogonal POM's
correspond to actual observables on a larger Hilbert space
which includes also modes pertaining to the Ineasuring
apparatus (all together referred to as the "probe"). It
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is clear that this assertion provides the proper quantum
setting for the operational point of view of Ref. [14],
where the dependence of the measured operator on the
detection scheme just corresponds to the involvement of
the probe variables in the measuring process, an involve-

ment which becomes unavoidable when the phase of the
field is detected.

In this paper we again analyze the problem of opti-
mizing the phase measurement using the quantum esti-
mation theory approach of Ref. [4]. However, differently
from Refs. [4, 6, 8, 29], we adopt the usual output rms
noise as a measure of the phase sensitivity, because the
"reciprocal peak likelihood" of Ref. [4] has been proven
to be not a good measure of phase sensitivity [33]. We an-

alyze both ideal and feasible measurements of the phase.
The ideal measurement is just one of the main results of
the quantum estimation theory itself: here the quantum
states optimizing the rms sensitivity are given. No vi-
able method for experimentally implementing such ideal
measurement has, however, been envisaged yet. As re-
gards the feasible schemes of phase detection, here we

distinguish between two main different classes: the gen-
uine phase-detection schemes and the measurements of a
single phase-dependent observable. In the former class,
the phase shift of the field is related to the polar angle
between two measured photocurrents which, in turn, cor-
respond to two conjugated quadratures of the field. Such
a scheme is the only viable one for phase detection, and
corresponds equivalently to either heterodyne detection
or double-homodyne detection of the field. This also clar-
ifies the subtle nature of the phase itself which, despite
being a single real parameter, nonetheless requires a joint
measure of two conjugated operators. In contrast, in the
second class of measurements, only a single observable is
detected —typically, during homodyne detection of a sin-

gle quadrature of the field. Here we want to emphasize
that a single-quadrature measurement cannot be used
to infer the value of the phase, because the knowledge
of a quadrature would require an additional measure-
ment on the field —essentially its intensity —which un-

avoidably would destroy the information on the phase.
Thus, the single-homodyne-detection scheme can be used
only as a zero-phase monitoring technique, which, how-
ever, is the essential of a typical interferometric measure-
ment. As is shown in this paper, the requirement of de-
tecting the whole phase probability distribution makes
the measurement less sensitive than in the case of a
zero-point detection. In fact, the phase sensitivity for
a double-quadrature detector turns out to be bounded
by AP n ~, but for the single-homodyne-detection
scheme by b,P n ~ Moreover the .states achieving the
two bounds are dramatically different: they are weakly
squeezed (about 2% of squeezing photons) for the double-
quadrature measurement, whereas they become strongly
squeezed (50%%uo) for one-quadrature detection.

In Sec. II we brie8y recall the quantum estimation
theory of the phase. We show that such an approach
naturally comes from a conventional quantum treatment
of the apparatus, where the output-photocurrent proba-
bility distributions —and hence their relative polar angle
distribution —are evaluated in terms of the input quan-

turn state of radiation which carries the phase informa-
tion (the system), along with the states of the other
modes involved in the apparatus (the probe) T. he main
ingredient of this approach is the above-mentioned POM
which is a suitable probability operator describing the
detection scheme in a way independent of the system
state (i.e. , it gives the output phase probability for any
given input state). The optimization of such POM over
all possible apparatus leads to the ideal measurement of
the phase.

Section III is devoted to a critical discussion of the
problem of defining a proper phase sensitivity, comparing
the different definitions introduced in the literature. The
circular topology of the phase has lead some authors to
define the sensitivity in a way different &om the custom-
ary rms, but we stress that only the rms noise represents
the actual sensitivity of a real measurement.

In Sec. IV the double-quadrature detection schemes
are analyzed. We show the equivalence between hetero-
dyne and double-homodyne detection, and we give a de-
tailed quantum description of the latter, also providing a
computer simulation of the experimental procedure. It is
shown that an analysis for wideband states does not lead
to substantial differences with respect to the narrowband
case, at least for nonentangled states.

In Sec. V both ideal and feasible measurements of a
single phase-dependent variable are analyzed, including
the case of zero-point measurements. We compare these
single-quadrature schemes with the double-quadrature
ones and we conclude that the latter lead to more reliable
results than the former, as unphysical quantum statistics
are avoided and no violation of the trigonometric calculus
occurs for expectation values.

In Sec. VI lower bounds to phase sensitivity of both
ideal and feasible detection are evaluated. A table of
asymptotical bounds in the limit of large photon numbers
n is given, for various schemes and states.

Section VII closes the paper with some concluding re-
marks.

II. IDEAL QUANTUM PHASE DETECTION

The quantum-classical correspondence in the harmonic
oscillator description of a single field mode fails when a
quantum analog of the phase is considered. Despite the
fact that the classical Poisson brackets seem to suggest an
operator P which is canonically conjugated to the num-
ber n [15], the resulting commutation relation turns out
to be ill defined, due to discreteness of the spectrum of
n. Also a definition of the phase P via a polar decompo-
sition of the annihilator e'~ = (n+ 1) ~ a does not lead
to a unitary phase factor [16], due to the lower bound
of the n spectrum [16,34]. However, the absence of a
phase observable does not prevent a quantum descrip-
tion of the phase statistics, as it is just sufIicient to give
a rule connecting the density matrix of radiation with the
probability distribution of the phase: this is exactly the
point of view adopted in the quantum estimation theory
of Helstrom [30].

The main ingredient of the quantum estimation theory
is represented by the mathematical concept of probability-
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operator v-alued measure (POM) on the Hilbert space 'Rs
of the system, which extends the conventional description
by observables. Using a notation which is familiar to
physicists even though not strictly legitimate from the
mathematical point of view [31]—given a vector z of real
parameters to be measured, a POM dA(z) is a self-adjoint
measure with the following properties:

dA(z) & 0,

where Z denotes the space of z. From Eqs. (1) it follows
that the density-matrix state p of the system can be con-
nected to the probability distribution of z according to
the following rule:

dP(z) = tr(pdA(z)) . (2)

A= zdA z

The POM dA(z) itself depends on the particular ex-
perimental setup, and diferent probability distributions
dP(z) result from difFerent detectors with the system
state p being fixed. Using the POM in Eqs. (1) a set

P

of self-adjoint (generally noncommuting) operators A can
be defined as follows

dP(z) —tr (ps 3 ppl&(z))(@(z) I}
= «s fpstr~ [ps l@(z))(y(z)Ii),

corresponds to the following POM on the system space

d~(z) = «~ (p~l@(z))(@(z)I) —= (@(z)lp~l&(z)) (8)

For the case of the oscillator phase, the above analy-
sis starts with the following definition of the measured
random parameter P: given a reference state ~Q)
'Hs, which is modulated by a phase shifter with un-
known shift P E [

—vr, 7r), the outgoing state is given by

~gy) = e'~" ~Q). From this definition the quantum esti-
mation theory optimizes the POM at a purely abstract
level in order to obtain the ideal —i.e., the least noisy—
measurement. For a generic POM d jc(P) which represents
a particular apparatus, the following quantity,

dP(4 4) = p(4 4)d4 = —2(441@(4)led)

gives the conditional probability distribution of obtaining
the outcome P when the true value is P. The optimiza-
tion procedure depends on the choice of an appropriate
error-cost function W(P —P)—which weights the penalty
for the error P g P—and the optimum apparatus corre-
sponds to the absolute minimum of the average cost

More generally, one can define operator functions f (A)
of the form C = dP(P, P) W(P —Q) . (10)

f(A) = f(z)dA(z) .
z

(4)
The optimization problem (10) has been solved for a large
class of error-cost functions [30], as, for example

For orthogonal dA(z) the present description corresponds
to a measure of the observables A in the usual sense, and
the function calculus holds

f(A) = f(A) . (5)

Relation (5), however, no longer holds true for
nonorthogonal POM's. In this case the self-adjoint op-
erators A only provide the correct expectation value of
z, whereas the higher moments of the probability dis-
tribution are not given by (A"), but must be evaluated
through the original recipe (2).

The present scheme is not in conflict with the basic as-
sertion of quantum mechanics that "only observables can
be measured. " Despite the fact that the POM's generally
describe measurements that do not correspond to observ-
ables in the usual sense, nonetheless the Naimark theo-
rem [31,32] assures that every POM can be also obtained
as a partial trace of a customary orthogonal projection-
valued measure on a larger Hilbert space which, itself,
represents the original system interacting with an appro-
priate apparatus. Thus, a nonorthogonal POM essen-
tially describes generalized observables, whose definition
in the usual sense would unavoidably involve the measur-
ing apparatus itself. Upon denoting by ~Q(z)) E 'Rs 'R+
a complete orthonormal set of eigenvectors for commut-
ing self-adjoint operators acting on the enlarged system-
probe space, the probability distribution

W(P) = 4sin
2

or W(&) = -~2-(&) (»)

The first function in Eq. (11) approximates a Gaussian
distribution of estimates for a 2m-periodic variable; the
second corresponds to the maximum likelihood strategy,
and b2 (P) is the periodic 8 function. The optimum POM
for both error-cost functions is

@(&)= —le' )("
I

dP
2' (12)

where ~e'~) are the Susskind-Glogower phase states [16]

~e*~) = ) e*"~
~n) .

n=o

«p(&) = —i ).(—1)" 1
~n) (m~ (14)

Equation (12) provides the POM of an ideal phase mea-
surement. Some examples of commuting pairs of self-
adjoint operators have been proposed in Refs. [27] and

[35], achieving the optimum POM (12) on a system-probe
Hilbert space; however, no viable method for experimen-
tally implementing a corresponding setup has been de-
vised yet, and hence the POM (12) only represents an
ideal limit.

Corresponding to the optimum POM (12) one can de-

fine a self-adjoint phase operator
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along with the squared phase operator

0' =f 0'di (0)

+2 ) (—1)" 1
A m ) (15)

which produces the correct rms noise. As previously
noted, one has that

4" PP» (16)

and more generally f(P) g f(P) Th.e failure of operator
function calculus is a consequence of the nonorthogonal-
ity of the Susskind-Glogower states ]e'4'), and physically
corresponds to the impossibility of defining the phase as
a conventional observable without any reference to the
measuring apparatus.

The optimum POM (12) describes the ideal phase de-
tection: for actual detection schemes one has di6'erent

(suboptimal) POM's and corresponding different defini-
tions for the operators in Eqs. (14) and (15), depend-
ing on the scheme itself. This assertion clarifies and for-
malizes the operational approach of Noh, Fougeres, and
Mandel in Refs. [14] and [36] where it has been clearly
recognized that the definition of the phase itself cannot
be divorced from the measurement process that is used
to determine it. In Sec. IV we examine a feasible detec-
tion scheme, giving the explicit form of both the POM
(1) and the operators (14) and (15).

where c„arethe coeKcients of the number representation
of the state and the sine and cosine operators are defined
according to Eq. (4) as follows

cosd = f di((d) cosd,

ssnd = f dii(d) sind,

(19)

(20)

i 1 n(c os/—+i si nP) . (21)

In Eq. (21) the correct logarithm branch is selected in
order to obtain the desired domain for P. Apart Rom the
minor point that Eq. (18) would lead to dispersion D = 1

for constant distributions —instead of 6/2 = vr2/3 —the
main criticism is that sing and cos P cannot be consid-
ered as independent variables, because they correspond
to a noncommuting pair of operators which are jointly
measured when detecting P.

B. Reciprocal peak likelihood bP

The peak likelihood p(P~P) [see Eq. (9)] is the maxi-
mum height of the probability distribution. Its inverse,
namely

and coincide with the sine and cosine operators of
Susskind and Glogower [16]. The definition (18) follows
from elementary error-propagation calculus, the phase P
being regarded as a function of the two "independent
variables" sing and cos(t) as follows

III. SENSITIVITY' OF QUANTUM PHASE
DETECTION

(
by= =2~ ) /c„/ (22)

The sensitivity of a measurement of a parameter z E R
is usually defined as the rms of the experimental proba-
bility distribution dP(z), namely

2

b,z2 = dP(z)z —
~

dP(z)x
~

R & R )
(17)

The phase variable P is defined in the bounded domain

[
—x, m) with 27r periodicity, and this peculiarity has lead

many authors to the conclusion that the rms of the phase
is not the appropriate quantity to be considered as sen-
sitivity, claiming that it is not invariant under phase
translations P; P + y. As a consequence, different
definitions of phase sensitivity have been adopted, which
became essentially the same for nearly Gaussian distri-
butions. The relevance of this subject needs a critical
revision of the most commonly adopted definitions of
phase sensitivity: we will conclude that the customary
rms noise itself is the correct sensitivity to be considered.

has been introduced in Ref. [4] as a measure of the width
of

the distribution, coherently with the maximum-
likelihood strategy used in the quantum estimation the-
ory. Here, the following criticisms are in order: (i) bg is
a local criterion, namely it checks only one point of the
distribution, whereas there is no control on the global
behavior as, for example, on the eventual occurrence of
high tails. The most; degenerate situation occurs when
the tails are so high that the distribution itself converges
to P(P) = I/2x, apart &om one point with infinite prob-
ability density and zero integral [37, 38], thus leading to
vanishing bP instead of bP = 7r2/3; (ii) the coherence of
this sensitivity definition with the maximum-likelihood
strategy [4] cannot be considered as a valid argument, in
view of the aforementioned equivalence between the like-
lihood strategy and the (quasi)-Gaussian one; (iii) recent
numerical results [33] have shown that the simulated sen-
sitivity does not actually correspond to bP.

A. Phase dispersion D

Dispersion D [9] is defined as follows

OO 2

D—:(1 —(cos(t)) —(sing) ) & = 1 —) c*+ic, (18)
n=o

C. POM root mean square (Lait)~)

Given a physical apparatus (or an ideal detector) one
has a corresponding POM and, in turn, a probability dis-
tribution dP(f) according to Eq. (2). Such a probability
has a rms error (17) given by
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(23)

Here (. . .) denotes the ensemble quantum average on the

system space 'Rs, and the operators P and P2 depend
on the considered POM [for the optimum POM they are
given in Eqs. (14) and (15)]. Notice that there is no am-

biguity in choosing between the two operators P2 g P2,
because Eq. (23) directly follows &om the probability
(2). For a random-phase state —namely a constant prob-

ability distribution —one correctly has (AP ) = vr j3.
As regards the problem of invariance under phase

shifts, here we stress that this actually is not a problem.
In fact, the only concern is the correspondence between
experimental and theoretical quantities, and the circular
topology of the phase arises at both experimental and
theoretical levels in the same way. Whatever procedure
is considered for measuring the phase, the information on
it has always to be inferred from a joint sine-cosine mea-
surement, and hence the experimental equipment itself
has to be tuned on a selected 2m window. Once the do-
main is fixed, the experimental noise is, by definition, the
rms noise on such a domain. Therefore, different choices
of the 2' window actually lead to different experimented
amounts of noise, and also theoretically the rms noise has
to be evaluated on the chosen domain (hereafter we will

always use the [
—7r, 7r) window).

IV. GENUINE PHASE DETECTION:
THE DOUBLE-QUADRATURE SCHEMES

In this section we analyze in detail the class of feasible
phase-detection schemes based on joint measurement of
two conjugated quadratures of the field. After evaluat-

ing the POM of the double-homodyne-detection scheme
suggested in Refs. [14,39] we show the equivalence with
heterodyne detection. We also give an analysis of the
double-homodyne detection for wideband states, show-

ing that no substantial difference is found in the end with
respect to the one-mode case, at least for nonentangled
states.

A. Double-homodyne detection

Double-balanced-homodyne detection provides a way

for simultaneously measuring a pair of conjugated field

quadratures for one mode of the em field. The schematic
diagram of the detector setup is reported in Fig. 1. There
are four 50-50 beam splitters and four photocounters,
whereas a m j2 phase shifter is inserted in one arm. The
mode carrying the measured phase is a, and a stable
reference for the phase is provided by the local oscillator
(LO) which is synchronous with a and is prepared in a
highly excited coherent state ~z).

The double-homodyne scheme can be used to perform
a phase measurement: however, as we will see, it leads to
a probability distribution which is more noisy than the
ideal one, as a consequence of a sort of added instrumen-
tal noise. The phase distribution is obtained through the
following procedure. Each experimental event consists
of a simultaneous detection of the two commuting dif-

Vacuum

P 1I

LO

Pns Vacuum

FIG. 1. Outline of the double-balanced-homodyne detec-
tor.

P

ference photocurrents Iq ——n6 —n5 and I2 ——n4 —n3)
which trace a pair of field quadratures. Each event cor-
responds to a plotted point in the complex plane repre-
senting the field amplitude, and the phase value inferred
from the event is the polar angle of the point itself. The
experimental histogram of the phase distributions is ob-
tained upon dividing the plane into "infinitesimal" an-

gular bins of equal width bP, from —vr to vr, and then
counting the number of points which fall into each bin.
In formulas, the statistical &equency P„for the nth bin
8„—:[

—m + n8$, —vr + (n + 1)hg) is defined as follows

1P„=— number of events with Ii = pcosP,
N

Iz ——psinP, P E 0„ (24)

10 Events
10 Events

J'o:

Ci

I

-10 0 10 -1 -0.6 0

g/a

0.6 1

FIG. 2. Computer simulation of a double-quadrature ex-
periment for a squeezed state with equal number n = 10 of
signal and squeezing photons. The histogram (10 events) is
compared with the theoretical result from the POM (39).

where p = QIi2 + I22 and N is the total number of events.
In Fig. 2, as an example, a computer simulation of

the above experimental procedure is illustrated for a
squeezed state with equal number n, = n, q

= 10 of sig-
nal and squeezing photons. The simulated experimental
histogram (104 events) is compared with the theoretical
probability obtained from the POM of the detector. The
POM of the detector is derived in the following.

The difference photocurrents Iq and I2 are commut-
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ing operators with factorized probability P(I1, I2)
P(I1)P(I2). The probability distribution for each pho-
tocurrent can be evaluated as the Fourier transform of
the moment-generating function. Introducing the reduced
curvet X = I/lzl (we recall that Iz) is the coherent state
of the LO) one has

vr)z)

P(Z') = —tr(pe'"(
2'

P(P) = p dp P1 (p cos P)P2(p sin 4)) .
0

(26)

Using Eq. (25) one has

where p denotes the density-matrix state of the photocur-
rent modes. The phase distribution is the marginal prob-
ability integrated over the modulus p defined in Eq. (24),
namely

ao ~IzI d ~tz)P +
t { ip(Xq —pcos di)+i+(Xs —p sing) } (27)

ps being the density matrix of the mode a (the system) and

pJ = lp&(pl 8 lp&(pl(g lz)(zl (28)

the density matrix of the probe. From Eqs. (7) and (8) one can see that the POM is obtained upon tracing over the
probe Hilbert space 'R~, thus obtaining the operator which acts on the system space 'Rs only,

oo m(s) d ~(s)

(P) dip dp t 1 (p ] esP('Zf Pens —Q) +su (Ts Pain 4—i) }
o

(29)

(hereafter the subscript D is used to denote all quantities related to the double-homodyne scheme, in order to
distinguish them from the same ideal quantities). Using the coherent-state resolution of identity one has

~Ized d m(zJ d d d
dp~(P) = dP pdp — — e ' "' '~+"""~ lu)R(ml,

0 —~[~] 2& —~)~[ 2& c & c
where R is the matrix element

(30)

R = (u, z, p, plU'e*(" '+ s)UIP, P, z, u) . (31)

In Eq. (31) U denotes the unitary evolution operator of the detector, which acts on the state (3]) as follows

Ul0, 0, z, w
&

=
I
-,
' (z + ur), —,

' (z —m), -', (iz + 10), -'(iz —m) &
.

The explicit expression of the matrix element R is given by

(32)

»R = —Izl ——,Iul ——,l~l + —,Izl
I

«s —+ «s —
I
+ -«

I

i»n —+ i»n —
I

2 1 2 1 2 1 2

lzl)
1 (. . )Li . . v l 1 t' y, v &+—mz

I
i sin ——i sin —

I
+ —rsu

I

cos —+ cos —
I

lzl) 2 E. Izl lzl)
(33)

Taking the strong LO limit Izl m oo and introducing the complex variable o, = 1(v + ip)e' 's(') one gets

"-1
R = '"p —

2 I"I' —-'l~l' —l~l' + ~u —~~ + ~uj = )
0 P

(34)

Substituting Eq. (34) into Eq. (30) leads to

OO d'B, QJ
dpi' (&) =d4 pdp — —e *'"-'~+""~'). —, Iu)(ula" l~&(—~la' l~&(~l

p=p X

El=88) —,—ix~i 8 J pdp J exp(pae*~) lo&(nle' "exp(pate '4') a" . (35)
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Using the coherent resolution of the identity and inte-
grating over p one obtains

CQ I I ~ I ( I ~ I ~

$
~ I ~ ~

l
~ I I I

1

I

dP, L7(P) = dP . 1
—, ).„—,

p=p

r(n+m +
X

~!m!

) ( )n —m i(n m)—P

m, n=p

a»e' 2 "a™a"e' ~ "a& (36)

where r(x) is Eulero's Gamma function. The normal
ordered representation of the vacuum state

lim ) a"ta" = ~0)(0~,
"- (-e)"-

p!p=p

leads to

(37)

s I ~

—0.5 0
~ a I I

0.5

) ( )n —m i(n —m)Pdeb

27r
m7n=p

I'("+ + 1)
x e'o" a ~0)(0~a" e'o"

n!m!
(38)

FIG. 3. Comparison between the ideal and double-
quadrature phase probability distributions for the same
squeezed state of Fig. 2.

Yll 7m

Alternatively, using the I'-function integral representa-
tion one can write

ds ~(&) = — pdpe ' e" l0)(0I"'
p

p ds Is e'~)(pe'~ldP
7t p

(40)

The POM for the detector in Eq. (39) corresponds to the
egectivety measured phase operator

4r7 = 4 dSJ ~(4)

and to the squared phase operator

q)' ds a(4)
2

= —, +2):(-1)"
num

x fn)(m/,

r("+, + 1)

(n —m) 2 gn!m!

(42)

From Eq. (38) one obtains the POM of the detector in
the form of a double series

namely the double-homodyne detector adds some extrin-
sic instrumental noise with respect to the ideal measure-
ment. In Fig. 3 a comparison between the ideal and
the double-homodyne phase probability distributions is
given for the same state of Fig. 2: the added noise is ev-
ident from the fact that the ideal probability is sharper
than that of the double-homodyne detection. However,
we stress again that double-homodyne detection is the
best available method for detecting the phase.

B. Equivalence with heterodyne detection

The first proposed method to perform simultaneous
measurements of two field quadratures was heterodyne
detection [40]. Here we synthetically analyze this scheme,
only in order to make a connection with the double-
homodyne detector and show that that the two appa-
ratuses are completely equivalent from the point of view
of the measured physical quantities.

The detector along with the relevant field modes is
outlined in Fig. 4. The input field E;„impinges into a
beam splitter and has nonzero photon number only at
the frequency ~p + upF. The local oscillator works at
the difFerent frequency up, and the output photocurrent
I „Iis measured at the intermediate frequency u&F The.

COS(~IF t)
0

which is needed for evaluating the instrumental sensitiv-

ity (AIt2~). Notice that
6 ((dO + (dIF)

Qi 4)p tIJIF

A

Ep

r("'™+ 1)
n!m!

Vn, m &0, (43)
~'(~o —~IF)::~~(~o + ~IF) Sin(urIF t)

and thus, for any state of the mode a one has the in-
equality FIG. 4. Scheme of the heterodyne detector and the rele-

vant field modes involved in the measurement. Dashed lines
denote vacuum states.



49 LOWER BOUNDS ON PHASE SENSITIVITY IN IDEAL AND. . . 3029

measured photocurrent is given by

I.„,(t) = E.„,(t)E+„,(t), (45)

where E+ denote the usual positive and negative &e-
quency components of the field. The component at &e-
quency uyF is given by

herent LO and signal field both excited in the wide fre-

quency band Lu. For the optical arrangement here con-
sidered it is sufBcient to adopt a paraxial description of
the light beams. A light beam propagating along a fixed
direction (and with a fixed polarization) is described by
the operator [43]

I „~(wn) = f dt I, ~ (t)e' '

durE „,(ur + uriF)E+„,(ur) . (46)

E(z, t) = E+(z, t) + E-(z, t),
where

E+(z, t) = i ~ ( )
' ' ' (»)

47l'6p Ac p

For a nearly transparent beam splitter, and in the limit
of strong LO in the coherent state ~z), one can define the
reduced complex current P

A is the section of the beam, c is the light speed in the
vacuum, and the continuum-mode operators commute as
follows

y = lim p 'i.„,(~iF),
i, lz

(47) [a(~) a'(~')] = b(~ —~') (52)
7 = coQSC

~h~~~ p = ~z~gi1(1 —g). In this liinit the expression for
rh

P is given by

p =
~

z
~

(at b& + a; b& ) + (vanishing terms), (48)

where the subscript 8, l, and i refer to the signal, LO, and
image component of the field, respectively, a are signal
modes, b the LO modes, and the vanishing terms denote
operators which do not give contributions in the strong
LO limit. In double-homodyne detection in the same
limit the role of the complex current (48) is played by

If the field is populated in a not too broad band A~ it is
possible to extend the integral in Eq. (51) to the whole
real axis, so that one can define h-like commutations for
the field also in the time domain. The Poynting vector
describing the energy by the propagating light beam is
given by

S(z, t) = 2e,c E-(z, t)E+(z, t), (53)

and in the &equency domain it becomes

S(z, urp) = f dt S(z, t)e' "= e' ' ~—

~i + i' = Izl a2ai + bpa2 (49) x du w (c)+(dp a ~+up a u (54)

where subscript 1 refers to the input signal and subscript
2 to the local oscillator, whereas bp is the vacuum mode
at the unused port of the beam splitter which contains
the input signal. The full equivalence between hetero-
dyne and double-homodyne detection is apparent when
comparing Eq. (48) and Eq. (49). As in the double-
homodyne case, now the real and imaginary parts of the
current trace the two conjugated quadratures a,@ and
a,~+ r2 of the signal mode. In Ref. [5] the POM of the
heterodyne detector has been derived in a different con-
text, leading to the same result obtained for the double-
homodyne detector in Sec. IV A.

At the end of this section we notice that the actual
sources of extrinsic added noise are the vacuum modes
a; for the heterodyne detector and bp for the double-
homodyne detector: the other vacuum modes are totally
irrelevant in the limit of strong LO.

The response of the photodetector can be conveniently
described by means of a spectral sensitivity R(ur), which
is dimensionally homogeneous to an inverse time and typ-
ically has a Lorentzian shape. The revealed photocurrent
I is the time convolution of the Poynting vector with the
photodetector sensitivity, namely

I= du Rua~uau

In Eq. (55) the dependence on the position z of the de-
tector has been dropped. In practice, the zero-frequency
component of the Poynting vector is measured when
the sensitivity corresponds to an integration time much
greater than the inverse bandwidth. The difference pho-
tocurrent ID at the output of a balanced homodyne de-
tector is then given by

ID — d~ Rcu a ~ bee +b~ u) a(u (56)
C. Double-homodyne detector: a wideband analysis

In this subsection we give a wideband analysis of the
double-homodyne detector, in order to show that no
phase-sensitivity improvement is possible, at least for
nonentangled multimode states. This result is in contrast
with that of Ref. [42], where from information-theory ar-
guments it is claimed that the phase sensitivity can be
exponentially improved as a function of the total average
number of photons, also when using coherent states.

Let us consider a double-homodyne detector with co-

where a(ur) are the signal and b(ur) the LO field compo-
nents. The LO is excited in the wideband coherent state
~
(zi Q)) with lineshape zLQ (ur) [44]

I(.«)) = "-["'-''-'- "'-"-']l(0H (»)
The ket ] (0)) denotes the vacuum state at all frequencies.
Tracing over the LO one obtains

henI~ = dur R(ur) [a (ur)z«(ur) + zi,Q(ur)a(ur)j . (58)A
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One can see that the difference photocurrent is propor-
tional to the quadrature 2 (A+ At) of the field, A being a
sideband mode satisfying the commutation [A, A"] = 1,
which is deGned as follows

A = du)f(~)a((u),

where f (a) is

f(~) = (uR(ur) zLo (~)

f d~ ~2R (~)lzLO(~)l'
(60)

The appropriate reduced photocurrent i which traces A
is given by

d(((~(P) = — d z pdp h2(z —pe' ) Iz)(zl,
dP

7t Q 0
(63)

In addition to the two homodyne detectors, the double-
homodyne detector needs a quarter wave plate, which
in the present context could be considered achromatic
for simplicity. In this case the two output photocurrents
simply trace two conjugated quadratures of A, namely
its real and imaginary parts.

Let us now consider the measurement of the phase
for this wideband detector. The measurement is oper-
ationally defined in a way analogous to the single-mode
case, namely the detection of the polar angle between
the two output difference photocurrents of the form (61),
which correspond to the two quadratures of A. Equation
(40) for the single-mode case is rewritten in the form

2& I d(u w2R2(ur)lzLo(~)l
(61)

representing the delta function in the complex plane by
means of the integral

A generic coherent wideband state I(n j) for any function
cr(ur) C 82(R) is an eigenstate of A as follows 8VJ —%PS

h2(u)) = e'
C

(64)

"l(~)) = J ~~f(~)~(~) l(~)) (62)
The POM (63) can be easily extended to the wideband
case using the functional integration

dI a(0) = — &'[(zj] pdp ~2
I

pe* — d~f(~)z(~)
I lkzj)(4 jl

dP
7r 0 )

(65)

where 27 [(zj] denotes the coherent-state functional mea-
sure (in practical situations one has a discrete bounded
set of frequencies and the functional integration is not
ill deGned: here it is only used as a convenient compact
notation). From Eqs. (65) and (62) and the resolution
of the identity

-(A'+ —,')p'
) (7o)

l

phase distributions, an expansion up to second order in
P leads to the Gaussian approximation

i = V'[(zj] IEzj)((z

one gets

(66)
which leads to the sensitivity

2 1
2A2 (71)

dI D(&) = — p dp e ' e" " l(0j)((0jl e"
7t 0

(67)

Upon minimizing the sensitivity (71) at fixed input en-

ergy, namely at fixed Poynting vector (S), one has

which is identical to the single-mode formula (40), but
now with the wideband operator A in place of the one-
mode operator a. For a signal Geld which is itself in a
coherent state l(zs j) this POM provides the phase prob-
ability distribution

dp(P) = d e I) ~* —&I'

0

where

(68)

A = d(d M Zg (d

For simplicity we consider the situation of zero average
phase difference with respect to the LO. This corresponds
to a suitable choice of the relative phases between the
functions zLO(u) and zS (u) in order to obtain a real pos-
itive A. In the limit of large A corresponding to sharp

1 M() + A(d

A (S) u)p
(72)

~0 being the central frequency of the band. As one can
see from Eq. (72) no substantial improvement in phase
sensitivity can be gained by widening out the frequency
band of the state: typically, one has cdp )) Au, and the
usual shot-noise expression AP = 1/n is recovered. The
phase sensitivity here has been obtained only for wide-
band coherent states, but a similar argument still holds
true for general nonentangled wideband states, namely
states which are the direct product of single-mode states.
For entangled states, on the other hand, the problem
of minimizing the phase sensitivity remains open, due
to the technical difhculties encountered in the functional
minimization. In Sec. VI the states which optimize the
sensitivity in the single-mode case are derived.



49 LOWER BOUNDS ON PHASE SENSITIVITY IN IDEAL AND. . . 3031

V. QUANTUM MEASUREMENT OF
PHASE-DEPENDENT OBSERVABLES

I&)x = exp(-~~n) 14). (76)

a~ ——
2 (ae '~ + ate'~),

e~ ——i2(e e '~+ e+e'~),
(73)

(74)

w here e~ denote the raising and lowering operators

e+1n) = 1n+ 1), e = (e+) . These observables are la-
beled by the phase difference P between the signal mode
and a synchronous coherent highly excited LO. The P
dependence of the above operators is not one to one,
and thus a phase value cannot actually be obtained by
measuring them. However, variations of the phase shift
produce variations of the average output, and in this
sense one can de6ne a phase sensitivity. From elementary
error-propagation calculus one obtains

In this section we examine the measurement of the
customary 6eld quadrature ay and that of the so-called
phase quadrature ey. The former is measured by means
of the homodyne detector, whereas the latter has no cor-
responding feasible detection scheme. The present mea-
surement of phase-dependent observables exits kom the
&amework of phase estimation theory: we include them
both, due to the relevance of homodyne detection in
any interferometric setup, whereas the phase-quadrature
measurement is, in some sense, an idealized version of it.

The de6nitions of the field quadrature ay and of the
phase quadrature e@ are the following

where, without loss of generality, the input state is as-
sumed to be of the form

]g)p = ) c„1n), c„&0
n=O

The expectation value of the quadrature is given by

(77)

(ay)z ——) gn+ 1c„c„~icos(P —y)
n=o

= (ao)o cos(P —y) . (78)

The quadrature a~ is proportional to the cosine of the
phase with a proportionality "constant "

(ap) p which can
be evaluated &om knowledge of the fixed input state. No-
tice that, however, when the present scheme is regarded
as a measure of the phase of the state 1g)z itself, the
state-dependent "constant" is unknown, and it cannot be
preventively measured without destroying the informa-
tion on phase. In this case the only point which does not
need any knowledge of the "constant" is the P —y = s /2
point, namely just the maximum-derivative zero-current
working point.

A convenient description of the homodyne detector in
view of the above considerations is given in Ref. [45],
where the zero-point (zero-field) probability distribution
is reconsidered as a sort of a phase probability distribu-
tion.

—1

/(+f2) (A')
4 (75) B. Phase quadrature

Such sensitivity depends on both on the observable f~
and the input state of radiation. Usually, to minimize
b,P the working point is selected which maximizes the
derivative in Eq. (75), allowing only very small variations
of the phase difference in order to avoid sizeable degrada-
tion of b,P: this requires a suitable feedback mechanism
which pursues the working point.

A. Field quadrature: homodyne detection

The balanced homodyne scheme in Fig. 5 measures
one quadrature of a 6eld mode, which in turn is related
to its phase difference with respect to the synchronous
LO. Generally one is interested in the measure of the
phase shift y of the signal state

The phase quadrature is defined in Eq. (74) in analogy
with the usual field quadrature. A measurement of e~ has
the expectation value

1--c= —(e +e+),
2

1
s = —e —e+

2i
(80)

n=o

The same assertions made for the customary 6eld quadra-
ture here hold true for the phase quadrature, as regards
the zero-current working point and the proportionality
"constant" (ep)p in Eq. (79) (the latter now approaches
unity for semiclassical states: see [41] for more details).
For P = 0 and P = s/2 the phase quadrature (79) coin-
cides with the sine-cosine trigonometric operators c and
s introduced by Susskind-Glogower [16], namely

b (Lo)

I=I, —I
= atb+ bta

Thus the present scheme corresponds to the measure-
ment of one of the self-adjoint operators (80). Here, some
remarks are in order regarding two relevant differences
between a conventional measurement of a single phase
quadrature —say the cosine c—and a joint measurement
of both sine and cosine quadratures, as in Secs. II and IV.
(i) A single-phase-quadrature measurement leads to vio-
lation of the trigonometric calculus for expectation val-
ues. In fact, for a general density-matrix state p one has
that

FIG. 5. Outline of the balanced homodyne detector. Tr[p(c + s )] = 1 ——(olplo) (81)
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whereas for a joint measurement one obtains

Tr[p(sin P+ cos2$)] = 1, (s2)

quadrature measurement exhibits unphysical features for
nonclassical states, whereas the probability distribution
from the joint measurement does not. In the single-
quadrature measurement one has

where cos2$ (and similarly sin P) is defined according to
Eq. (5) as follows P(c) = tr(pic)(cl) (s4)

cos2$ = dy, (P) cos
where the eigenstates of c are given by [16, 17]

(s3)

dp, (P) being the POM of the apparatus. Notice that,
however, the linear operators coincide in the two cases,
and thus one gets the same average values. (ii) The prob-
ability distribution of the outcomes &om single-phase-

lc) = (1 —e ) ~ ) sin[(n+ 1) arccosc]ln) . (85)
n=O

On the other hand, the Radon-Nikodym derivative of the
joint-measurement POM's leads to

P(c) = Tr p —= —(1 —c ) ' ) (mlpln) exp [i(n —m) arccosc]
dp, (P) dP 1

dP dc 7r
(86)

for the ideal case, whereas for double-homodyne detection one obtains

.di (4) d4 1 - l'( +"+1)
P(c) = Tr p —= —(1 —c ) 2 ) (mlpln) exp[i(n —m) arccosc) .

dP dc 7r gn!m!
)

(87)

1 1
P(c) =— (88)

The differences between the single-quadrature and
double-quadrature probabilities become striking for
isotropic states, as, for example, the vacuum or a gen-
eral number state. In this case the above distributions
should be compared with the Radon-Nikodym derivative
of the constant distribution

is the main concern of the present section. The state op-
timization corresponds to minimizing the rms sensitivity

(89)

for Axed average photon number. In the following we

consider for simplicity a zero-average phase state, namely
a state with positive real coeKcients on the number basis

which is a concave function and has poles at the c = +1
stationary points of the cosine. The probabilities (86)
and (87) coincide with (88) for number states, whereas
the probability (84) has the opposite curvature for the
vacuum state, and oscillates fast around the function (88)
for nonvacuum number states. These undesired physi-
cal features disappear for highly excited coherent states,
where, however, the main quantum features are lost: a
comparison between the above probabilities is reported
in Fig. 6 for a weakly excited coherent state, along with a
simulated histogram of a double-homodyne experiment.

From the above observations we conclude that for non-
classical states the joint phase-quadrature measurements
lead to more physical results than the single-quadrature
ones.

c„&0.

C)
C)

CQ

0
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i
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/
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Glog ower
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t

!
Ideal Double

.I~ Quadratur
\

In this case the phase sensitivity has the form

(90)

VI. OPTIMIZING THE STATES
IN A PHASE MEASUREMENT

The design of a phase measurement needs optimization
of both the detection scheme and of the quantum state
which carries the phase information: the physical con-
straint in optimization is the total power impinged into
the state. The ideal measurement provided by quantum
estimation theory is the solution of the first problem;
however, with no actual scheme achieving it. The opti-
mization of the state depending on the detection scheme

—0.5 0 0.5

cos!Ii

FIG. 6. Probability distributions of the cosine for a
weakly excited (n = 1) coherent state: Susskind-Glogo-
wer distribution (84), ideal distribution (86) and double-
homodyne distribution (87). The histograms give the results
of a simulated experiment.
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7r2
(b, (P) = —+2 ) A„c„c

num
(91)

~ a ~
l ~ ~ a ~

i
I ~ a a I a ~ s

and the normalizations and average constraints become

) c„'=1, ) nc„'=n.
n=O

(92)

The real symmetric matrix A = fA„}depends on the
detection scheme. In particular, from Eqs. (15) and (42)
one obtains (A„„=0)

CQ
CO

A O
V

A

v cQ
CO

C)

deal

Double Quadrature

/

(ideal) (93)

7r'= —+2) A„, c„c
num

(".) c„'—1+P ) nc„'—n
4o ) &.=o )

(95)

with respect to the coefFicients (c„},A and P being the
Lagrange multipliers. The variational problem (95) is
equivalent to the diagonalization of the quadratic sym-
metric form

A„
(double homodyne).

(94)

The method of the Lagrange multipliers reduces the
problem to the minimization of the function

F((c„};A, pin)

s s a l a s a a I ~ s s s I a a s ~

50 100 i50 300

FIG. 7. Optimal fraction of squeezing photons for ideal
and double-quadrature phase detection.

[42] obtained by means of information-theory arguments.
For large n (n ) 10) the optixnal states very nearly re-
semble the customary squeezed states. In fact the same
result of Eq. (98) can be obtained using squeezed states
which are optimized with respect to the squeezing photon
number as a function of n. It turns out that the optimal
states have only 3.7% of squeezing photons (see Fig.
7): this result is very different &om the customary 50%
optimal squeezing number which is obtained for homo-
dyne detection, or in a Mack-Zehnder interferometer [1].

[M(P) + AI] c = 0, C CO) C&) ~ ~ ~ (96) B. Double-homodyne detection

where now the matrix M = (M„}is given by

M„=A„+nPb„ (97)

Equation (96) can be solved numerically upon a suit-
able truncation of the Hilbert space '8, . One can see
that the absolute minimum corresponds to the minimum
eigenvalue A = 1r2/3, whereas the average number n be-
comes a decreasing function of the running parameter
p E [0, 1]. In order to avoid the problem of nonvanish-
ing tails of the number distribution near the border of the
truncated Hilbert space, we have considered only average
values n « dim'R, /2.

(1.00 6 0.01)
D n0.65~0.01 ) (gg)

which is obtained by numerically solving Eq. (96) with
the matrix M given in Eqs. (97) and (93). In Fig. 8 the
optimized states for both ideal and double-homodyne de-
tection are compared at equal fixed average photon num-

As expected, the actual measurement of the phase does
not achieve the saxne ideal sensitivity as Eq. (98). The
double-quadrature phase detection, in fact, is bounded
by the following power law:

A. Ideal measurement

For the ideal measurement of the phase, the best phase
states which minimize the phase sensitivity lead to the
simple power law

1.36 + 0.01
n1.00+0.01 (98)

in agreement with the results of [7]. The proportionality
constant actually increases very slowly as a function of n,
and one has a variation of a few percent for two decades
of EP. Equation (98) can be compared with the result
of Ref. [7], and with the theoretical bound AP 1/(en)

s ~ ~ ~

M.4 MA 0 LI OA

FIG. 8. Number and phase probability distribution of op-
timal phase states for ideal and double-quadrature phase de-
tection.
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ber n = 20. One can see that the number and phase prob-
ability distributions are qualitatively similar in the two
cases, but the double-homodyne optimum states have
slightly broader phase distribution, whereas the number
distribution is sharper. Similarly to the ideal measure-
ment, the best double-quadrature phase states are essen-
tially indistinguishable from optimized squeezed states
for large n (n & 10). In this case only less than 2%
of squeezing photons give optimal states, as is shown in
Flg. 7.

M
CI

C)

C. Heisenberg uncertainty product for the phase
quadrature

I

O

The customary Heisenberg uncertainty relation

AAAB & 2 Tr pAB (100)

10

&n&

refers to the situation in which the quantum system
is prepared in a state with fixed uncertainty say AA,
whereas the other observable B is actually measured. For
the case of a joint A-B measurement, however, a gener-
alized uncertainty relation holds which is identical to Eq.
(100) apart from the factor 1/2 on the right side: this
enhanced uncertainty corresponds to an added noise of
3 dB [46]. In the case of the phase quadratures one has
the commutation relation

[c, s] = ——iO)(Oi,
2

(101)

which corresponds to the joint-measurement uncertainty
product

AcAs & —~($~0) ~'.
2

(102)

In Eqs. (100) and (102) the uncertainties are defined in

the usual way, namely (602) = (02) —(O)2. On the
other hand, in the POM approach the actually measured

uncertainty is defined as (602) = (02) —(O)2, where

02 g 0 is defined as in Eq. (4). The Schwartz inequal-
ity leads to the general relation

(o') —(o)' & (o') —(o)' (103)

namely the nonorthogonal POM's always lead to uncer-
tainty greater than the customary ones. Prom the above
observations one can deduce the following chain of in-

equalities for the various minimum-uncertainty products
[AcAs]:

[+c+ ]Heisenberg = [+c+ ]generalized

[+ +s]ideal POM
—[+ + ]double-homodyne POM.

(104)

As a consequence of Eq. (104) one should not expect
that the optimum phase states achieve the minimum-
uncertainty product (102), even though phase detection
itself corresponds to a joint sine-cosine measurement. In
Fig. 9, the minimum-uncertainty product (102) is com-
pared with the actual uncertainty product of both ideal
and double-quadrature detection. One can see that the

FIG. 9. Uncertainty product sinexcosine versus the aver-
age photon number, the Susskind-Glogower limit of Eq. (102)
and the results for the ideal measurement and the double-
homodyne measurement are reported.

minimum uncertainties are never achieved, even for ideal
detection. On the other hand the difference between un-
certainty products for ideal and double-quadrature de-
tection can be obviously ascribed to the noise which is
added in the nonideal measurement.

D. Measurement of phase-dependent observables

For homodyne detection the well-known sensitivity

2 n i is achieved only near the zero-current
working point. Such sensitivity is better than the
one achieved by the true phase measurement, either
in double-homodyne detection or the ideal case itself.
This is due to the fact that the measurement of the
Geld quadrature near the zero-current working point par-
tially underestimates the tails of the phase distribution
at P = kn. The latter are enhanced by large squeez-
ing, and thus one also finds that the optimal number
of squeezing photons is only a few percent of n for the
true phase measurements, whereas it is 50% for single-
homodyne detection. However, it is interesting to no-
tice that the measurement of a single phase quadrature,
say cos P, also exhibits a small optimal squeezing fraction

( 5%), as, in some sense, it is a more faithful observable
than the field quadrature. In Table I the above results
are reported along with the phase sensitivity for other
quantum states and difFerent detection schemes in the
limit of large average photon numbers n.

VII. CONCLUSIONS

In this paper we have analyzed diferent detection
schemes for the phase. We have considered two main
classes of detection, namely the single-quadrature and
the two-quadrature schemes, either in the ideal or in
the actual cases. We have shown that the former are
zero-point measurements, whereas the latter are genuine
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TABLE I. Asymptotic sensitivities versus the average photon number (results from numerical calculations are given with error estimation).

Coherent
states

Ideal

bP [Eqs. (41,42,89)]
1 ——1/22n

Double quadrature

AP~ [Eqs.(41,42,89)]
1 ——1/2

v2

Field quadrature a

AP [Eq. (75)]

2n1 ——1/2

Phase quadrature e

Eqb [Eq. (75)]
1 ——1/22n

Phase-coherent
states (Ref. [4])

Optimized
squeezed

states

(l 4) 1/2 ——1/2

(1 36 / P 01)n —1.00j0.01

nsq/n ~ 4%

(1 l —)1/2 ——1/2

(1.00 + 0.01)n

nBq/n 2%

s ln n x1/2 ——1

n6q/n = 50%

1 ——1/22n

(1.36 + 0.01)n —1.00+0.01

nBq/n ~ 5%

phase measurements. Comparing the single-quadrature
schemes with the double-quadrature ones, we have con-
cluded that the two-quadrature schemes lead to more re-
liable results than one-quadrature schemes, because un-

physical quantum statistics are avoided and no violation
of the trigonometric calculus occurs for expectation val-
ues.

We have seen that in an actual measurement the phase
shift corresponds to the polar angle between two real
output photocurrents. We have analyzed in detail the
double-homodyne scheme of Ref. [14], giving the POM
of the apparatus: this fully quantum treatment leads to
different phase operators corresponding to difFerent mea-
surement schemes, and this clarifies the meaning of the
operational approach of Ref. [14].

After a critical revision of the most commonly adopted
definitions of sensitivity, we have concluded that the
usual rms noise is the right quantity to be considered. We
have shown that the sensitivity versus the average pho-
ton number n is bounded by the ideal limit b,P n
whereas for double-homodyne detection the bound is

n ~s, in between the shot-noise level b,g n
and the ideal bound. The optimal states achieving the

best sensitivity for fixed energy have been numerically
obtained, and we have shown that they are very close
to coherent states with only 2'%%uo of squeezing photons for
double-homodyne detection and 3.7% for the ideal mea-
surement. This result, which is in contrast with the 50'%%uo

of optimal squeezing photons for single-homodyne detec-
tion, is due to the sensitivity of the double-quadrature
detection to the phase distribution tails, which are en-
hanced by increasing squeezing. The uncertainty product
of two conjugated phase quadratures largely exceeds the
Heisenberg limit, even for the ideal joint measurement.
Finally, a wideband analysis of the double-homodyne
detector has shown that no sensitivity improvement is
gained using multimode states, at least for nonentangled
states.
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