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Stark mapping of H2 Rydberg states in the strong-field regime with dynamical resolution
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We have acquired spectra of high Rydberg states of molecular hydrogen in a static external field, in
the energy region from below the energy at which field ionization becomes classically possible (E, ) to
well above this energy. Simultaneous spectra of ionization and dissociation were acquired, thereby al-
lowing direct information on the excited-state decay dynamics to be obtained. We have found that states
with energies below E, undergo field-induced predissociation, while states with energies well above E,
decay predominantly by field ionization. Field ionization and dissociation compete effectively as decay
channels for states with energies in a restricted region just above E, . Comparison of our ionization spec-
tra to the results of a single-channel quantum-defect theory Stark calculation shows quantitative agree-
ment except near curve crossings, indicating that inclusion of different core rotational state channels will
be required to properly account for coupling between the Stark states. Several states in the spectra un-

dergo pronounced changes in their dynamical properties over a narrow range of field values, which we
interpret as being due to interference cancellation of the ionization rates for these states.

PACS number(s): 33.55.Be, 33.80.Rv

INTRODUCTION

The Stark effect on Rydberg states of diatomic mole-
cules has been of considerable interest recently. While
the development of the quantum-defect theory (QDT)-
Stark theory for complex atomic systems has led to good
agreement between theory and experiment for several
atomic systems [1], extension of this theoretical frame-
work to molecular systems is still in its infancy. Only one
application of this theory to a molecular system, H2, has
been reported [2]. However, this work did not address a
fundamental difference between atomic and molecular
systems: the presence in the molecular case of the decay
channel of dissociation. Electric-field ionization was also
not considered. In a molecule, dissociation can compete
with electric-field ionization in determining the fate of
the Rydberg molecules. This competition has not been
explored experimentally in a systematic way. Only one
previous study has examined the Stark effect on molecu-
lar Rydberg states with resolution of the decay channels
of the excited states [3]; this study by one of the authors
presented ionization and dissociation spectra in the re-
gion near E„the energy at which classical escape of the
excited electron becomes possible, for a single value of
the electric field. The region of energy around and above
E, can be viewed as the lower limit of the strong-field re-
gime, in which perturbation theory becomes inapplicable
to the system of molecule and external field.

Only a few studies of the Stark effect in molecules in a
static field, near and above E„have been reported. In
addition to the study of H2 by one of the authors, the for-
mation of hydrogenic Stark manifolds in Na2 has been
observed [4]. Forced autoionization and electric-field
effects on rotational autoionization in Liz have been stud-
ied [5,6]. The Stark eff'ect on vibrationally autoionizing
states of H2 has been reported [7,8]. A very recent work

by the authors examined the formation of Stark mani-
folds, rotational interactions between Stark states, and
field-induced predissociation in Rydberg states of H2 con-
verging to the ground vibrational state of the ion core [9].
We have also observed competition between vibrational
autoionization and dissociation in Rydberg states of H2
in the weak-field regime (below the Inglis-Teller limit at
which n mixing becomes significant) [8]. Another very
recent paper studied the lifetimes of H3 Rydberg states in
an electric field [10]. Several works have appeared which
discuss the decay dynamics of high-principal-quantum-
number molecular Rydberg states in an electric field, in
the context of zero kinetic energy photoelectron spectros-
copy (ZEKE-PES) [11,12].

In order to understand the molecular Stark effect as
fully as possible, it is desirable to experimentally generate
Stark maps of spectra versus electric-field strength which
separate the yields of molecular ions (due to field ioniza-
tion) and the atomic products of dissociation. Such spec-
tra would enable a detailed comparison of experiment to
an extension of QDT-Stark theory which includes the
spectroscopic and dynamic effects of the rotational and
vibrational structure of the molecular core.

Molecular hydrogen is the ideal system for studies of
this kind, since its zero-field properties are well known,
the large rotational and vibrational spacings of its ionic
core lead to an open spectral structure, and its high-np
singlet Rydberg states are relatively stable against predis-
sociation [13] compared to those of many other diatomic
molecules.

We have generated Stark maps of molecular hydrogen
with resolution of the two dominant decay channels, dis-
sociation and field ionization, covering field strengths
from about 3.2 to about 5.3 kV/cm, for state energies
ranging from below E, (the energy at which the excited
electron can escape classically) to well above E, . The
general behavior of the excited-state dynamics in this en-
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ergy region is found to be in agreement with that inferred
in a previous study which reported spectra for a single
field value [3]: dissociation dominates for energies less
than E„ionization dominates for energies well above E„
and the two processes compete effectively in an energy re-
gion just above E, . Many of the observed states can be
identified by comparison to the results of fourth-order
perturbation theory calculations. In several instances,
resonances are observed to appear strongly in dissocia-
tion over a narrow range of field strengths. We believe
that this behavior is due to localized reductions in the
ionization rate of some Stark states caused by
interference-induced cancellation of the rate near curve
crossings. A comparison of our results to a single-
channel QDT-Stark calculation shows some quantitative
agreement, but indicates that in order to achieve agree-
ment near curve crossings the interactions between rota-
tional states of the ionic core must be taken into account.

leads to some temporal overlap between the pulses. The
656-nm light easily saturates the n =2—+n =3 transition;
once in the n =3 state, the excited atoms are rapidly ion-
ized. This arrangement ensures that the efficiency with
which dissociation is detected does not significantly de-
pend on the n =2 Stark state of the atomic product. The
atomic and molecular ions are detected separately after
passage through a 50-cm-long Aight tube. The ion sig-
nals, as well as an optogalvanic calibration spectrum of
uranium [15], are acquired by a personal computer. Sig-
nals from ten laser shots are averaged at each laser wave-
length. Thus, as the laser which excites the Rydberg
states is tuned, simultaneous spectra of ionization and
dissociation are acquired. Stark maps are produced by
scanning the blue laser over several hundred wave num-
bers of energy at a number of electric-field strengths
(separated by about 50 V/cm) ranging from about 3.2 to
5.3 kV/cm.

EXPERIMENT THEORETICAL BACKGROUND

The experimental arrangement which we use is very
similar to that described in the earlier work of one of the
authors [13]. Molecular hydrogen, in a molecular beam
formed from a pulsed valve, is excited from the ground
rovibrational state of the ground electronic state
(X'Xs v"=0, N"=0, where N denotes the quantum
number for the total angular momentum exclusive of
spin) to the v'=0, N'=0 state of the E 'X state by the
absorption of two photons at 202 nm. The 202-nm light
is produced by frequency tripling an Nd +:YAG pumped
pulsed dye laser in potassium dihydrogen phosphate
(KDP) and beta barium borate (BBO) crystals [14].
High-lying Rydberg states in the region of the first ion-
ization limit are then excited by absorption of another
photon from a tunable, narrow-band pulsed dye laser
operating near 400 nm. This laser has a bandwidth of
about 0.03 cm ', and is polarized either along the elec-
tric field, so that we produce Rydberg states with a pro-
jection of total angular momentum equal to zero
(mJ =0), or perpendicular to the field, so that we excite
states with m+=1. The excitation occurs between two
field plates separated by 0.93 cm, across which a voltage
is applied to create a Stark field and extract laser-
produced ions. Fields of up to 5350 V/cm can be pro-
duced, with a uniformity within the laser beam volume of
better than 0.5%%uo. Field nonuniformity is the primary
cause of broadening in our experimental spectra. Our
field calibration was initially believed to be accurate at a
1%% level.

Excited hydrogen atoms in the n =2 state, produced
by dissociation of the excited molecules, are ionized
through 1+1 resonant multiphoton ionization using light
from a third tunable dye laser at 656 nm (the wavelength
of the Balmer a transition) to excite the n =2~n =3
transition, and 532-nm light from the YAG laser to ion-
ize the excited atoms. These laser beams are delayed
from the pulse which excites the Rydberg states by a few
nanoseconds, and result in nearly complete ionization of
the excited dissociation products. The small delay be-
tween the excitation and decay product detection lasers

A nonhydrogenic atomic or molecular system has one
or more quantum defects which are nonzero, leading to
fundamental differences between the Stark effect of atom-
ic hydrogen and that of all other species. Penetrating
states (those with low values of the orbital angular
momentum quantum number I) typically have nonzero
quantum defects in a complex system: in an atom, states
with different values of l and J (the total angular momen-
tum quantum number) will each have a different value for
the quantum defect, while in a molecular system the
quantum defect will also depend on the core rotation
quantum number R (assuming Hund's case d coupling, as
is appropriate for highly excited states).

At fields which are relatively weak [F(5/(n ), where
5 is the quantum defect of the penetrating state in ques-
tion], the nonpenetrating states will be mixed by the field
to form an incomplete hydrogenic Stark manifold of
linearly shifting states, while the penetrating state will ex-
perience a quadratic Stark shift. As the field is increased,
the penetrating state will be fully mixed with the mani-
fold resulting in a nearly hydrogenic pattern of linearly
shifting Stark states. In a molecular system, electronic-
rotational coupling also leads to interactions between
Stark manifolds arising from different core rotational
states. The Stark effect in these regimes of field strength
can be modeled accurately through diagonalization of a
limited basis Stark Hamiltonian matrix which includes
rotational interactions in the molecular case [9].

As the field is increased past the Inglis-Teller limit
(F) 1/3n ), manifolds of different n begin to inter-
penetrate. In a complex system, the Stark components of
different manifolds undergo avoided crossings whose size
is determined by the nonzero quantum defects of the sys-
tem [16]. The Stark structure in this n-mixing regime can
be calculated by diagonalization of a Stark Hamiltonian
which includes couplings due to the nonhydrogenic core
[16],or by QDT-Stark calculations [17] which will be dis-
cussed later in this paper.

Field ionization becomes possible for energies above
E, = 2VF (in atomic un—its). In this regime, as well as
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in the n-mixing regime, n is no longer a good quantum
number, and the states should be labeled with their ener-

gy E, parabolic quantum number n &, and azimuthal
quantum number m. However, for states which do not
ionize too rapidly, we can still retain n as a state designa-
tion. The quantum numbers n and m are related to the
parabolic quantum numbers n,

&
and nz through the ex-

pression n =ni+n2+ ~m ~+ I, where m is taken to be a
positive number (the cylindrical symmetry of the com-
bined potential leads to a twofold degeneracy between
states with the same value of ~m ~). States with values of
n, ) (n —

~m
~

—I)/2 are blueshifted by the field, while
states with n, ((n —~m

~

—I)/2 are redshifted. In gen-
eral, states in a given energy region that are the most
blueshifted (n i

—n —
~

m
~

—1) are most stable against field
ionization, while those which are the most redshifted
(n i =0) have the highest field ionization rates. In this re-
gion of field and energy the field efFect is not weak, and
one would anticipate that perturbation theory would fail
to predict the state energies accurately. However, the en-
ergies of states which have relatively low ionization rates
can be predicted accurately using the results of a fourth-
order perturbation theory calculation [18]. Analytic for-
mulas have been presented for the ionization rates of hy-
drogenic Stark states [19],but more accurate results are
obtained through calculating photoionization cross sec-
tions by numerical integration of the Schrodinger equa-
tion in parabolic coordinates [20] (for atomic hydrogen)
or QDT-Stark theory (for complex atoms) [1].

In a nonhydrogenic system, the ionization rates of
most of the field-ionizing states are mostly due not to
purely hydrogenic escape over the lowered
Coulomb+ Stark barrier, but rather to core-induced cou-
plings between the quasidiscrete Stark states and other
Stark states which have broadened into ionization con-
tinua. Thus the ionization widths are determined by the
quantum defects of the system in question, and can be
determined using QDT-Stark theory. In this theoretical
approach, space is divided into several regions: the core
region in which the efFect of the external field is negligible
and the potential nonhydrogenic, a region outside of the
core in which both Coulombic and Stark-parabolic wave
functions are equally valid, and an outer region in which
the Stark field dominates. The effect of the core is embo-
died in the phase shifts of the various Coulombic wave
functions outside of the core, due to the nonhydrogenic
part of the core potential. The long-distance behavior of
the wave function is determined by application of the ap-
propriate boundary conditions on the parabolic wave
functions appropriate to the Stark efFect. The wave func-
tion for all of space outside of the core can then be found
utilizing a frame transformation between the spherical
and parabolic bases to connect the inner and outer re-
gions. Photoionization cross sections may then be calcu-
lated.

This theoretical approach has proven to be very suc-
cessful for the study of complex atomic systems. For sys-
tems with a closed-shell ionic core, such as alkali-metal
atoms, the core lacks low-energy structure and only a sin-
gle core state participates in the observed phenomena.
Such atoms may be treated using single-channel QDT-

Stark theory (where the term "single-channel" means
that only a single core channel is important). Open-shell
cores have different fine-structure states, each of which
has a Rydberg series associated with it. These various
Rydberg series can interact either in the absence of or in
the presence of a field, mutually perturbing each other.
Atoms with such cores must be treated using a mul-
tichannel QDT-Stark theory approach which includes
multiple core channels, as has been done recently for
barium [1].

The extensions of QDT-Stark theory to a molecular
system such as hydrogen is certainly possible, but rather
involved. Such an extension must account for two new
features in a molecule: the presence of new closed and
open ionization channels due to the rotational-vibrational
structure of the core, and the presence of a difFerent class
of channels open to dissociation. The rotational-
vibrational structure of the core can be accounted for by
including an additional frame transformation from
Hund's case (b) to Hund's case (d) coupling, at small dis-
tances from the core. The physical results of the pres-
ence of these channels are mutual perturbations between
states of series which converge to different core states
(leading to energy shifts and dynamic effects), and the
possibility of predissociation of the Stark states. In-
clusion of rotational channels in the case where field ion-
ization is unimportant has already been accomplished [2],
as has the inclusion of channels closed to ionization and
open to dissociation in the field-free case [20] by the utili-
zation of a generalized quantum-defect theory for the in-
ternuclear coordinate in addition to the electronic coordi-
nate. The production of a theoretical model of the
molecular Stark effect which includes both rovibrational
core channels and dissociative channels is apparently a
possible but formidable task.

Earlier studies by the authors have observed predisso-
ciation of H2 Stark states, both in the low-field [8,9] and
strong-field [2] regimes. One of these studies has present-
ed evidence that, at least for weak fields, predissociation
can be induced into a Stark state by field-induced mixing
of states with diff'erent dynamical properties [9]. That is,
a p state (which is stable against predissociation in the ab-
sence of a field) will be mixed with s and d states (which
have significant predissociation rates) and acquire an ob-
servable predissociative rate. In this model, the predisso-
ciation rates of the Stark states is determined by the
zero-field predissociation rates of the nonhydrogenic
basis states and their degree of admixture into the Stark
states. Another possibility which may become important
at higher fields is directly field-induced predissociation
due to field mixing of excited ungerade Rydberg states
with gerade dissociation continua [22].

Regardless of the specific cause of field-induced predis-
sociation, we would expect that the induced rates would
fall off with increasing principal quantum number like
1/n, reAecting the decrease in probability that the excit-
ed electron collides with the core. Deviations from this
behavior could be caused by indirect predissociation, but
such deviations would be localized in energy near predis-
sociated perturbing states. Field ionization rates of Stark
states increase rapidly as their energies go above E, .
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These trends lead to the following dynamical behavior of
the Stark states near E, : below E, the Stark states decay
by field-induced predissociation, far above E, field ioniza-
tion dominates predissociation since the ionization rates
become very large while the dissociation rates drop oA;
and in a limited region above E, ionization and predisso-
ciation compete eA'ectively in determining the decay of
the Stark states. Furthermore, we would expect that in
the region of competition dissociation would tend to be
the important decay mechanism for those states which
are most stable against ionization, the strongly blueshift-
ed states with large values of the parabolic quantum
number n&. These expectations are fully borne out by
our experimental results.

Another possible e6'ect of core-induced mixing between
Stark states has been studied extensively in atomic sys-
tems. This is the phenomenon of interference-induced
stabilization against ionization which can occur in a nar-
row range of field strengths near an avoided crossing
[23—25]. The ionization rate of one of the states which is
undergoing a crossing can be reduced by orders of magni-
tude over a range of field of only a few volts/cm. A de-
tailed comparison of experimental results in Na to calcu-
lations using a modified QDT-Stark model has been
presented, showing excellent agreement between theory
and experiment [25]. These reductions in ionization rate
are attributable to destructive interference between the
amplitudes for ionization through diferent open parabol-
ic channels.

It is interesting to consider whether such interference
phenomena might be observable in a molecule, with its
extra degrees of freedom compared to an atom. It should
be noted that if such interferences do occur in a region
not too far above E„they might be more easily seen in a
molecule than in an atom, and in an entirely di6'erent
way. We would expect that when the ionization channel
is closed oA' through cancellation for a particular state,
dissociation would become the dominant decay channel.
Thus, the most prominent signature of an interference-
induced cancellation of the ionization rate for a state
would be its appearance in dissociation over a narrow
range of field strength near a curve crossing. We have
seen such behavior in our Stark maps.

RESULTS AND DISCUSSION

As discussed earlier, the principal results of this work
are in the form of Stark maps for each of the important
decay channels, ionization and dissociation. Figure 1

shows the Stark map for ionization over an energy range
from —500 to —300 cm ' for a number of fields between
3.2 and 5.3 kV/cm, for excitation of the Rydberg states
using m-polarized light (m+=0 final states). Figure 2
shows the dissociation spectra for the same range of ener-
gy, electric-field strength, and the same polarization.
Figures 3 and 4 show the ionization and dissociation
spectra, respectively, for the same range of energy and
field strength but for cr-polarized light ( m J = l final
states).

We now point out some general features of the
behavior of the Stark resonances which can be seen in
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FIG. 1. Stark ionization spectra for m-polarized light. The
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FIG. 3. Stark ionization spectra for o.-polarized light.

these maps. The maps clearly show Stark manifolds orig-
inating from zero-field states with difFerent values of the
principal quantum number n, with individual Stark states
undergoing approximately linear Stark shifts as the mani-
folds spread out. As the states spread out, they can be
seen to undergo a large number of avoided crossings with

other Stark states. The separations between Stark states
at these avoided crossings reAect the strength of the
core-induced couplings between those particular states.

In many cases we can unambiguously identify the
Stark resonances by comparing the observed energies of
these states with the results of fourth-order perturbation
theory calculations. Figure 5 shows a region of the ion-
ization spectra for ~-polarized light, along with dotted
lines which represent the calculated energies of the Stark
states as a function of field strength. Figure 6 shows the
dissociation spectra in the same region of field strength
and energy. In areas where the Stark spectra are not too
congested, the observed and predicted energies match up
sufficiently well to allow identification of the states.
Several states are designated on the figure, labeled with
the quantum numbers n, n&. The match between calcu-
lated and experimental energies is best for blueshifting
states, which is to be expected since these are the states
with the lowest hydrogenic ionization rates; therefore,
perturbation theory would be expected to be accurate for
these states. Identification of the states is more difficult
in congested regions where core-induced interactions be-
tween the states shift their energies from the hydrogenic
values considerably.

We turn now to a discussion of the observed decay dy-
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FIG. 4. Stark dissociation spectra for o.-polarized light.

FIG. 5. Expanded plot of the ~-polarization ionization spec-
tra of Fig. 1. The dotted lines are the Stark state energies pre-
dicted by fourth-order perturbation theory. Some states have
been identified; to reduce congestion in the figure, these are la-
beled by numbers. The identified states are (n, n&); 1=(17,6);
2=(17,8); 3=(17,10); 4=(17,12); 5=(17,14); 6=(19,—6);
7=(19,—4); 8=(19,—2); 9=(19,0); 10=(20,—7); 11=(20,—5).
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namics of the Stark states. In all cases, ionization ap-
pears as the state energy rises above E, . Below E„all of
the observed states decay by dissociation; with our detec-
tion scheme, we are sensitive to rates on the order of 10
s ' or greater. The absence of significant broadening in
most of the observed resonances below E, implies that
the dissociation rates are generally less than about 10'
s '. Thus our results constrain the possible values for
the dissociation rates of the Stark states to this range, and
show that all of the Stark states have dissociation rates
which are not too different from one another.

In a region above E, which is about 50 cm wide,
both the ionization and dissociation spectra show peaks
at the many of the same locations. In this region of ener-
gy, the decay processes of ionization and dissociation are
competing effectively. We cannot determine absolute
values of the branching ratio for each state accurately,
due to uncertainties in the ionization efficiency of the
atomic products and collection efficiencies of the atomic
and molecular ion products. However, comparison of the
peak heights in each dynamic channel for a given reso-
nance gives a measure of the relative importance of each
decay channel for the Stark state. The spectra are gen-
erally too congested in this spectral region to pick out in-
dividual crossings between states.

At still higher energies, fewer peaks are seen in dissoci-
ation than in ionization. This indicates that many of the
Stark states have acquired ionization rates larger than
—10' s '; for these states, ionization wins out over dis-
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FIG. 6. Expanded plot of the ~-polarization dissociation
spectra of Fig. 2. State identifications are the same as in Fig. 5.

sociation in determining the decay channel of the excited
state. Indeed, some Stark states have broadened out to
the point of becoming unobservable at these energies.
The disappearance of these states from the spectra leads
to some simplification, and in this energy range we can
pick out some isolated avoided crossings. An example is
the crossing of the (19,—6) state [where the state is la-
beled with (n, n, )] with the (17,8) state near —345 cm
at a field strength of about 4.4 kV/cm. The states which
still can be observed in dissociation in this region of ener-
gy are those which are most strongly blueshifted. It is
just these states which would be expected to have rela-
tively small ionization rates on the basis of hydrogenic
theory. At energies above those presented in Figs. 1 —4
no peaks are seen in dissociation, although structure per-
sists in the ionization spectra. At these higher energies
all states have ionization rates considerably greater than
their dissociation rates and consequently appear only in
ionization.

A minimally complete theory of the Stark effect of Hz
in the region of field and energy which we have con-
sidered would include the interaction between several
core rotational state channels, as well as field-induced
predissociation. Such a theoretical model has not yet
been developed. However, it could be argued as follows
that a single-channel QDT-Stark calculation might repro-
duce the general features of the observed spectra. The
most important interaction near the first ionization limit
between zero-field states which are typically excitable
from an N =0, even-parity initial state of para-Hz is the
rotational interaction between Rydberg states which con-
verge to the R =0 and R =2 ionic core states. Since the
corresponding ionization limits are separated by 176
cm ', the R =2 states are less affected by the field than
the R =0 states in a given region of energy; in particular,
at 4 kV/cm the R =2 states will not be classically field
ionized until their energy reaches —211 cm relative to
the R =0 ionization limit. These states will not field ion-
ize in the energy region which we have studied, within
our observation time. However, in the region of field
strength and energy under consideration in this study the
R =2 Rydberg states are still strongly split. At 4 kV/cm,
the Inglis-Teller limit (at which manifolds of different n
interpenetrate) is reached at an energy of —440 cm ' rel-
ative to the R =0 ionization limit for the R =2 Rydberg
states. Thus the R =2 Stark states are spread over the
entire energy region. Each R =2 Stark state will interact
with each R =0 Stark state with a coupling which is re-
duced significantly from the field-free coupling due to the
reduced charge densities of the Stark states near the core
compared to the field-free states. By this argument, we
might expect that the R =2 states would not affect the
R =0 Stark spectrum much, except in localized regions
where avoided crossings between R =0 and R =2 states
occur. If this were true, a single-channel calculation us-
ing the known zero-field quantum defects of the R =0
series of H2 might give accurate results for the ionization
spectra over many regions. Although such a treatment
would not consider dissociation explicitly, one would be
able to deduce that all states with sufficiently high ioniza-
tion rates ( & 10' s ') would appear in ionization only,
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those with rates small enough ( (10 s ') would appear
in dissociation only, and that states with intermediate
values of the ionization rate would branch significantly
into each decay channel.

We have compared the ionization in some restricted re-
gions of energy to the results of a single-channel calcula-
tion using the quantum defects 5, = —0. 116 [26],
5„=0.011 [13], and 5», =0. We have taken all of the
oscillator strength to lie in the excitation of the p-state
series, which is reasonable for our case of Hz since we are
exciting from the E, U =0 state, which is almost purely a
2so. state. We have convoluted the theoretical spectrum
with a 0.5-cm full-width Lorentzian profile to approxi-
mate the instrument response. A comparison between
experiment and theory is shown in Fig. 7 for a theoretical
field strength of 4.275 kV/cm and an experimental field
strength of 4.32 kV/cm, in an energy region which con-
tains the avoided crossing between the (19,—6) and (17,8)
states. This theoretical field strength was selected to give
the best agreement between the theoretical and experi-
mental energies, and indicates that our experimental field
calibration may be high by about 1.0%. The QDT-Stark
calculation reproduces the experimental spectrum over
most of the energy region with quantitative agreement,
predicting the energies and approximate line strengths
well. However, the agreement is not good near curve
crossings of the Stark states; in particular, the separation
of the (17,10) and (20, —9) states at their avoided crossing
near —337 cm ' is underestimated by the theoretical re-
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FICs. 7. Comparison between the m-polarization ionization
spectrum at 4.32 kV/cm and the results of a single-channel
QDT-Stark calculation as described in the text. The experimen-
tal spectrum is at the top.

suits. The same is true of the crossing between the
(19,—10) and (16,15) states near —365 cm '. It seems to
be generally true that the single-channel calculation pre-
dicts smaller avoidances at crossings than are observed in
the experimental spectra. Also, additional structure
which is not present in the results of the single-channel
theoretical calculation can be seen for some energies and
field strengths. These discrepancies indicate that the
single-channel approach seriously underestimates the
core-induced coupling between the Stark states. It is evi-
dent that the excited core rotational channels must be ex-
plicitly included through a treatment, to give correct
values for the core-induced coupling. It could also be
that other approximations which appear in the theoreti-
cal treatment, such as the use of WKB techniques for the
calculation of decay rates and ignoring the dependence of
the quantum defects on internuclear separation, may con-
tribute to the disagreement with experiment.

Due to the nonuniformities in our electric field, the re-
sidual Doppler width in the transitions to the Stark
states, and our finite laser linewidths, we are generally
unable to resolve the actual line shapes of the Stark reso-
nances. Thus we lose details of the Stark spectra such as
asymmetries in the lines and interference dips. Future
work at higher resolution may resolve the line shapes of
individual Stark components and make an even more de-
tailed comparison between theory and experiment possi-
ble.

A very interesting dynamic behavior is observable near
the crossing of the (19,—6) and (17,8) states, as well as at
several other crossings in the region well above E, . This
can be seen in Figs. 5 and 6 which plot the ionization and
dissociation Stark maps in the energy region around this
crossing. Over most of this region there is very little dis-
sociation yield from the states involved in the crossing;
however, in a narrow range of field centered roughly 100
V/cm above the field at which the crossing occurs (4.4
kV/cm), the dissociation yield for the state on the high-
energy side of the crossing becomes large. There are
several possible explanations for this dynamic behavior.
One is that there may be an unseen predissociated per-
turbing state near this energy that mixes with the Stark
state and induces strong predissociation in it over a nar-
row range of energies. We view this as unlikely, since
there is no known perturber at this energy and other
Stark states which cross this energy do not show a similar
behavior. The other possibility, which we view as more
likely, is that there is an interference-induced cancella-
tion of the ionization rate near the crossing. Such cancel-
lations can significantly reduce the ionization rate of a
state over a narrow range of field; were such a reduction
to occur, dissociation would become the dominant decay
mechanism for the Stark state over this field range. At-
tempts to model the ionization behavior of the states near
this crossing using single-channel theory have failed; al-
though the theory predicts an interference cancellation in
this region, it is for the wrong state and at the wrong
field. This is to be expected if the theory is not correctly
predicting the strength of the coupling between the states
due to the presence of additional rotational coupling.
Again, the single-channel theory fails to quantitatively
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reproduce the experimental observations near crossings,
indicating the need for explicit inclusion of different core
rotational channels in a multichannel calculation.

CONCLUSION

We have generated Stark maps of Hz Rydberg states
which simultaneously measure relative ionization and dis-
sociation yields. The energies of the highly excited Stark
states are approximately in agreement with the predic-
tions of fourth-order hydrogenic perturbation theory and
a single-channel QDT-Stark calculation; however, the
couplings between Stark states predicted by the single-
channel calculation are considerably too small, indicating
that the coupling between states converging to different
ionic core levels must be included. The general dynamic
behavior of the excited states can be understood using
simple arguments based on the known behavior of Stark
Rydberg states of complex systems.

Our results show that a detailed understanding of the
Stark effect in this simplest of molecular systems will re-
quire the application of multichannel treatments, includ-
ing rotational and perhaps vibrational interactions. We
are in the process of developing such a theoretical treat-
ment, based on the work of Harmin [27] and Jungen [21].
We also plan to make higher-resolution measurements
with the aim of resolving the Stark resonance line shapes.
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