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Energy loss of hydrogen projectiles in gases
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The stopping cross sections of H&, D2, He, and Ne for hydrogen projectiles in the energy range 3—20
keV per nucleon have been measured by time of Aight. We compare our experimental result to the sum
of the individual contributions due to excitation and ionization of the target and of the projectile, respec-
tively, and due to charge exchange, using published cross-section data. Satisfactory agreement is found
only for the He target and only at moderate projectile velocities, whereas for H2 and D2 the calculated
values are about 30%%uo too low. A Monte Carlo program allows us to simulate the measured time-of-

Aight spectra and to explain minor trends in the experimental data: for increased Ne gas pressure, an in-

creased specific energy loss has been found that can be traced to different regions of impact parameters
selected in our transmission geometry. This also explains, in part, the increased specific energy loss for
deuterons compared to protons of equal velocity that is most evident for Ne. In contrast, a decrease of
the specific energy loss with increasing pressure for He may be explained by impurities in the target gas.
If we correct for the effect of impurities, the stopping cross section of He at 4 keV per nucleon is slightly
smaller (0.60X10 ' eVcm ) than published earlier (0.72X10 ' eVcm ) and depends on the 3.8th
power of projectile velocity.

PACS number(s): 34.50.8w

I. INTRODUCTION

The various collisions processes which take place when
hydrogen projectiles of several keV penetrate gaseous tar-
gets have been studied extensively in the past. A huge
amount of cross-section data [I—3] is available for col-
lisions where the target or the projectile is excited or ion-
ized or where an electron is transferred from the target to
the projectile. As the energy necessary for all processes
comes from the projectile's kinetic energy, a measure-
ment of the stopping cross section provides a consistency
check for the individual cross sections. So atomic col-
lision physics can profit from high-quality stopping mea-
surements. Furthermore, these stopping data are also of
considerable importance to radiotherapy as the energy
deposited by heavy projectiles in tissue is often deduced
from the energy loss in equivalent gases.

Recently, we have developed a time-of-liight (TOF) ap-
paratus to measure the stopping cross section e of gases
for light ions in the energy range from 3 to 20 keV per
nucleon. The quantity e is defined by

dEie= —— =g T;tr;(E~),

where E, is the kinetic energy of the projectile, 1V is the
number density of target atoms or molecules, and x is the
path length measured along the projectile's trajectory; T,
denotes the projectile's energy loss associated with a par-
ticular collision process i, whose cross section is given by
o.;. The definition of e as a sum over all possible inelastic
processes implies that a stopping cross-section measure-
ment must not be impact-parameter selective but should,
in principle, accept all projectiles (i.e., accept projectiles
within 4~ solid angle). We have shown [4] that the cus-

tomary assumption that e is exactly proportional to the
first power of projectile velocity v

&
at velocities below the

Bohr velocity vo does not hold in general: for protons at
4 keV in helium gas a dependence on at least the third
power of v, has been observed. From the interpretation
of this experiment we also concluded that in a gas mix-
ture a large deviation from Bragg's rule, which assumes
additivity of the individual stopping cross sections,
should occur [5].

In this paper we would like to thoroughly discuss the
stopping process of hydrogen projectiles in the atomic
gases helium and neon, and (to a lesser extent) in molecu-
lar hydrogen gas (H2 and D2). We compare the measured
TOF spectra to a Monte Carlo (MC) calculation where
we use refined cross sections for the inelastic processes
mentioned above and assume a simple impact-parameter
dependence of these processes. From the MC simulation
we also get the contribution of elastic collisions, which al-
lows us to extract the electronic energy loss from the
measured total (electronic plus nuclear) stopping. In Sec.
II we present a short description of the experimental set-
up and of the evaluation procedure. In Sec. III the as-
sumptions entering our MC code are given, and in Sec.
IV we discuss the results for the gases Ne, He, H2, and
D2.

II. EXPERIMENTAL DETAILS

A. Measurement of e by time of Bight

Projectiles —protons or deuterons —are produced in a
duoplasmatron ion source and are accelerated by an im-
mersion lens. The voltage across the lens may be varied
from 6 to 20 kV and has been shown to correspond to the
kinetic energy Fo of the ion beam within 20 V. After col-
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limation by B, B-2 (cf. Fig. 1) the beam is momentum an-
alyzed by the 60' deflection magnet M. The region be-
tween 8~ and 8& is our target gas cell, 210 cm in length.
A diff'erentially pumped aperture B3-B4 (diameter 0.2 cm)
forms the target entrance over which the ion beam is
swept electronically by two pairs of deflection plates; a
thin carbon foil (150 A) covers the gas-cell exit hole B~ of
about 0.4 cm diameter. Fifty circular apertures arranged
along the Aight path absorb projectiles that have been
scattered more than 3 cm off the chamber axis. The tar-
get pressure may be chosen in the range from 0.01 to 0.15
mbar. It is measured by a capacitive manometer and is
regulated within 1 X 10 mbar.

The TQF start pulse is derived from the deflection
voltage on the plates, and the stop pulse is provided by a
multichannel plate (MCP) mounted 3.1 cm downstream
of the exit foil at B5. Both pulses are processed by high-
speed electronics, and after time-to-amplitude conversion
the TOF spectrum is acquired by a multichannel analyzer
(MCA). A digital time delay allows us to calibrate the
MCA's time scale.

The mean energy loss is derived from the difference be-
tween TOF spectra with the gas cell evacuated
((1X10 mbar) and with the cell filled. First the TOF
spectrum is measured without target gas. After a series
of measurements at constant beam energy Eo with target
gas at different pressures, spectra without gas are taken
again; the very small difference observed for the spectra
without gas (of the order of 1 ns) is assumed to vary
linearly in time; it is most likely due to a small drift of Eo
and due to an increased energy loss in the exit foil after
having been exposed to gas.

Our experimental errors, which are to be understood as
one standard deviation, depend on the projectile-target
combination and on the beam energy. The total error
due to the contributions described below amounts to
about 11—14% at low velocities and to about 7% at high
velocities.

To keep a reasonable counting rate in spite of losses
due to multiple scattering, the maximum gas pressure is

Ch

B2 By

limited, especially at low energies. The error of the target
areal mass density (that includes the error of the target
temperature) varies between 2% at high energies and 5%
at low energies. Since in our energy range e decreases
with decreasing projectile velocity, the measured
differences in TQF decrease as well. Errors of the TOF
measurement are due to uncertainties in the determina-
tion of the first moment of the time spectra, due to the
drift of the beam energy, and due to changes of the time
shift caused by a gas load on the exit foil; they add to
5 —7% at 4 keV per nucleon (depending on gas species
and on gas pressure) and to 2% at 20 keV per nucleon.
All individual errors mentioned so far are considered as
random errors and have been summed geometrically.
Systematic errors are due to uncertainties in the effective
length of the Aight path (2%), due to the manometer ac-
curacy (2%), and due to time calibration (0.5%); these er-
rors have been added algebraically.

8. Conversion of time spectra to energy spectra

d2x

dt

When evaluating the measurements we have to keep in
mind that the target gas cell is a considerable part of the
total Aight path. Therefore there is no unique correspon-
dence between the energy lost by a projectile and its
TOF, as this quantity also depends on the position where
the individual energy-loss processes take place [6].
Whereas the width of the energy distribution is entirely
due to energy-loss straggling, an additional contribution
to the width of the TQF distribution comes from Auctua-
tions in the positions [6]; this "position straggling" might
lead to a bias in the calculated first moment of the
energy-loss distribution. Therefore we have solved nu-
merically the Boltzmann equation in the energy-time
domain that governs the one-dimensional transport of
projectiles along the chamber axis. We have shown [6]
that the mean energy loss may be obtained from the mean
TOF with an accuracy of better than 0.1% by integrating
the equation of motion in the continuous-slowing-down
approximation (CSDA). Within a limited energy range
the dependence of the stopping cross section on projectile
velocity may be expressed by a power law, e=cxU~&, the
proportionality factor a and the exponent P have to be
adjusted iteratively. The "stopping power" Xe is really a
decelerating force, so in the CSDA it may be expressed in
terms of the Qight path x and the TOF t:

dx
(2)

dt

At the target entrance opening, x =0, t =0. At x =I,
the length of the gas cell, and with t equal to the mean of
the measured TOF distribution, the integral of Eq. (2)
yields a very good estimate for e, given by a and P.

FIG. 1. Layout of the TOF experiment. The abbreviations
are Ch, deflection plates for beam chopper; M, 60' bending mag-
net; dpB, di6'erentially pumped bafHe B3-B4; MCP, rnultichan-
nel plate; B;, bafHe; V, valve. The target gas cell is the region

0
from B4 to B5, 210 cm in length; B, is covered by a 150-A car-
bon foil.

III. MONTE CARLO SIMULATION

To go beyond the CSDA and also beyond the one-
dimensional Boltzmann equation mentioned above, a
Monte Carlo simulation seems appropriate. It allows us
not only to study the infIuence of projectile scattering
upon the energy loss measured with our experimental
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geometry, but offers additional advantages: charge-state
preequilibrium effects due to the transient region at the
target entrance may be simulated, and the target compo-
sition can be varied, so the inAuence of residual gas on
energy loss can be investigated.

The MC program helps also to extrapolate the energy
loss measured with our angle-restricted transmission
geometry to the "correct" 4m geometry. Since the trans-
port of projectiles is simulated both in the energy domain
and in the time domain, the MC results may be directly
compared to the measured TOF spectra. We find in gen-
eral that when using published cross-section data for the
inelastic processes, the simulation differs considerably
from experiment. We wish to mention already at this
point that in order to match the first moments of the
simulated and of the measured TOF spectra we multiply
the relevant cross sections from the literature by a com-
mon factor. By inserting these "corrected" cross sections
into Eq. (1), we get the "true" e. The details follow in
Sec. IV.

A. Impact-parameter-dependent energy loss

Projectiles that have suffered a scattering process with
a small impact parameter have on the average lost com-
paratively large amounts of energy to the nucleus and to
the electrons. In our transmission experiment these pro-
jectiles are scattered out of the direction to the detector
with high probability but they may get rescattered into
the detector by subsequent collisions. Hence, for a fixed
experimental geometry and for a given projectile-target
combination at a given energy, the probability of a pro-
jectile being detected depends on target pressure p and
thus an infiuence ofp on the measured specific mean ener-
gy loss is to be expected. (We define the specific mean en-
ergy loss as the mean energy loss derived from experi-
ment divided by the target areal density; we wish to dis-
tinguish here between specific mean energy loss and stop-
ping cross section which must not depend on experimen-
tal conditions. ) The infiuence of impact-parameter-
dependent (IPD) energy loss can be clearly seen in our re-
sults for Ne discussed in Sec. IV; there we will also show
that the observed effect can only be explained by IPD
electronic stopping (since IPD nuclear stopping is much
too small).

The concept of IPD energy loss has been postulated
after careful measurements of e in solids at MeV proton
energies [7]. It manifests itself primarily as an increased
electronic energy loss for projectiles scattered off the in-
coming direction [8,9]. If only projectiles are detected
that leave the target in the direction of the incoming
beam, a specific energy loss increasing slightly with in-
creasing target thickness [10] should be observed: for the
thicker targets there is an enhanced probability that pro-
jectiles scattered by comparatively large angles are
rescattered into the detector. However, one has to bear
in mind that target thickness inhomogeneity establishes
an apparently similar correlation between exit angle and
energy loss: due to multiple scattering the thinner parts
of the target (with relatively small energy loss) contribute
excessively to the measurement at zero degree; if divided

by the mean target thickness this results in too small
values of specific energy loss. The relative thickness vari-
ation usually becomes smaller for thicker targets, thus
causing the specific energy loss to increase.

We have seen that our transmission experiment is
influenced by impact-parameter selection. However,
since we do not work in the single scattering regime, we
cannot investigate IPD energy loss in detail. Fortunate-
ly, for purposes of our stopping experiment, we need not
investigate in detail: with gaseous targets at low pres-
sures, IPD energy loss is obscured by an effect which we
call "intrinsic target inhomogeneity. " From adiabatic ar-
guments it follows that there is a maximum impact pa-
rameter b „up to which energy-loss processes are possi-
ble; 6 „is much larger than impact parameters leading
to noticeable scattering angles, but in dilute gases b, is
appreciably smaller than the mean distance d between gas
molecules. Hence projectiles normally pass a thin layer
of target gas without any interaction. Consider the fol-
lowing example: 10-keV deuterons traversing the length
L =210 cm of Ne gas at p =0.02 mbar and assume
b,„=2.4a ;o(L =4.0X10' ao, where ao denotes the
Bohr radius; p corresponds to an atomic density
N=7. 3X10 "ao; d=2. 4X10 ao). The mean number
of interactions for one projectile is about 50; assuming a
Poissonian distribution, this number will have a standard
deviation of 14%. We called this effect due to collision
statistics "intrinsic target inhomogeneity. " (The mean
number of inelastic collisions might even be lower, since
the reaction probability needs not to be 1 within b „,as
may be seen from the mean total energy loss of 180 eV
and the average energy loss per process of about 10 eV.)

Intrinsic target inhomogeneity is correctly accounted
for in our MC program by assuming the free Aight paths
to follow an exponential distribution. As mentioned be-
fore, the intrinsic target inhomogeneity tends to conceal
the effect of IPD energy loss. Therefore our stopping ex-
periment is rather insensitive to details of the functional
dependence of energy transfer cross sections on impact
parameter and the simple model introduced in Sec. III C
will suffice to reproduce the measured spectra.

B. Nuc1ear stopping

To find the dependence of the scattering angle 0 on the
impact parameter b for a screened Coulomb potential, we
have calculated the scattering integral numerically with
impact parameters ranging from 0.01ao to 3ao, and for
energies from 3 to 50 keV. The scattering potential has
been calculated from the electron wave functions by
Clementi and Roetti [12] and has been corrected for the
inAuence of the projectile by reducing the screening
length [13]; dynamic aspects of the projectile-target in-
teraction were neglected. At a given impact parameter,
tan(8/2) for the screened potential in the laboratory sys-
tem has been divided by the corresponding value for the
pure Coulomb potential tan(9C/2); this ratio has been
fitted by suitable analytical functions that allow us to rap-
idly calculate 6P with an accuracy of better than 0. 1' in
the whole range of interest.

The elastic energy transfer is derived from the scatter-
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ing angle assuming the target to be at rest. Integration
over all impact parameters yields the nuclear stopping
cross section e„„,&. In Fig. 2 we show this quantity for
deuterons incident onto deuterium, helium, and neon.
Also plotted are the results from the universal function
given by Lindhard, Nielsen, and Scharff [14], which is
based on the Thomas-Fermi model of the atom.

C. Electronic stopping
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FICr. 2. The nuclear stopping cross section e„„,& of three gases
for incident deuterons as calculated from a numerical solution
of the scattering integral. The broken lines give the result of
Lindhard, Nielsen, and Schartf [14].

The electronic stopping cross section is given by the
sum of the cross sections o.; for excitation and ionization
and for charge transfer, multiplied by the corresponding
mean energy transfer T~ [cf. Eq. (1)]. The impact-
parameter dependence of electronic energy loss AE„ is
due to the impact-parameter dependence of the underly-
ing inelastic collision processes. At high velocities, calcu-
lations show that within certain limits the energy loss can
be taken proportional to the areal density of electrons
along the projectile's trajectory through the target atom
[15]. This results in a smooth monotonic dependence of
AE, ] on b, which has been found also by other calcula-
tions [16,17]. At low velocities, however, the harmonic-
oscillator model [18] already gives an oscillatory behavior
for b,E,i(b); for certain transitions in real atoms this
trend is even more pronounced [19]. Unfortunately, the
impact-parameter dependences of inelastic cross sections
for the targets considered here are not all known. For-
tunately, even a very simple model for IPD electronic en-
ergy loss will suffice (see above).

We may confine our considerations to collisions with
impact parameters smaller than a certain b *, which give
rise to relatively large scattering angles and hence to an
increased probability that the projectile will miss the
detector. This may be seen from Fig. 3, where the result
of a MC calculation for 8-keV deuterons in neon is
displayed. Here we show the relatiue probability for a
projectile that has entered the detector to have been
affected by a certain impact parameter b; the actual num-
ber of encounters with impact parameter b depends on
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FIG. 3. The relative probability for an 8-keV deuteron that
enters our detector to have been aQ'ected by a certain impact pa-
rarneter, after transversing Ne gas at a given pressure (see text).

D. MC calculation

As the program allows us to simulate the passage
through a mixture of gases, the next collision partner is
determined by a first random number according to the
target composition weighted by the respective cross sec-
tions. The mean free path between two subsequent col-
lisions follows from the maximum impact parameter

statistics and is not considered here. For the curve la-
beled "0 mbar" we assume that exactly one scattering
event has happened; if b is about equal to ao or greater,
the scattering angle is small and the projectile will be reg-
istered regardless of the position of the collision along the
Aight path; if b is less than ao, detection probability de-
pends on the distance of the scattering event from the
exit baffle. With increasing pressure it is more likely that
a projectile once scattered out of acceptance will be
rescattered and detected. This may be compared to Fig.
3 of Ref. [20] (200-keV protons traversing a 180-A gold
foil): whereas we consider projectiles at certain distances
from the axis, Ref. [20] deals with projectiles at different
angles, but both figures show the same tendency due to
the close relation between the lateral and angular multi-
ple scattering distribution [21,22].

To describe ionization of the target and stripping of
the projectile, we represent the target atom by circular
discs of area cr =P mb&. , where P is the respective reac-
tion probability which is taken constant up to b . . A judi-
cious choice of the parameters P and b permits fine tun-
ing of the pressure dependence. Cross sections for excita-
tion of the target and of the projectile, respectively, and
of electron capture are arranged as nonoverlapping rings
outside of b *;obviously, the detailed shape of these areas
has no inAuence on the mean energy loss if a large num-
ber of projectiles is involved or if each projectile under-
goes a large number of collisions; therefore we assume
unit reaction probabilities. A graphical representation of
our choices is given in Sec. IV.
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b,„, up to which elastic or inelastic processes are possi-
ble. b „depends on the target species and on the
projectile's energy and charge state (b,„ is always less
than 2.7ao in our cases). The actual path length is ex-
ponentially distributed and is determined by a second
random number. Two further random numbers give the
impact parameter b and the azimuth P of this scattering
event. Nuclear and electronic energy losses are both
determined by b as described before.

Usually, the projectiles enter the target as protons or
deuterons, but incident neutral projectiles may be simu-
lated, too. The charge state inside the target will be +1
or 0 and is determined by the history of collision events
which led to capture or loss of electrons. (Negatively
charged projectiles have been included in the case of H2
and D2 but may be safely ignored for He and Ne. ) The
calculation is stopped if a projectile impinges on the exit
foil or if it leaves the region bounded by the antiscatter-
ing baffles. Energy-loss straggling in the foil, which in-
creases the TOF straggling on the Aight path to the
detector, is taken into account by adding a Gaussian
term. The width of this term has been obtained from
measurements with and without the exit foil.

IV. RESULTS

A. Preequilibrium stopping

In general we found by the MC simulation that when
we use bare projectiles, we may safely neglect any
difference of energy loss before and after charge-state
equilibrium is reached. The mean charge state is
predominantly determined by the cross section for elec-
tron capture, which is more sensitive to the projectile-
target combination than the stripping cross section. In
H2 and D2, the hydrogen projectiles are almost all neutral
due to the large capture cross section, but since here the
relaxation length is short, equilibrium is soon established.
The opposite applies to He and in part to Ne, where the
small capture cross section leads to a projectile ionized
for most of the time: therefore, for incident protons or
deuterons, the large relaxation length has little inAuence,
since the equilibrium charge state is almost equal to the
charge state of the incoming particle. If one would use
neutral projectiles, this condition would not be met; for
this case, the simulation gives a large effect of preequili-
brium stopping.

B. Neon

In Fig. 4 we show the raw data of the specific mean en-
ergy loss measured with hydrogen projectiles in Ne.
Each single measurement is represented by a short line
starting at the energy Eo of the incident ion and ending
at the energy of the projectile just in front of the exit foil;
the length of a line thus indicates the energy lost in the
target gas and is therefore proportional to the target pres-
sure p. Data points below 10 keV per nucleon have been
taken with deuterons, those above 10 keV with protons,
and those at Eo = 10 keV per nucleon with both isotopes.
We find a definite dependence of the measured specific
energy loss on p which is due to IPD energy loss.
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FIG. 4. Specific mean energy loss of protons and deuterons
in Ne. The short lines indicate the range of the projectile ener-

gy in individual measurements. The asterisks mark the calculat-
ed "true" stopping cross sections. The three curves give in a cu-
mulatiue manner the contributions to e from three groups, cal-
culated with the (uncorrected) data from the literature: the dot-
ted curve shows only the contribution of charge-changing pro-
cesses, the dashed curve corresponds to charge-changing pro-
cesses plus stopping processes at fixed projectile charge state
+1, and the full curve corresponds to all inelastic processes,
i.e., it includes also the contribution of energy-loss processes at
fixed projectile charge state 0.

Figures 5(a) and 5(b) are the graphical representations
of the models used in the MC simulation for 4-keV pro-
tons and hydrogen atoms, respectively. The impact-
parameter scale is quadratic; this makes the plotted areas
proportional to the cross sections. All cross sections
from the literature were multiplied by a factor 1.33 (see
below). The model covers all processes that make impor-
tant contributions to energy loss and also those of minor
importance if data are available; no attempt was made to
estimate lacking values. The charge-changing cross sec-
tions are from Ref. [23]. For the neutral projectile, only
excitation to the l. and M shells [24] is taken into ac-
count, as higher excitation levels will be less populated;
the long-living 2s state is assumed to be ionized by subse-
quent collisions. Concerning Ne excitation, we only
found cross sections for excitation to the 2p 3s state, and
only for protons [25]. Cross sections for ionization of Ne
by protons have been derived from the semiempirical fit
functions for the differential cross sections tabulated in
Ref. [26]; ionization cross sections for Ne by neutral hy-
drogen projectiles are from Ref. [27].

The energy transfers associated with the processes
given in Fig. 5(a) have been calculated as follows. The
energy required for Ne ionization from the 2p state is
21.6 eV; 7.2 eV have been added for the mean kinetic en-
ergy of the released electron [26] (here we take the same
value for incident hydrogen atoms as for protons; it is de-
rived from the diff'erential cross sections by integration).
Projectile ionization requires jL3.6 eV plus the mean
kinetic energy of the ionized electron in the laboratory
system, 5.6 eV; this value is based upon data from pro-
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tons incident onto Hz [28] assuming the velocity distribu-
tion of the emitted electrons in the frame of the projectile
to be isotropic. For higher energies the electrons are
emitted with larger velocities but their distribution be-
comes peaked in the backward direction [26]; this is tak-
en into account by keeping the value of 5.6 eV for all en-
ergies (Ref. [26] deals with target ionization, we apply
their result to projectile ionization). For the processes in
Fig. 5(b), the energy transfers were obtained in the fol-

lowing way: ionization of target 2s electrons requires 48
eV plus the mean kinetic energy of the electron, 12.2 eV
[26]; ionization of target 2p electrons costs 21.6 eV plus
7.2 eV for the electron's mean kinetic energy. Electron
capture by the projectile requires 8 eV due to the
di6'erent binding energies of target and projectile, plus 2.2
eV for the electron changing to the projectiie's frame of
reference.

In Fig. 6 we have plotted the measured TOF spectrum
and the result of the simulation using our atomic model;
it applies to deuterons with 4 keV per nucleon in Ne at a
pressure of 0.02 mbar. As mentioned before, the first mo-
ments of the two distributions have been matched by
multiplying the relevant cross sections from the literature
by the factor 1.33. The shapes of the spectra agree ex-
tremely we11, even up to high TOF values. In Table I we
compare the measured and the calculated specific energy
loss as a function of target pressure; the trend found in
our measurements is well reproduced. The MC simula-
tion allows us to separate the contributions from nuclear
and electronic collisions; obviously nuclear energy losses
are too small to explain the pressure dependence. Also
given are the nuclear stopping cross section taken from
Fig. 2 and the "true" electronic stopping cross section e
as defined by Eq. (1), i.e., obtained by summing all energy
losses multiplied by the respective (corrected) cross sec-
tions. In Fig. 4 the "true" e values are plotted by aster-
isks at three energies. We cannot, by our simulation, ful-
ly explain the difference between data taken with protons
and with deuterons, respectively, at 10 keV per nucleon;
the difference might be due to the Coulomb effect [29].

The curves in Fig. 4 show the (uncorrected) individual
contributions in a cumulative manner: the dotted curve
gives only the contribution of processes that change the
projectile's charge, the dashed curve shows stopping of
the bare projectile nucleus plus the charge-changing con-
tribution, and the full curve corresponds to all processes
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FIG. 5. Our model for the Ne atom with respect to the elec-

tronic energy loss of 8-keV hydrogen atoms (a) and protons (b).
The abbreviations are Targ. , target; Proj. , projectile; ion. , ion-
ization from ground state; (2s ), ionization from 2s; (2p ), ion-
ization from 2p; 2p, excitation to 2p; n =2, n =3, excitation to
the n =2 or n =3 shell, respectively. The energy values given
correspond to the values T; [Eq. (1)];see also the text.

Time-of-flight (channels)

FIG. 6. Comparison of the measured (light line) and the
simulated (heavy line) TOF spectrum of 8-keV deuterons
through 0.02-mbar Ne. The spectrum without gas (not shown)
peaks at channel 1102.8, with a full width at half maximum of
ten channels. One channel corresponds to 0.189 nsec.
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TABLE I. Dependence of specific mean energy loss of deuterons in Ne on gas pressure p as mea-
sured and as obtained from MC simulation (AE/Nhx in units of 10 "eV cm'). The simulation allows
one to separate the contributions from electronic and nuclear energy losses. The underlined values are
the nuclear stopping cross section taken from Fig. 2 and the "true" electronic stopping cross sections
(which would be measured in a 4~ geometry), calculated from refined data on the individual collision
processes.

Deuteron
energy
(kev) (mbar)

0.01
0.02
0.03

0.01
0.02
0.03

AE/Nhx
(measured)

2.79
2.95
3.06

4.43
4.56
4.75

AE /Nhx
(simulated electronic

stopping)

2.78
2.94
3.04
3. 18
4.45
4.60
4.75
4.92

AE /Nhx
(simulated nuclear

stopping)

0.02
0.04
0.05
0.38

0.27

contributing to e [Eq. (1)], i.e., charge changing plus the
partial stopping contributions from the bare and the neu-
tral projectile, respectively. Since the data from the
literature have not been corrected for calculating the
curves, we see that the full curve is smaller than the
"true" e by a factor of 1.33 at 4 keV, by 1.21 at 7 keV,
and by 1.07 at 14 keV.

We observe for Ne a significant deviation from velocity
proportional stopping: writing the v& dependence of e in
the form e ~ U~&, we find P=0.83 at 20 keV (per nucleon),
P= 1.2 at 10 keV, P= 1.4 at 7 keV, and P= 1.7 at 4 keV.

C. Helium

Figure 7 shows the result of our measurements with
hydrogen isotopes penetrating He gas. Here, a much
larger deviation from velocity proportionality is evident.
Looking for details, we find the specific energy loss to de-
crease with increasing He pressure, predominantly at low
velocities, where e is small. This behavior is contrary to
that of Ne, and may be explained by assuming an admix-

8.0

6.0

4.0

3.0

1.0
0.8
0.6

0.4 I.
0.3

3 4 5 6 7 8 ]P 20
I I

30 40 50

Energy per nucleon (keV]

FIG. 7. Specific mean energy loss of protons and deuterons
in He. For details, see caption of Fig. 4.

ture of small amounts of impurities (most likely water) to
the target gas. The main effect of the impurity gas is to
neutralize the projectiles more effectively than He and
therefore to strongly enhance charge-changing cycles;
this leads to a large deviation from Bragg's rule [5]. In
the simulation we use hydrogen gas instead of water,
since both have comparable cross sections for electron
transfer to the projectile, and since the necessary data are
easily available (see next section). A constant residual H2
pressure of 1.8X10 mbar in the MC simulation gives
the best agreement with the observed pressure depen-
dence; this is roughly the equilibrium pressure when the
Aight tube is pumped only via the small entrance aperture
and no He is admitted.

In the following we cite the measured and the simulat-
ed specific energy loss of 8-keV deuterons in our He tar-
get (the values are in units of 10 ' eV cm ): at 0.01 mbar
we have measured 0.728, the simulation yields 0.73, at
0.08 mbar the experiment yields 0.643 and the simulation
yields 0.65. Corrected for impurities, the value e at 4 keV
per nucleon is now 0.60X10 ' eVcm, instead of the
value 0.72X10 ' eVcm given in Ref. [4] (part of this
reduction comes from the remeasured energy loss in the
exit foil). The corrected values for the exponent of the
velocity dependence are p=3. 8 at 4 keV (instead of 3.34
[4]), and P= 2.4 (2.23, [4]) at 10 keV.

In Figs. 8(a) and 8(b) we show the cross sections used
for the MC simulation of 8-keV deuterons in He. The
values from the literature have been multiplied by 0.85 to
make the simulation agree with the measurement: cross
sections for charge changing, for excitation of the projec-
tile, and for excitation of He to the L and M shells by
protons are taken from Ref. [3]. As no data were found
for excitation to the 1. shell by neutral projectiles, an n
law [1]was assumed to scale the cross sections from exci-
tation to the M shell [3] (n denotes the main quantum
number). Ionization cross sections for He are from Ref.
[26).

The most conspicuous differences compared to Ne are
the small cross sections for the inelastic processes of pro-
tons in He, especially that for electron capture [Fig. 8(b)
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compared to Fig. 5(b)]. This is the reason for the small
specific energy loss and the strong deviation of e from a
v, -proportional dependence at low velocities: The veloci-
ty is too small for efficient excitation or ionization of the
He atom by the bare proton [29] via direct Coulomb in-
teraction. So stopping is dominated by capture and loss
of electrons by the projectile (cf. Fig. 7); however, these
charge-changing collisions are rather inefficient on an ab-
solute scale since the neutralization cross section of pro-
tons in pure He is rather small due to the large mismatch
of the binding energies.

D. Hydrogen

It was found by Phelps [1] that adding all available
data on the individual energy-loss processes in hydrogen
gas underestimates the measured e by more than 30%%uo.

This can be seen also from Fig. 9, where our experimental
data are shown; it covers all combinations of incident
protons and deuterons onto H2 and Dz. Also plotted in a
cumulatiue manner are the contributions from charge-
changing collisions and from energy-loss processes at
fixed projectile charge state; no correction factor is ap-
plied to the cross sections. Looking at the experimental
data we find only a very small dependence of e on gas
pressure and on projectile mass, well within the quoted
experimental error.

The values of P that describe the velocity dependence
of e are /3=0. 79 at 4 keV (per nucleon), P=0.62 at 10
keV, and P=O. 50 at 20 keV; contrary to the noble gases,
P is smaller than 1. Even at 2 keV per nucleon, corre-
sponding to 0.28uo, velocity proportionality does not
hold.

E. Discussion

The question arises of whether the discrepancy found
between the sum of the individual inelastic collisions and
the measured e (as expressed by the correction factor)
may be explained by the errors of the underlying cross
sections, or indicates that some energy-loss channels are
missing. Unfortunately, most of the errors claimed for
the relevant individual contributions are of the order of
30%, even for H2 and He, where recommended cross sec-
tions [3] from an extensive compilation have been used
for the most prominent collision processes; in particular,
the data on processes induced by neutral hydrogen pro-
jectiles are rather inaccurate. For atomic targets (He,
Ne) we find moderate differences over more than one or-
der of magnitude in projectile energy. At least at some
energy both results agree. So one could conclude that the
discrepancies can be attributed to uncertainties in the cit-
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FIG. 8. Our model for the He atom with respect to the elec-
tronic energy loss of 8-keV hydrogen atoms (a) and protons (b).
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FIG. 9. Specific energy loss of protons and deuterons in H2
and D2. For details, see caption of Fig. 4.
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ed cross sections. This does not apply to molecular tar-
gets (H2, D2) where the measured stopping cross sections
are always substantially higher. It is very likely that dis-
sociative processes might not have been fully accounted
for [30]; in particular, no data for dissociation of excited
molecules into unexcited neutral fractions seem to be
available.

V. SUMMARY

We have measured the stopping cross sections of H2,
D2, He, and Ne for hydrogen projectiles with energies be-
tween 3 and 20 keV per nucleon and have simulated our
TOF experiment by a Monte Carlo program; in this way
we can show the following two points.

(i) The assumption that the stopping cross section at
low energies is proportional to projectile velocity (e ~ v~

with f3=1=const. ) does not hold for these gases. Espe-
cially when the cross section for electron capture by the
projectile is small (due to a large mismatch of the energy
levels involved) an essential energy-loss mechanism at low
velocities, i.e., by charge-changing processes, is impeded
and P gets appreciably larger than 1 (this does not mean
that charge changing may be ignored, cf. Fig. 7). But
even when the capture cross section is large, P is only
roughly equal to 1 and depends on velocity in this energy
range.

We speculate that velocity proportionality, up to now
considered strictly valid for metals, might not hold for
those metals in which the effective density of the electron
gas varies with projectile velocity (transition metals and
noble metals) [31].

(ii) In transmission experiments at low velocities the
impact-parameter-dependent electronic energy loss causes
a noticeable inhuence of target thickness and of projectile
mass on the measured specific energy loss; impact-
parameter-dependent nuclear energy loss is too small to
fully account for these effects. However, a detailed study
of impact-parameter-dependent energy loss is not possi-
ble under conditions necessary in a stopping experiment
because of the intrinsic inhomogeneity of gas targets at
low pressures. From our measurement and simulation,
one might deduce a residual inhuence of projectile mass
on the electronic stopping cross section, that could be
due to a Coulomb effect [29].
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