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Absolute ionization cross sections for In+ and Xe+ by electron impact have been measured from
below threshold to 200 eV using the crossed-beams technique. The cross sections for In+ were possibly
enhanced by indirect ionization processes. The excitation of the ion from the 4d ' 5s ground state to the
4d 5s 5p state followed by autoionization has been postulated. The In+ cross sections show a peak
value of 15.9X 10 ' cm at about 80 eV. The cross sections for Xe+ peak at a value of 25.6X 10 ' cm
at about 35 eV. Experimental measurements are compared to configuration-averaged distorted-wave cal-
culations [M. S. Pindzola et al. , J. Phys. B 16, L355 (1983)],the semiempirical formula of Lotz [Z. Phys.
216, 241 (1968)], and, in the case of Xe+, previous experimental results [C. Achenbach et al. , J. Phys. B
17, 1405 (1984)]. Also presented are ionization-rate coefficients and fitting parameters for both ions for
temperatures in the range 10 K ~ T ~ 10' K.

PACS number(s): 34.80.Kw

INTRODUCTION

Absolute cross sections for electron-impact ionization
of positive ions are important to many fields of research
ranging from controlled nuclear fusion to astrophysics,
and much e6'ort has been expended studying ionization
both experimentally [1] and theoretically [2]. However,
due to the number of possible ionization mechanisms and
the number of ions to study, much work remains to be
done. Heavy ions in particular have received relatively
little attention. In many cases, indirect processes, such as
excitation-autoionization (EA), i.e. , the excitation of an
inner-shell electron followed by the expulsion of one or
more electrons, can significantly enhance the total mea-
sured ionization cross section.

In the absence of experimental information, a number
of quantum-mechanical and semiempirical formulas have
been relied on for the necessary data. Difhculties with
theoretical calculations for ionization lie in the number of
ionization mechanisms available in addition to the
many-body nature of the ionization process. For heavy
ions possessing many electrons in outer electron shells,
the modeling is even more complicated.

In+ was chosen for study because it showed promise in
promoting an understanding of heavy-ion ionization. It
is in the same column of the Periodic Table as Ga+, an
ion that showed significant contributions to the ioniza-
tion cross sections from indirect processes [3,4]. Report-
ed in this paper are experimental results for absolute
cross sections for electron-impact ionization of In+, as
well as an investigation of possible indirect contributions
to cross sections near threshold. Also presented are mea-
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sured cross sections for Xe+, a heavy ion for which mea-
surements have been previously performed. The relative-
ly close proximity of Xe+ to In+ in the Periodic Table
and the existence of previous measurements on Xe+
made it a good benchmark case to demonstrate the
correct functioning of the apparatus for these heavy ions.

EXPERIMENTAL METHOD

The experiments were performed using the crossed-
beams method. This method has the advantage that all
the quantities that determine the cross section can be
measured independently, and thus absolute cross sections
can be obtained. For beams at 90' the absolute single-
ionization cross section o. at energy E is determined from
the experimentally measured quantities by [1,5]

Re vi ve Fo(E)=.
( v 2+ v

2 )1/2

where R is the signal count rate, e is the electron charge,
I;, I„v,, and v, are the ion and electron currents and ve-

locities, respectively, e is the detector efficiency, and F is
the form factor, a geometric quantity that takes the spa-
tial overlaps of the two beams into account. The
crossed-beams apparatus used for these experiments was
similar to that used for several previous reports from this
laboratory [3,6,7], so only a brief description is given
here.

Ions were produced by a commercial hot-cathode
discharge source [8], extracted and accelerated to 1200
eV. In+ ions were produced by inserting a sample probe
loaded with indium metal into the ion source where the
heat from the source filament vaporized enough indium
to maintain a discharge. Xe+ ions were produced by in-
troducing xenon gas into the source.

After collimation and mass selection, the ion beam was
directed into the interaction region where it was crossed
at 90' by a magnetically confined electron beam. Passing
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through the interaction region, the signal ions were
separated from the parent ion beam by use of a 45' elec-
trostatic analyzer. The signal ions were counted by an
electron multiplier [9], and the parent beam was collected
in a suppressed Faraday cup.

The electron gun is similar to that described by Taylor
and Dunn [10,11]. An oxide coated nickel cathode pro-
duced electrons that were then formed into an electron
beam immersed in a 200-6 axial magnetic field. After in-
teracting with the ion beam, the electrons were collected
in a specially designed Faraday cup that was biased at
300 V to prevent the escape of secondary electrons and
minimize reAection loss of electrons in the magnetic field.
The energy spread of the beam was estimated at 0.3 eV
full width at half maximum for the energy range of this
experiment. The electron beam was chopped and scalers
were synchronously gated at about 100 Hz to enable dou-
bly charged ions that were created by interaction with the
electron beam to be separated from ions created by col-
lisions with background gas.

Form factors were determined by means of a movable
thin-slit probe located in the interaction region. The
probe was scanned vertically through each beam in turn,
and currents were measured throughout the vertical ex-
tent of each beam.

The data for these experiments were taken in one of
two modes. In the first mode, data were accumulated at a
single electron energy until adequate statistical precision
was obtained. The second mode of operation entailed
scanning the electron energy repeatedly over several ener-
gies, accumulating data for 1 s at each energy, and stor-
ing the relevant parameters before moving on to the next
energy. Accumulation continued until the desired statist-
ical precision had been achieved. Typically, this took ap-
proximately 100—150 scans through the entire energy
range. The advantage of taking data in this manner was
that long-term drifts in the experimental parameters
could be "averaged out, " and relatively small structures
in the cross section curve could then be seen. The points
measured using this technique are not absolute because
form factors were not taken at all the energies in the en-
ergy range, but they can be made absolute by normalizing
to points measured using the first method that lie in the
energy range being scanned.

To make the cross-section measurements absolute, the
detection efficiency e for each signal ion must be known.
These values were determined in a separate experiment.
In the present work some cross sections were measured
with the detector wired as a Faraday cup connected to a
high-sensitivity electrometer [12]. Signal currents and
primary beam currents were recorded for extended
periods of time, alternating times with the electrons "on"
and "oA ' to separate the signal ions from the background
ions. Absolute cross sections were determined by replac-
ing R in Eq. (1) with I2+ l2e, where I2+ was the electri-
cal current of the signal ions (typically less than 10 ' A)
and by replacing e with unity. The measurements made
with the detector in a pulse counting mode were then
normalized to this absolute measurement, and the detec-
tor efficiency for doubly charged ions was thus deter-
mined. Detection efficiencies e determined using this

method yielded 0.64+0.08 for In + and 0.61+0.04 for
Xe'+.

The ion-source discharge can populate metastable lev-
els of both In+ and Xe+. Thus, to determine cross sec-
tions for ionization from the ground state, the raw data
were corrected for signal counts due to metastable con-
tent of the parent ion beam. By observing signal below
the ionization threshold, an estimate of the percentage of
metastables in the ion beam could be deduced [13]. In
the In+ data presented here, the below-threshold points
were fit with the Lotz-formula [14] prediction for ioniza-
tion from the 4d' SsSp metastable configuration. In the
case of Xe+, the Lotz-formula prediction for the
4d' SsSp metastable configuration was used. Using this
method, metastable fractions of 6% and 1% were de-
duced (leading to corrections at the peak of the cross-
section curve of 1% and 3%) for In+ and Xe, respec-
tively.

The energy scale was calibrated by taking data using
the scan mode over an energy range that included the
threshold for ionization. After the data were corrected
for metastable content of the ion beam, a straight line
was fitted through the data near threshold. The contact
potential, the difference between the cathode voltage and
the true electron energy, was then shifted until the ob-
served axis intercept of the fitted line corresponded to the
spectroscopic value [15] for the ionization potential. The
cathode was operated under a number of di6'erent condi-
tions, and the shifts found ranged between 0.9 and 2.2 V,
quite typical for values we have previously found with
this type of cathode.

Special care was taken to ensure the collection and
proper counting of all the signal ions. One complication
of using a magnetically confined electron gun was that
the magnetic field deAects the ion beam as it passes
through the interaction region. Signal ions were
deAected twice as much because they are doubly charged.
Vertical ion defIectors located before and after the in-
teraction region mitigate this problem, but careful beam
tuning is required to guarantee that all the signal ions
reached the detector. The preamplifier, amplifier, and
electronics chain were also frequently checked
throughout the experiments to verify that no spurious
efFects were corrupting the data.

RESULTS AND DISCUSSION

Experimental cross sections for electron-impact ioniza-
tion of In+ are shown in Fig. 1 and listed in Table I. The
data have been corrected for metastable content of the
parent ion beam. Absolute measurements are indicated
by solid circles with error bars representing an expanded
uncertainty [16] U„defining a confidence level (CL) of
about 90% (a coverage factor k =2.0 was used) for rela-
tive uncertainties. Relative uncertainties are those that
may aftect the shape of the curve as well as the value, and
they are determined by a quadrature sum of contribu-
tions from uncertainties resulting from counting statis-
tics, relative uncertainties in form factors, uncertainties
in corrections for the metastable content of the ion beam,
and fluctuations in the detector efFiciency. The bold error
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FIG. 1. Absolute cross section vs electron energy for the
electron-impact single ionization of In+: ~, present absolute
measurements; A, data taken by scanning electron energies
over a selected range and normalizing to absolute points within
the energy range;, CADW calculations (Ref. [17]); ---,
Lotz formula; —.—- —-, modified CADW (2d shell) calcula-
tions; ———,modified (2d shell) Lotz formula. Error bars

represent U, (see text) defining a CL of about 90% for relative
errors, and the peak-value total absolute uncertainty (relative
and systematic) is shown by the bold error bar at 80.8 eV.

bar in the figure at 80.8 eV represents total expanded un-
certainty U, including an additional +12%, due to sys-
tematic uncertainties, added in quadrature with U, . Sys-
tematic uncertainties affect the value of all points in the
same manner. Contributions to the systematic uncertain-
ties include those from signal ion collection, primary
beam current collection, absolute uncertainties in the
form. factor, and absolute uncertainties in the detection
efficiency.

Energy
(eV)

20.8
25.8
30.8
40.8
50.8
60.8
70.8
80.8
90.8

100.8
120.8
130.8
140.8
150.8
160.8
180.8
200.8

o.+ho.
(10-" cm')

4.6+0.2
8.1+0.4

10.5+0.5
13.2+0.6
14.1+0.6
15.3+0.6
15.7+0.6
15.9+0.6
15.6+0.6
15.4+0.6
14.8+0.6
14.0+0.6
14.0+0.6
13.6+0.5
13.5+0.5
12.8+0.5
12.1+0.5

TABLE I. Experimental cross sections for electron-impact
single ionization of In+. Expanded relative uncertainties U„are
listed, where a coverage factor k =2.0 has been used to set an
approximate confidence interval on U„of 90%. Total systemat-
ic uncertainties are estimated to be +12%, with a similar
confidence interval.

All points are a weighted average of several data runs.
Solid triangles represent the data taken in the "scan"
mode discussed earlier. The solid curve in the figure
represents the configuration-averaged distorted-wave
(CADW) predictions of Pindzola [17]. Because of their
wide use in cases where data from experiment or theory
are not available, results using the semiempirical Lotz
formula [14] (short dashed curve) are also presented. In
this case, the single-parameter formula is used, even
though it was presented by Lotz for use only for multiply
charged ions. No parameters were presented by Lotz for
In+, and the results using the parameters for neutral In
bear no resemblance to the data. Contributions from the
Ss and 4d subshells were included in both the CADW and
Lotz calculations.

There is clearly a large discrepancy between the ob-
served and calculated values. Because of this, alternative
calculations were made in which the contribution to the
ionization cross section from electrons in the 4d subshell
was added in at only one-half its calculated value. The
results are the modified curves for the CADW and Lotz
curves shown in Fig. 1 by the chain and the long dashed
curves, respectively. Use of only half of the d subshell
contributions was first proposed by Rogers et al. [3] and
has since been shown to fit the experimental data better
for several other experiments on singly [6] and multiply
[18]charged ions. The present work supports this empir-
ically based practice.

In a series of papers on giant resonances in electron-
impact ionization, Younger [19] treated the d shell par-
ticularly carefully and used some arguments that help
justify this arcane treatment of the d shell. In the
CADW method, the d-shell contribution to the cross sec-
tion is dominated by the 4d kf ejection c-hannel. The
dominance of this channel is caused by ignoring term
dependence in the 4d kf 'P channel. The 4d kf ex--
change interaction produces a double-well potential for
the continuum electron with a potential barrier near the
d shell. For lower impact energies, the kf partial wave
will not be able to penetrate the barrier and overlap with
the d shell, so a lower cross section is predicted.
Younger's results taking this term dependence into ac-
count yield results that are virtually identical to the curve
using the full d shell in the Lotz-formula predictions
shown in Fig. 1.

The measured cross sections in Fig. 1 reach a peak
value of (15.9+0.6) X 10 ' cm at approximately 80 eV
after which they slowly decrease to the end of the energy
range. The data rise faster than any of the theoretical
curves up to about 40 eV. Above this energy the agree-
ment between the experiment and the modified calculated
curves is fairly good. Figure 2 shows the results for In+
(solid triangles) in the region above threshold. Also
shown are the CADW results of Pindzola (solid curve)
and the semiempirical formula of Lotz (dashed curve).
Since the maximum energy in Fig. 2 is lower than the
ionization potential for d-shell electrons, only contribu-
tions from the s shell are taken into account for these
curves. As already noted, the experimental points lie
above the theoretical predictions for energies about 1 eV
above threshold up to about 40 eV, probably indicating
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FIG. 2. Cross section for ionization of In+ in the near-
threshold region: A, data taken by scanning electron energies
over a selected range;, CAD& calculations, - - -, Lotz for-
mula.

contributions from EA in this region.
There is a sharp change in the slope of the cross-

section curve at about 21 eV. Such changes in slope can
often be attributed to indirect ionization processes, such
as EA. One may postulate an excitation from the ground
state 4d' 5s to the 4d Ss Sp excited state followed by
autoionization to explain the change of the slope in Fig.
2. Using a simple quantum-defect approximation [20] to
determine the excitation energy yields approximately the
observed energy of the change in the slope. In any case,
the contribution of indirect ionization processes to the to-
tal ionization cross section is small. Enhancements in the
cross sections due to EA from the 3d subshell have been
previously observed in Ga+ [3].

Indirect contributions to the ionization cross section of
In have been treated theoretically by Pindzola, Griffin,
and Bottcher [21]. They only took into account enhance-
ments due to excitation from the 4d to the 4f subshell
followed by autoionization. A small contribution to the
total cross section was predicted at about 29 eV. Howev-
er, the predicted contributions are smaller than our ex-
perimental error bars, and, in fact, no statistically
significant change in the cross section was seen in this en-
ergy.

Experimental results in Xe+ are plotted in Fig. 3 as
solid circles with error bars representing U„, and results
are also listed in Table II. The bold error bar at 62.1 eV
represents +10% total expanded uncertainty U, as dis-
cussed above. Cross sections measured using the scan
mode are shown as solid triangles. Also displayed are the
previous experimental results of Achenbach et al. [22]
(open squares). Only a few representative error bars of
these authors are included on select points. The error
bars represent total absolute uncertainties, which were
considered by Achenbach et al. to be equivalent to 95%
CL. The present measurements are in good agreement
with the previous results. Predictions from the single-
parameter Lotz formula are represented by the dashed
curve, and since ionization of a d shell electron leads to
autoionization and hence a net double ionization, only
the 5p and 5s subshells were included in the formula.

FIG. 3. Absolute cross section vs electron energy for the
electron-impact single ionization of Xe+: 0, present absolute
measurements; A, data taken by scanning electron energies
over a selected range and normalizing to absolute points within
the energy range;, experimental data of Achenbach et al.
[22]; ---, Lotz formula. Error bars for present data represent
U, (see text) defining a CL of about 90% for relative errors, and
the peak-value total absolute uncertainty is shown by the bold
error bar at 62. 1 eV. Error bars for Ref. [22] represent total ab-
solute uncertainty (see text).

Cross sections reach a peak value of (25.6+1.0) X 10
cm at about 35 eV. The experimental cross sections rise
faster than the semiempirical prediction and remain
significantly above the predicted curve up to about 100
eV. The agreement at higher energies is good. No at-
tempt was made to attribute the steeper rise in cross sec-
tions to any specific ionization process.

In evaluating the Lotz formula for both In+ and Xe+,
spectroscopic energies for the outermost electron came
from Ref. [15] and the other energies came from Ref.
[23].

Energy
(eV)

22. 1

27. 1

32.1

37.1

42. 1

62. 1

82. 1

102.1

122.1

142.1

162.1
182.1
202. 1

o.+ho.
(10 ' cm )

2.1+0.1
15.1+0.6
21.6+0.9
25.6+1.0
25.2+1.0
24.9+1.0
24.5+1.0
23.3+0.9
20.6+0.8
19.4+0.8
16.6+0.7
15.8+0.6
15.5+0.6

TABLE II. Experimental cross sections for electron-impact
single ionization of Xe+. Expanded relative uncertainties U„
are listed, where a coverage factor k =2.0 has been used to set
an approximate confidence interval on U„of 90%%uo. Total sys-
tematic uncertainties are estimated to be +10', with a similar
confidence interval.
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TABLE III. Rate coefficients o:(T) (in cm /s) for the ioniza-
tion of In+ and Xe+ at selected values of temperature (in K).
Numbers in brackets are powers of 10.

TABLE IV. Expansion coefficients for generating ionization
rate coefficients for In+ and Xe+. Numbers in brackets are
powers of 10.

In+ Coefficient In+ Xe+

1.000[+4]
2.000[ +4]
4.000[ +4]
6.000[ +4]
8.000[+4]
1.000[+5]
2.000[+5]
4.000[+5]
6.000[+5]
8.000[+5]
1.000[+6]
2.000[+6]
4.000[+6]
6.000[+6]
8.000[+6]
1.000[+7]

9.765[ —18]
6.755[ —13]
1.867[ —10]
1.265[ —9]
3.375 [—9]
6.184[—9]
2.252[ —8]
4.709[ —8]
6.164[—8]
7.070[ —8]
7.664[ —8]
8.784[ —8]
8.879[—8]
8.582[ —8]
8.265[ —8]
7.975[—8]

7.317[—19]
2.477[ —13 ]
1.693[—10]
1.566[ —9]
4.820[ —9]
9.504[ —9]
3.750[ —8]
7.514[—8]
9.402[ —8]
1.046[ —7]
1.111[—7]
1.232[ —7]
1.253[ —7]
1.226[ —7]
1.193[—7]
1.160[—7]

ao
a&

Q2

Q3

a4
a5
a6
Q7

2.998 49[ —10]—1.408 69[—10]
1.822 50[ —11]

—4.861 63[—12]
1.962 81[—12]
3.320 22[ —12]—1.837 38[—12]—8.67908[—14]

4.510 13[—10]
—1.926 73[—10]—2.684 10[—11]

4.132 29[ —11]
—7.213 01[—12]—5.026 21[—12]

3.168 04[ —12]—6.464 37[—13 ]

Using Clenshaw's algorithm [25], the a(T) can be ex-
pressed by

( T) 1 Tl/2e I/kT(b —
b )

where

RATE COEFFICIENTS

b„+,=b„+,=0,

b„=2xb, +&
—b„+2+a„, r =n, n —1, . . . , 0 .

(4)

(5)

It is often desirable to have ionization data in the form
of rate coefficients rather than cross sections. Rate
coefficients are calculated from ionization data by in-
tegrating the product of the ionization cross sections and
electron velocity, which are assumed to have a Maxwelli-
an distribution, following the procedure used by Crandall
et al. [24].

Table III presents rate coefficients calculated at several
temperatures using the reported data. The rate
coefficients were fit with Chebyshev polynomials to allow
the user to calculate rate coefficients a(T) at any temper-
ature 10 K T 10 K by evaluating the expansion

CONCLUSIONS

Cross sections have been measured for both In+ and
Xe+ from below threshold to 200 eV. Enhancements to
the cross sections for In+ have been tentatively attributed
to excitation of a 4d electron followed by autoionization.

. The observed cross sections are in poor agreement with
the CAD W and Lotz-formula predictions. However,
when only half the d subshell contribution is applied in
calculations, the agreement is good at high energies.
Cross sections for Xe+ were in good agreement with pre-
vious measurements.

a(T)=e /" T'/ g a T (x), x = logioT 5.5

1.5
(2)
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