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One of the most interesting, important, and problematic components of interaction potentials for
electron-atom and -molecule scattering arises from many-body effects in the near-target region. Such
“core-polarization” effects are of particular concern for vibrational-excitation calculations, where these
short-range bound-free correlation and nonadiabatic velocity-dependent effects have remained resistant
to rigorous treatment, being represented instead by approximations or model potentials. In order to pro-
vide guidance for assessing such potentials and insight into the nature of these many-electron effects, we
have investigated the sensitivity to core polarization of total, momentum-transfer, rotational-excitation,
and vibrational-excitation e-H, cross sections. The sensitivity analysis for the latter cross section also
comments on a long-standing, severe discrepancy [most recently documented in S. J. Buckman et al.,
Phys. Rev. Lett. 65, 3253 (1990)] between cross sections determined in various crossed-beam experiments
and by transport analysis of swarm data for this simplest electron—neutral-molecule system.

PACS number(s): 34.80.Gs

I. INTRODUCTION

The behavior of low-energy electrons in collisions with
atoms and molecules is controlled by three kinds of in-
teractions: electrostatic, exchange, and polarization
[1-3]. Outside the region of localization of the target
charge density, a region we shall refer to as the ‘“core”,
the latter interaction can be understood as an induced
effect arising from distortions of the molecular electronic
wave function by the charged projectile [4]. Rigorously,
this effect arises in quantum collision theory as virtual ex-
citations of closed electronic states—including, in princi-
ple, those in the continuum [5]. In practice, however, the
infinity of such states precludes treating polarization
rigorously. So considerable theoretical effort has been ex-
pended over the past three decades trying to include it
accurately but nonrigorously.

What makes this so difficult is not representing the de-
formation of the target density by a charge fixed some
ways from the origin but rather the effects which come
into play near and within the core. Well beyond the tar-
get, the velocity of the projectile is low enough that the
bound molecular electrons respond as though it were
“frozen;” that is, the projectile’s motion can be treated
adiabatically [6]. But as the projectile nears the target, it
experiences an increasingly strong attractive (Coulomb)
field, and its local kinetic energy may become so large
that the response of the target becomes dependent on the
projectile’s velocity, in which case the polarization poten-
tial becomes dependent on the scattering energy [7].
Worse, where the projectile’s wave function overlaps the
core, the scattering electron loses its identity, the
independent-particle model breaks down, and many-body
effects predominate. The polarization potential at short
range is therefore not only energy dependent but also
nonlocal. To distinguish these different physical regions
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we shall refer to the short-range effects as ““core polariza-
tion” and to the totality of these effects throughout
configuration space as ‘““correlation-polarization.”

Widespread interest in many-body effects, persistent
discrepancies among experimental results [8], and the ac-
knowledged importance of polarization for low-energy
electron scattering have all driven research during the
past two decades on this component of the interaction—
including the present study [9,10]. The most rigorous
treatments of correlation and polarization effects involve
either pseudostates [11] or, more commonly, an optical
potential [12,13]. The latter retains a single-particle
description of the collision by dumping all the many-body
effects into a complex, nonlocal, energy-dependent
effective potential. One can construct optical potentials
in a variety of ways: e.g., using the self-energy of the
one-particle Green’s function [14] or via Feschbach pro-
jection of a configuration-interaction wave function [15].
In the latter category fall [16] implementations such as
the R-matrix [17], the Schwinger-variational [18], and
Kohn-variational methods [19]. Accurate calculation of
a converged optical potential for electron-molecule sys-
tems often requires enormous basis sets and a major in-
vestment of computer time. Perhaps for this reason all
such studies published to date have made the rigid-rotor
approximation, fixing the internuclear geometry of the
target at equilibrium. This approximation, obviously,
precludes study of vibrational excitation, which depends
critically on the variation of the interaction potential
with internuclear separation, except in adiabatic treat-
ments of the vibrational motion, which are valid only at
energies above several eV [20,21].

If the vibrational dynamics must be explicitly coupled
to the motion of the projectile, as in vibrational close-
coupling calculations [22], it is infeasible to treat correla-
tion and polarization effects via an optical potential.
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Hence all such calculations to date have included these
effects via model potentials [23-25]. The model-
potential approach strives to treat the single-particle as-
pects of this phenomenon as accurately as possible while
approximating short-range many-body core-polarization
effects. Ideally, model correlation-polarization potentials
should be free of parameters requiring adjustment to ex-
perimental cross section; it is in this sense that they are
often described as ab initio.

One such model, which we have used in a series of in-
vestigations of e-H, and e-N, scattering [21-28], uses a
short-range approximation [29] to improve on a purely
adiabatic polarization potential; for reasons explained in
detail elsewhere [24,30,31] we have named this model the
“better-than-adiabatic dipole” (BTAD) potential. This
local, energy-independent potential is based on an accu-
rate variational treatment of (adiabatic) polarization out-
side the core [32] and an approximate treatment of
velocity-dependent and bound-free correlation at smaller
distances [29,33], which facilitates its extension to a
variety of systems and scattering processes [28]. For
low-energy vibrationally elastic scattering from H, and
N, we have shown that the BTAD potential accurately
represents the influence of correlation and polarization
effects on total, rotational, and momentum-transfer cross
sections—at least as judged by comparison to experimen-
tal data [21,28].

We have also used this potential in calculations of
vibrational-excitation cross sections [23,27], for which
there are no more rigorous theoretical results and exist-
ing experimental data is contradictory [8,27].

The experimental situation is particularly acute. In
spite of extensive collaborative efforts for over a decade
by theorists [23,27,34] and two groups of experimentalists
[27,34,35] to determine agreed-upon cross sections for
this scattering process, there remains a serious, inexplic-
able discrepancy in the 0—1 vibrational cross section
o)., at energies below about 3.0 eV, as seen in Fig. 1
[34]. For excitation of the v =1 vibrational manifold at
1.5 eV, for example, the results from swarm and beam ex-
periments differ by 77%, well outside the claimed error
bars for both [27,35].

This long-standing disagreement first appeared in com-
parisons of cross sections derived via transport analysis of
data taken in swarm experiments [36—40] with integrat-
ed normalized angular distributions measured in
crossed-beam experiments [41-43]. Its severity and in-
tractability motivated a recent state-of-the-art crossed-
beam measurement of elastic and vibrational cross
sections—which produced results in agreement with the
earlier beam data [44,45]. Theoretical cross sections
based on the BTAD potential, agree quite well with the
most recent beam data up to about 2 eV, beyond which
the situation is less clear [27,35].

Exhaustive efforts by all concerned have failed to
resolve this discrepancy. Recent analyses of swarm data
for mixtures of H, and various rare gases yield cross sec-
tions that agree with a reanalysis of earlier transport
coefficients for pure H, [46]. A more recent study shows
the latest beam and theoretical vibrational cross sections
at energies as high as 3 eV to be incompatible with these
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FIG. 1. Integrated 0—1 vibrational excitation e-H, cross
sections: theoretical results from BTAD (SEP) calculations of
Refs. [57] (curve) and experimental data from beam experiments
by Ehrhardt et al. (Ref. [41]) (open circles), Linder and Schmidt
(Ref. [42]) (triangles), Nishimura, Danjo, and Sugahara (Ref.
[43]) (diamonds), and Brunger, Buckman, and Newman (Ref.
[44]) (boxes with error bars), and from transport analysis of
swarm data by England, Elford, and Crompton (Ref. [46])
(closed circles).

transport coefficients [35].

This highly unsatisfactory situation provided a second
motivation for the present study. For very-low-energy
collisions, swarm experiments remain the sole experimen-
tal source of accurate inelastic and momentum-transfer
cross sections for atomic as well as molecular targets [47].
Indeed, transport analysis has provided valuable data for
electron scattering from such molecules as H,
[38,39,48,49], D, [49], N, [50], O, [51], CO, [51-53], CO
[51,54], H,O [55], and CH, [56].

The paramount importance of swarm analyses at low
energies and our conviction that it should be possible, at
least for this simplest system, for swarm analysis, beam
experiments, and theory to produce uniform cross sec-
tions have driven successive enhancements to our
theoretical formulation [34,27,57]. These improvements,
however, have increased the level of rigor without
significantly changing the cross sections. The present
formulation (summarized in Sec. II B), based on full in-
clusion of the vibrational dynamics and an exact treat-
ment of nonlocal exchange effects, contains only one
significant approximation: the representation of short-
range core-polarization effects in the BTAD potential (see
Sec. IIB).

In the hopes of shedding light on this discrepancy and,
more generally, on the physics of short-range bound-free
correlation in electron-molecule scattering, we have un-
dertaken the present study of the importance of core-
polarization effects for various e-H, cross sections. Our
goal is a quantitative understanding of the sensitivity of
relevant low-energy (electronically elastic) cross sections
to these effects. By identifying the most sensitive cross
sections (and energy ranges thereof), we also hope to pro-
vide a context for assessing the accuracy of various model
and basis-set potentials and for deciding whether more
rigorous (and demanding) treatments, such as one based
on an optical potential, are warranted. In the next sec-
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tion we summarize the relevant scattering theory and the
physics of the BTAD potential. In Sec. III we examine
various polarization potentials, define a quantitative mea-
sure of the importance of core polarization, and present
sensitivity analyses for total, momentum-transfer, rota-
tional, and vibrational cross sections. Finally in Sec. IV
we address the implications of this work for experimental
and theoretical concerns noted above.

II. THEORY

Elsewhere we have described our theoretical formula-
tion of the low-energy electron-molecule collision prob-
lem [21], the numerical methods we use to solve the
Schrodinger equation to obtain the scattering matrix [57],
and our treatment of various components of the interac-
tion potential [26]. In the present section, therefore, we
shall only summarize the theoretical context of this
study, noting aspects that are germane to the analysis in
Sec. III.

A. The scattering equations

We formulate the scattering problem in a body-fixed
reference frame (with the z axis coincident with the inter-
nuclear axis R) and make the fixed-nuclear-orientation
approximation, according to which we neglect the rota-
tional Hamiltonian during calculation of the scattering
matrix [58-60]. This amounts to treating the rotational
motion of the target adiabatically [61], an approximation
which is quite accurate at energies of interest here [26],
above the first vibrational threshold 0.52 eV. The fixed
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where the channel energy 1k?2 (in hartrees) is related to

the total system energy E and the vibrational energy of
the vth target state €, by energy conservation,

1k2=E—¢, . )

In practice, of course, we must truncate this set of equa-
tions at some number of channels chosen to ensure con-
vergence to a specified criterion of whatever scattering
quantities are of interest: this is the close-coupling ap-
proximation [22,63].

Two coupling matrix elements appear in Egs. (1) be-
cause we have identified two kinds of terms in the in-
teraction potential: local terms, which appear in
V] i (r), and nonlocal terms in ‘Vv, »1(r). Here the local
terms are the static potential [64, 65] (the average of the
two-particle bound-free Coulomb interactions over the
ground electronic state) and the BTAD potential. These
matrix elements are usefully expressed in terms of the
Legendre projections v,(7;R) of the local potentials,
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nuclear orientation approximation does not, however,
preclude the study of rotational excitation; if desired we
can reintroduce the rotational dynamics “‘after the fact”
via a rotational frame transformation of the scattering
matrix [59].

Within this conceptual scheme we project out of the
full time-independent electron-molecule wave function
the ground electronic state of the target (in the Born-
Oppenheimer approximation) [3], thereby obtaining a
“reduced” wave function that depends only on the pro-
jectile coordinate r, and the internuclear separation R.

To convert the resulting reduced Schrodinger equation
into a set of coupled radial differential equations we ex-
pand the wave function in a basis of products of vibra-
tional wave functions of the (undistorted) target, ¢{"/(R),
and spherical harmonics [21,62]. We calculate the vibra-
tional functions, the eigenfunctions of the (Born-
Oppenheimer) nuclear Hamiltonian, by numerically solv-
ing the nuclear Schrédinger equation for the ground
X! Eg electronic state in the near-Hartree-Fock limit.
The spherical harmonics YA(6,,¢, ) are the angular func-
tions appropriate to scattering from a linear molecule in
the body frame; they are labeled by /, the quantum num-
ber for the orbital angular momentum of the projectile,
and A, for its projection along the internuclear axis.
These basis functions identify scattering channels with
quantum numbers (v,/; A).

Substitution of this expansion into the Schrddinger
equation leads to an infinite set of coupled
integrodifferential equations for the components of the
radial scattering function, ulf}’ "olo(r) (the coefficients in

the aforementioned eigenfunction expansion), viz.,

AV () u Ul ooto (7 (1)

[
defined by

Vin(re; R)=3"v,(r,;R )P, (cosb,) , (3)

A=0
where the prime indicates that the homonuclear symme-
try of the molecule restricts the sum to even values of A.

In terms of these projections, the local matrix elements
are [3,21]

Vil o (r, E g My (r,, R)NGYY , (@)

A=0
where the coupling coefficient is

172

20+ Az A0)C

2] +1

g (1 A)= (I'A1;00) . (5)

The nonlocal potential in the coupling matrix elements
‘VU, »(r) is simply the exchange potential, which appears
in the reduce Schrodinger equation and hence in the cou-
pled equations (1) because the full electron-molecule wave
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function must be antisymmetric under pairwise particle
interchange [66].

The present calculations incorporate an essentially ex-
act treatment of exchange, the accuracy of which is limit-
ed only by the numerical precision of the solution of Egs.
(1). To solve these equations, we recast them using the
linear-algebraic algorithm originally introduced to
electron-molecule scattering by Schneider and Collins
[67]. Its implementation begins with conversion of the
integrodifferential equations (1) into coupled integral
equations which incorporate the appropriate scattering
boundary conditions [68,69]. Subsequent introduction of
a quadrature into the integrals in these equations and
discretization of the functions ulﬁ,vo,o(r) renders the in-

tegral equations in matrix form. We solve the resulting
set of coupled linear algebraic equations using standard
linear-systems routines [70]. A significant virtue of this
approach is that nonlocal operators such as ‘V{,\,,v- » do not
increase the dimensionality of these equations, making it
ideal for problems involving such nonlocal potentials.

Solution of these equations yields the reactance matrix
K defined by the boundary conditions

uv’},vo,o(r)r:wflo(kvor)S,IOBUUO%—K,,’},UOIOﬁ,(kUr), 6)

where 7,0(kuor) and f;(k,r) are Ricatti-Bessel-Neumann

functions, respectively [12]. From this matrix we calcu-
late the body-frame vibrational close-coupling (BFVCC)
transition matrix [3,62]

—7K2 ;

_ —2K*+2iK A
1+K?

and hence total, momentum-transfer, and vibrational-

excitation cross sections.

These cross sections are suitable for comparison to re-
sults from experiments which do not resolve the rotation-
al states of the target [44,71]. If we seek pure rotational
(vojo—>voJj) or rovibrational (vyj,—v;) cross sections,
we can use a rotational-frame transformation [3,59] to
convert the BFVCC T matrix into one defined in the
(space-fixed) laboratory frame, with the z axis chosen
along the incident wave vector of the projectile, in a rep-
resentation which couples the orbital angular momentum
of the projectile to the rotational angular momentum of
the target; this is the K matrix of conventional
laboratory-frame close-coupling theory [63].

This rotational-frame transformation is equivalent to
making the adiabatic-nuclear-rotation approximation
[61]. At energies below a few tenths of an eV this ap-
proximation breaks down because it violates energy con-
servation [26]. (Although such energies are below the
first vibrational threshold 0.52 eV, they are of interest in
the present study for comparison to swarm-derived rota-
tional cross sections.) We can improve significantly the
accuracy of adiabatically determined rotational cross sec-
tions at these energies via a scaling procedure which en-
sures that elements of the 7" matrix which contribute to
rotational excitation obey the correct threshold laws [72].
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B. The polarization potential

As noted in Sec. I, the BTAD potential begins with a
polarization potential that is adiabatic in that it neglects
the velocity of the projectile [28,31]. This treatment is
quite appropriate outside the core: beyond the region of
strong electron-nuclear attraction, the projectile presents
to the target a (negative) point charge at position r, [73].
Indeed, such a picture is often used in calculations of
atomic and molecular polarizabilities [74]. Under the
influence of the electric field established by this charge,
the molecular electrons (with collective spatial coordi-
nates r, ) relax into a state represented by the
“polarized-core” wave function ¢4(r,,;r,,R ). Depending
on the proximity of the projectile to the target, this wave
function may differ considerably from the “frozen-core”
ground-state Born-Oppenheimer electronic function
Yo(r,,;1.,R). Consequently the energy of the system con-
sisting of a fixed electron and the polarized target,
E{(r,R), is lower than that of the projectile and the
frozen (unpolarized) target, E,(r,,R). This energy
difference is the adiabatic polarization potential,

VA(r,;R)=E}(r,,R)—Ey(r,,R) . (8a)

Within the adiabatic picture we can calculate an accu-
rate polarization potential using linear variational theory
[30,75]. To this end we write this potential as the
difference of two energy functionals,

VAr,;R)=y8(r,,;r,,R )lﬁ"lt[)ﬁ(rm;re,R ))
—(Po(Tp3C o, RIF A Wy(1,31,,R)) . (8D)

The adiabatic Hamiltonian in these functionals is the sum
of the (Born-Oppenheimer) electronic Hamiltonian of the
molecule and the Coulomb potential for the interaction
of the projectile (fixed at r,) with the constituents of the
target,

FHA=FH (1, ;R)+V (1,1, R) . )

To evaluate Eq. (8b) we expand the polarized- and
frozen-core wave functions in a basis chosen to span the
relevant region of configuration space (from the origin to
well outside the core) and to reproduce the measured
values of the polarizability tensor of the target. The
present calculations, for example, are based on optimized
variational calculations at 11 values of R (from 0.5 to
2.60a,) using a basis of compact and diffuse Gaussian-
type orbitals [23,24].

One way to corroborate the resulting potential is by ex-
amining its behavior at large r,, where it must reduce to
the asymptotic form (in atomic units)

a(R) ay(R)

'—27‘P2(0086e) ’ (10)

e

Ao . _ =

4 (I‘e,R )reﬁroo 21‘:
with 6, the scattering angle in the body frame. At each
R, therefore, we extract the values of a;(R) from the
Legendre projections [see Eq. (3)] of ¥ “4(r,;R) at some
suitably large value of r, [76]. To obtain moments for
comparison to experimentally measured values we must
vibrationally average these functions of R over the proba-
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bility density of the ground vibrational state. Doing so
yields dolayldy) =5.376a3 and {$ola,ldy) =1.410a3, in
good agreement with the experimental values of 5.4265a8
and 1.3567a3, respectively [77,78]. This agreement gives
us confidence that, at least in the ‘“‘extra-core” region,
VA4(r,;R) accurately represents induced polarization
effects.

There is, of course, an important region outside the
core where the adiabatic potential has not reduced to its
asymptotic form (10). In this intermediate-r region,
correlation and velocity-dependent (nonadiabatic) effects
are negligible, because the target charge density is rapidly
decaying to zero and the region of strong electron-
nuclear attraction is too far away to affect the projectile’s
local kinetic energy; but here the polarization potential
depends on r in a more complicated way than given by
Eq. (10) [73].

The step from this adiabatic potential to the BTAD
model is short but approximate. Following an idea first
proffered by Temkin in a polarized-orbital study of
electron-atom scattering [29], we correct ¥ 4(r,;R ) in the
core region by “turning off”’ the two-particle bound-free
Coulomb interactions whenever the coordinate of the
projectile is less than that of one of the bound electrons.
In practice, this ‘“nonpenetrating” approximation
amounts to modifying the matrix elements of V., [see
Eq. (9)] by replacing the usual multipole expansion of the
electron-electron Coulomb potential as follows:

1 chosee , F.2r,
e (11)

0, r.,=r

- >
r—r,]

>

where we note that we have also retained only the dipole
term in the multipole expansion. In our original study of
the BTAD e-H, potential [31] we demonstrated that for
this system, higher-order terms in this expansion result in
changes to the cross section of less than 1% (the limit of
numerical accuracy of these calculations) and that
neglect of the monopole term is consistent with our
theoretical formulation of the polarization phenomenon
[30]. However ad hoc, the nonpenetrating approximation
does properly weaken the polarization potential in the
near-target region [7], and for electron-atom systems,
models nonadiabatic effects with the correct dependence
on r, [79]. In these respects it mimics the true nonlocal
short-range effects.

III. RESULTS AND ANALYSIS

A. Interaction potentials

Since H, is only weakly aspherical, one can discern the
most important features of the e-H, interaction potential
by examining the two lowest-order Legendre projections
in the expansion (3). Figure 2 shows the A=0 and A=2
projections of the static-exchange (SE) potential, in which
correlation and polarization effects are completely
neglected, and of several static-exchange-polarization
(SEP) models. In order to show the relative strength of
various components of the interaction in this figure, we
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have approximated the exchange potential using a local
approximation, the free-electron-gas exchange potential,
which has been optimized for study of vibrational and ro-
tational excitation [80]. This model potential was not
used in any of the scattering calculations reported in this
paper.

Also shown is the asymptotic polarization potential
equation (10) to which all the SEP potentials reduce as
r,— . Figure 3 shows the 0— 1 vibrational cross sec-
tions obtained when these potentials are used in scatter-
ing calculations as described in Sec. IT A.

By far the most strongly attractive of the SEP poten-
tials is that obtained by adding to the SE potential the
adiabatic polarization potential equation (8), which en-
tails no correction in the core region. Because it com-
pletely neglects nonadiabatic and correlation effects, this
potential is unrealistically strong; it offers an extreme
“upper limit” analogous to the ‘“lower limit” of the SE
potential.

More realistic are the two other SEP potentials in Fig.
2. In the SEP (BTAD) model, as discussed in Sec. II, the
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FIG. 2. (a) Spherical and (b) nonspherical Legendre projec-
tions of various model electron-H, interaction potentials in
atomic units (hartrees) [see Eq. (3)]. The static-exchange poten-
tial (dotted curve) includes neither long-range polarization nor
short-range (core-polarization) effects. The long-range asymp-
totic polarization potential (dash-dotted curve) is given by Eq.
(10) and does not include static or exchange terms. The SEP
adiabatic potential (long-dashed curve) includes all adiabatic
polarization effects [see Eq. (8)] but no corrections in the core
region. Finally, the BTAD (solid curve) and O’Connell and
Lane (medium dashed curve) models are defined in the text.
The internuclear separation is fixed at 1.402a,.
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FIG. 3. Integral cross section for the 0— 1 excitation of H,
as measured in crossed beam experiments of Brunger, Buckman,
and Newman (Ref. [44]) (boxes) as derived by transport theory
from swarm data by England, Elford, and Crompton (Ref. [46])
(closed circles) and as calculated by the present theory. In the
latter, three treatments of polarization are shown: SE, i.e., com-
plete omission of correlation and polarization effects (dotted
curve), the BTAD model (solid curve with crosses), and the
model of O’Connell and Lane (Ref. [81]) (dashed line). The “er-
ror bars” on the SEP (BTAD) theoretical results are based on
the sensitivity analysis described in Sec. III.

nonpenetrating approximation properly weakens the po-
larization potential in the core region. The result, howev-
er, is still stronger than the SE potential —noticeably so
beyond the cusp at r, =0.7a,.

The other SEP potential used in the present study was
originally introduced defined by O’Connell and Lane for
electron scattering from rare-gas atoms [81] and later
adapted by Padial and Norcross to vibrationally elastic
electron-molecule scattering, [82] where it has subse-
quently been widely applied [83]. The potential of
O’Connell and Lane incorporates correlation of the pro-
jectile and the bound electrons of the frozen (i.e., unpo-
larized) target via an extremely simple analytic model
based on the free-electron-gas correlation energy of
density-functional theory, which one can calculate from
the probability density of the ground electronic state of
the target [84]. This model potential further incorporates
long-range polarization effects (due to induced distortions
of the target charge density) by the simple expedient of
continuously joining the A=0 and 2 projections of the
short-range correlation potential to the asymptotic form
(10) at the values of r, where the two happen to intersect.

This second model potential has proven a useful ap-
proximation in some electron-molecule studies in the
rigid-rotor approximation. But in a previous investiga-
tion of this potential for vibrational excitation of H, we
found it to be too strong [24], producing cross sections
which, as illustrated in Fig. 3, exceed both experimental
results and those from BTAD calculations. In the
present context, however, the model of O’Connell and
Lane is extremely useful because it delimits (more realisti-
cally than the purely adiabatic potential) the magnitude
of correlation-polarization effects for the cross sections of
interest. This and the SE potential, then, evidently
“bracket” the true polarization potential for vibrational
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excitation; and, as illustrated in Fig. 3, the corresponding
cross sections can be considered upper and lower bounds
on the correct values. If, for the sake of argument, one
were to assume that the swarm-derived vibrational cross
section is correct, then one would conclude from this
figure that the BTAD is oo strong in the core region, that
the “true” short-range core-polarization potential should
be weaker.

B. Assessing the sensitivity of cross sections
to core polarization

Whenever one seeks to use comparisons to experimen-
tal data either to assess model potentials or to determine
which approximations in a scattering calculation may re-
quire more rigorous treatment, one inevitably faces a key
interpretive question: For which scattering quantities
and in which energy ranges does one see the greatest sen-
sitivity to various kinds of interactions? In the e-H,
problem, for example, we are faced with excellent agree-
ment between theory and several kinds of measured cross
sections—integrated and differential total, momentum
transfer, and rotational excitation—and a serious
disagreement for vibrational excitation. In such a cir-
cumstance, what can one conclude about the accuracy of
a model potential such as the BTAD?

This issue is complicated by the fact that while all
these cross sections come from the same scattering ma-
trix, some sample the potential differently than others.
For example, as Fig. 4 illustrates, vibrationally elastic
and inelastic cross sections are dominated by different
blocks of this matrix: particularly at low energies the
elastic cross section oy’ , (which for e-H, is by far the
largest contributor to the grand total cross section as
measured in, say, time-of-flight experiments) is due to 2,
elements of the BFVCC scattering matrix, while o,
(except very near threshold) is almost entirely due to =,
elements [85]. The 3, block (A=0 and even order par-
tial waves /=0,2,...) is most strongly influenced by the
spherical projection of the potential, the A=0 term in Eq.
(3), and the element of the scattering matrix that contrib-
utes most to the elastic cross section (/ =[;,=0, i.e., s —s)
feels the full effect of the SEP potential. By contrast, the
most important elements of the 2, block for the inelastic
cross section (I =[,=1, i.e.,, p—p, and =3, [,=1, i.e,
p—f) experience both v,(r,,R) and v,(r,,R) but are
barred to an extent from the short-range region by the
centrifugal barrier [/ >0 in Egs. (1)].

Further complicating the picture is the sensitivity of
some cross sections to properties of the scattering matrix
that little affect others. For example, vibrational excita-
tion cross sections are influenced far more by the R varia-
tion of the interaction potential than are elastic or rota-
tional excitation cross sections. In fact, at energies far
enough above threshold that the adiabatic-nuclear vibra-
tion approximation is valid [20], one can estimate the vi-
brational cross section from the first derivative with R of
the =, eigenphase sum [2].

We have therefore developed a strategy which will al-
low us to use these features of low-energy electron-
molecule scattering to gain insight into short-range corre-
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lation effects (in the e-H, system) by examining the sensi-
tivities of various cross sections fo the near-target part of
the correlation-polarization potential, the only part that
the BTAD model treats approximately. To this end we
have performed a series of scattering calculations in
which we remove this potential for all values of r, outside
a radius r,,, which we can vary from r,, =0 (the “no-
polarization” or SE limit) to r,,—oc (the “full-
polarization” or SEP limit).

This strategy is summarized in Fig. 5. For r, >r,, we
simply set the BTAD potential to zero but retain the full
static and exchange interactions, including the long-range
permanent quadrupole term —[g(R)/r2]P,(cos@,) of the
former. For each r,, we solve the BFVCC scattering
equations (1) on a discrete mesh of radial values from
r,=0to r, =r_ ., = 180a,, where we extract the K matrix
of Eq. (6) and calculate cross sections as functions of en-
ergy and, parametrically, of r,,. By comparing these
cross sections to the limiting SE and SEP values we can
determine, somewhat indirectly, the relative importance
of the core-polarization interaction for r <r ;.

C. Total and momentum-transfer cross sections

Of all low-energy electron-molecule cross sections,
those presently most amenable to accurate experimental
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FIG. 4. Contributions to the e-H, (a) vibrationally elastic and
(b) vibrationally inelastic (0—1) cross section from the four
dominant symmetries of the BFVCC scattering matrix: X,
(solid curve), X, (dotted curve), and II, (dot-dashed curve).
These percentages are based on SEP (BTAD) theoretical cross
sections.
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FIG. 5. Electron-molecule interactions and the regions of
space in which they dominate. The radius of the core is 7.,
which for H, we take to be =2.5a,. By a radius of r,, the
scattering wave function has settled down to its asymptotic
form and one can extract the T matrix. Finally, 7, is the float-
ing polarization-elimination radius: in the present sensitivity
analyses, the polarization interaction is ‘“‘switched off” for
7. >rpe and the result compared to SE (7,,,=0) and full SEP
(7pol =7 max = ) calculations to determine the contribution of
core polarization to the cross section in question [see Eq. (12)].

determination are the total cross sections o —
technically, this is the grand total cross section, i.e., the
sum of elastic, rotational, and vibrational cross sections
which is measured in time-of-flight experiments such as
those of Ferch, Raith, and Schroder [86] and Jones
[71]—and the momentum-transfer cross section o ..
The latter, at energies below the first inelastic threshold,
can be determined uniquely and to high precision via the
analysis of properties of a swarm of electrons drifting and
diffusing through a gas of H, molecules (of number densi-
ty N) under the influence of an applied electric field of
strength & [87]. It is therefore to comparisons with o,
and o, (also the most straightforward to calculate
from theory) that one would likely turn to assess approxi-
mations in a scattering theory or potential. So it is here
we begin our examination of sensitivity to the short-range
part of the BTAD model correlation-polarization poten-
tial.

In Fig. 6 we see that both the integral total and
momentum-transfer cross sections evince excellent agree-
ment between theory and experiment and, especially at
low energies, a pronounced sensitivity to correlation-
polarization effects as manifested by the striking
differences between SE and SEP (BTAD) values. At
E =0.047 eV, for example, 0 mom in Fig. 6(b) decreases by
46% from the SE value (16.82 A?) to the SEP limit (8.78
A?%), which agrees well with the swarm-derived value
(9.05 A?). The grand total cross sections of Fig. 6(a) ex-
hibits similar behavior. At E=0.3 eV, for instance, o,
drops by 32% from its SE value (15.71 A?) to its SEP
(BTAD) value (10.59 A?), which agrees splendidly with
that obtained by Ferch, Raith, and Schroder in time-of-
flight measurements (10.71 A?) [86].

Such graphs, however, somewhat misrepresent the
influence of correlation and polarization effects because
the eigenphase shift corresponding to the dominant ele-
ment of the dominant block of the scattering matrix for
these cross sections—the I =1;,=0; v =v,=0 element of
the £, T-matrix —passes through a multiple of 37/4 as
the energy decreases and approaches 7 at zero energy.
This influence is more clearly represented by the X,
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eigenphase sum Sigm as shown in Fig. 7. Here we see that
inclusion of the correlation-polarization potential (by in-
creasing 7, from O to <« ) strengthens the total interac-
tion potential and increases 8.5, accordingly.

We also see that the greatest changes in this eigenphase
sum (and o, and o.,,) arise from correlation-
polarization effects outside the core. This behavior is
especially striking at low energies. Thus at £ =0.047 eV,
the momentum-transfer cross section for r,,, =4 (15.49
AZ), a radius clearly outside the core, is quite close to its
SE value; at such energies, then, the decrease of o, to
the SEP limit occurs in the asymptotic (large r,) region.
Returning to the graphs of cross sections in Fig. 6 we
note that o, say, is not particularly sensitive to core po-
larization; at 0.3 eV, for example, its value for 7, =3.0a,
(15.19 A2) differs from the SE limit by only 3%.
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FIG. 6. (a) The grand total and (b) momentum-transfer cross
sections for e-H, scattering. In (a), the experimental data are
from crossed-beam experiment by Brunger, Buckman, and New-
man (Ref. [44]) (boxes), time-of-flight measurements by Ferch,
Raith, and Schroder (Ref. [86]) (open diamonds), and by Jones
(Ref. [71]) (closed diamonds). In (b), the experimental cross sec-
tions (closed circles) are derived from swarm data of England,
Elford, and Crompton (Ref. [87]). In both figures, the theoreti-
cal results come from scattering calculations in which correla-
tion and polarization effects are excluded entirely (the SE limit)
(dotted curve), in which they are included via the BTAD poten-
tial (solid curve), and in which they are partially included by
varying r,, in sensitivity analysis like those in Fig. 8. Several
such analyses are shown: r,,=2.0a, (tiny-dashed curve),
7oor=3.0a, (dot-dashed curve), r,,=4.0a, (short-dashed
curve), 7,0 =5.0a, (long-dash—short-dashed curve), 7, =7.0a,
(medium-dashed curve), and r,,; = 10.0a, (long-dashed curve).
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FIG. 7. Eigenphase sums in the =, electron-molecule sym-
metry for vibrationally elastic e-H, scattering from static-
exchange (dotted curve) and SEP (BTAD) (solid curve) calcula-
tions. Also shown are results for cutoff radii 7, (in @,) for core
polarization of 2.0 (tiny-dashed curve) and 4.0 (long-dashed
curve).

Energies below 1 eV are especially important, for it is
here that transport analysis should be most accurate in
determining the momentum-transfer and inelastic cross
sections [35]. In regard to the excellent agreement be-
tween theoretical and swarm-derived values for o, in
Fig. 6(b), it is important to note that these cross sections
emerge from the same transport analysis that yields the
more contentious vibrational cross sections seen in Fig. 1.
The point is that just as a certain consistency inheres in
all theoretical scattering quantities derived from the same
scattering matrix (and, of course, the same interaction
potential), so do all swarm-derived cross sections—
momentum-transfer, rotational excitation, and vibration-
al excitation—correspond to a single set of single set of
transport data. Although different ranges of &/N (the
ratio of the strength of the applied electric field to the
number density of target molecules) govern these various
cross sections, together they comprise the cross-section
set used to calculate the electron energy distribution
function via solution of the Boltzmann equation. This
function, in turn, is used to calculate transport properties
such as the drift velocity (the velocity with which elec-
trons in the swarm drift through the target gas under the
influence of the applied field) for comparison to measured
properties [34,37].

At 1.0 eV, most of the 6% difference between the SE
(16.36 A%) and SEP(BTAD) (17.36 A?) momentum-
transfer cross sections is due to polarization from
r, = 3ay. Above 1.0 eV, both correlation and polarization
effects are less important to o, and o, than the static
and exchange interactions. So studies of these cross sec-
tions are not particularly fallow fields for investigation of
these effects. But even at lower energies, where polariza-
tion is more important, the comparative insensitivity of
O and o, to core-polarization effects precludes our
concluding anything definitive from this agreement about
the accuracy of the short-range approximations in the
BTAD potential. And so we now turn to inelastic cross
sections.
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D. Inelastic cross sections

Although direct comparisons of cross sections as a
function of energy for various r,, such as those in Fig. 6
are illuminating, they can become cumbersome if several
excitations and energies are of interest; in some cases,
they even obscure the essential physics that motivates the
investigation in the first place. An alternative way to
represent the effect of core polarization is to look at the
desired cross section as a function of r,, for fixed energy;
this approach admits introduction of a single quantity
which characterizes the effects we wish to study.

For example, let us consider the 0— 1 vibrational exci-
tation at E=1.0 eV. Not only is this an energy where
the disagreements over the value of this cross section are
quite great—the difference between the theoretical and
swarm-derived values for oy, at this energy is 59% —it
is also one where, as we see in Fig. 8 polarization is very
1mportant The SE cross section o{”,, at this energy
(0.0317 A?), indicated by the lower horizontal line in this
ﬁgure, lies 65% below the SEP (BTAD) value (0.0948
A?), the upper horizontal line. The solid circles show the
effect of selectivity eliminating correlation and polariza-
tion interactions by varying r,, between these limits.
This figure, therefore, exhibits the change in o, as ¥ pol
is varied between the SE and SEP (BTAD) limits. For ex-
ample, the value for r_,=2.0a, is 0.0353 A% that for
rpol =3.0a, is 0.0468 A pz We see that at this energy po-
larization outside the core most affects this cross section:
very little of the 65% difference between the SE and SEP
(BTAD) values is due to polarization for r <r,; =2.0a,.

As this analysis illustrates, the salient quantity in as-
sessing the importance of core polarization is the relative
difference between a result for a particular 7, and the
SE and SEP limits. We can conveniently collapse this in-
formation into a single number by defining the relative
percentage difference of the SEP (BTAD) cross section
from its counterpart for finite which we denote by
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FIG. 8. A sensitivity analysis of the O—1 vibrational cross
section of H, at E=1.0 eV (see Fig. 3). This cross section
(closed circles and left-hand axis) and the percent contribution
to it due to core polarization [see Eq. (12)] (crosses and right-
hand axis) are shown as functions of the radius r,, beyond
which polarization effects are eliminated (see Sec. III B). The
horizontal lines are the SE (lower) and SEP(BTAD) (upper)
cross sections, where the latter corresponds to the limit
rpol —> 00,

o (7po1):

- o(SEP)—o(ryy)

o(SEP)—o0(SE)

Proi(rpo) = X100 . (12)
The crosses in Fig. 8 (right-hand scale) show this quantity
as a function of r,, for o | at 1.0 eV. Thus Eq. (12)
gives 6% for the fraction of the SEP (BTAD) cross sec-
tion attributable to polarization within 2.0a,, and 25%
for 7,5 =3.0a,.

Since the static, exchange, and polarization com-
ponents of the interaction are not strictly additive in their
effect on various cross sections, this quantity offers only a
rough indication of sensitivity to core polarization,
within our theoretical model. Still, for all scattering pro-
cesses discussed in this paper we have found that P, ac-
curately reflects the “accumulation” of core polarization
exemplified by more capacious representations such as
Fig. 8. These percentages, in turn, are shown in Fig. 9 as
a function of energy (for two values of 7, near the core)
for both rotational and vibrational excitation.

The first thing one notices about the percentages in
Fig. 9 is that the sensitivity of o§”,, and 0"’ to core po-
larization increases with energy. Near threshold, where
transport analysis of swarm data should be most accurate
and crossed-beam measurements are infeasible, these
cross sections are not highly sensitive to core polariza-
tion. At E=0.6 eV, for example, the SE vibrational
cross section (0.0104 A2) exceeds the SEP value (0. 0077
A?) by 26%. By varying r,, however, we find that 0'0_,1
at this energy changes very little between the SE limit
(rp,51=0) and values for r;, well outside the core. Even
for r,,;=7.0a,, well into the asymptotic region, it has de-
creased from its SE value by only 5% (to 0.0099 A?).
Thus near-threshold vibrational excitation is primarily
determined by the static and exchange interactions; po-
larization influences this quantity but primarily in the
asymptotic region. So near-threshold vibrational cross
sections are of limited value as indicators of the accuracy
of models of core polarization.
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FIG. 9. The percent contribution of core polarization to the
vo=0—v =1 vibrational cross section (curves with symbols)
and the j,=0—j=2 rotational cross section (curves without
symbols). This quantity, defined in Eq. (12), is shown for two
near-core values of the polarization elimination radius 7,q:
2.0a (solid lines) and 3.0a, (dotted lines).



48 IMPORTANCE OF BOUND-FREE CORRELATION EFFECTS FOR . . .

1.4 . swarm
~———— SEP(BTAD)
1.3 s SE

12 o rpa=20

g rpo=3.0

L1 Seee Ipor=4.0

L.OF —— — ras=so

0.9 Tpoi=7.0 %
-~ SEP(0’Connell and Lane)

Cross section (10-16 cm?)
=}
~

L

00 02 04 06 08 10 12 14 16 18 20

Energy (eV)

FIG. 10. Cross sections for the j,=0-—j =2 rotational exci-
tation from transport analysis of swarm data by England, El-
ford, and Crompton (Ref. [87]) (closed circles) and various
theoretical calculations. The SE limit (dotted curve) excludes
correlation and polarization effects, while the SEP cross sec-
tions were calculated using the BTAD potential (solid curve)
and using the model of O’Connell and Lane (Ref. [81]) (long-
dashed curve) as discussed in Secs. II and III A. In addition,
theoretical results from the following limited-range polarization
studies are shown: r,,=2.0a, (tiny-dashed curve), r,, =3.0a,
(dot-dashed  curve), r,;=4.0a, (short-dashed curve),
Toot=5.0ay  (long-dash-short-dashed curve), r,,,=7.0a,
(medium-dashed curve).

As the energy increases from threshold (at 0.52 eV),
however, the sensitivity of o, to core polarization rap-
idly increases. Because of continuing concern about the
discrepancy between theory and various experiments at
energies below 2.0 eV [8,27] we have used the percent
differences for r,,; =3.0a, to generate crude “error bars”
on the theoretical SEP (BTAD) cross sections in Fig. 3.
These estimates are probably too pessimistic; still, they
do provide a visualization of the sensitivity of our
theoretical cross section to core polarization. In particu-
lar, they suggest that it is unlikely that reasonable
changes in the near-target correlation potential would
bring the theoretical vibrational cross sections into align-
ment with swarm-derived values.

We shall conclude with a look at the 0—2 rotational
excitation cross section in Fig. 10. This cross section is of
interest in conjunction with o{"); for three reasons.
First, like the vibrational cross section, it is dominated by
the 3, symmetry (except very near threshold). Second,
as the percentages in Fig. 9 show, its sensitivity to core
polarization is comparable to that of o’ ,, increasing
rapidly with energy in both cases. Finally, unlike the vi-
brational cross section, rotational cross sections from our
SEP (BTAD) calculations and transport analysis of
swarm data agree very well [87,88].

IV. CONCLUSIONS AND OUTLOOK

Within a frame defined by BFVCC theory of electron-
molecule scattering, using static and (exact) exchange po-
tentials based on a near-Hartree-Fock wave function and
polarization outside the core determined by a linear vari-
ational calculation which reproduces the correct asymp-
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totic dependence on the molecular polarizability tensor,
we have explored the influence of core polarization on a
variety of cross sections. Our goal was to identify
scattering processes and energy ranges which are particu-
larly sensitive to this effect, partly as a guide to assess-
ments of models such as the nonpenetrating approxima-
tion incorporated in the present BTAD potential. Addi-
tionally, we have sought to provide insight into whether a
more rigorous (and much more arduous) treatment of
short-range bound-free correlation and nonadiabatic
effects would likely remove the severe discrepancy be-
tween theoretical, swarm-derived, and beam-measured
cross sections for the 0— 1 vibrational excitation of H,.

Although we have therefore emphasized the e-H, sys-
tem, some of our qualitative findings should have validity
beyond this immediate context. The comparative insensi-
tivity to core polarization of total and momentum-
transfer cross sections illustrated in Fig. 6 is probably not
unique to this system, since it is due in large part to the
dominance of elastic scattering. Similarly, the rapid in-
crease in the sensitivity of rotational and vibrational
cross sections above threshold evident in Fig. 9 should
generalize to nonresonant collisions for other systems.

The findings of the present study in no way diminish
the need for vibrational excitation calculations in which
bound-free correlation is treated correctly as a many-
body phenomenon. While the comparisons in Sec. III
suggest that reasonable alterations to this potential in the
core are unlikely to produce vibrational cross sections
that conform to the measured transport data for H,
without seriously compromising the rotational (and
perhaps total and momentum transfer) cross sections, one
can be no more definitive without access to results from
vibrational excitation calculations that rigorously include
many-body correlation effects. If such an enterprise is
undertaken, the technical and computational difficulties
of carrying out such calculations argue for abandoning
full vibrational coupling in favor of an approximate treat-
ment of the vibrational dynamics that is appropriate to
these energies, such as the first-order nondegenerate adia-
batic theory [89].

Until such results are available, the situation remains
clouded with uncertainty. The analyses of the present
study support the results of the recent crossed-beam ex-
periments of Brunger et al. [45] but are at odds with a re-
cent error analysis by Crompton and Morrison [35] of the
swarm experiments. Given that such experiments remain
the only proven source of very-low-energy integrated
cross sections for wide variety of systems, the inability of
theory and experiment to agree on this simple excitation
process in this simplest of neutral molecules is most dis-
turbing.
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