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Dynamic polarizabilities and Rydberg states of the argon isoelectronic sequence
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Dynamic dipole polarizabilities eq(cu) have been calculated within and beyond the normal-dispersion
region for the isoelectronic members of argon up to Mn'+ using time-dependent coupled Hartree-Fock
theory. Excitation energies, oscillator strengths, and quantum-defect values have been estimated for the
dipole-allowed transitions 3p 'S'~3p'( P)ns 'P' (n =4, . . . , 7) and 3p 'S'~3p'( P)nd 'P'
(n =3, . . . , 7) ~ Analytic representations of the singly excited Rydberg orbitals have been obtained. The
results compare favorably with the existing theoretical and experimental data. The oscillator strengths
show an interesting trend of variation along the isoelectronic sequence.

PACS number(s): 31.50.+w, 32.70.Cs, 31.90.+ s

I. INTRODUCTION

Spectral lines arising out of argon and its isoelectronic
members are quite dominant in the spectra of the solar
photosphere and corona [1—7]. Experiments on inter-
stellar matter using International Ultraviolet Explorer
(IUE) satellites [8] show the existence of such ions. The
observations are important for finding the relative abun-
dance of such ions in interstellar matter. In recent years
a great deal of experimental work [9—16] was performed
for estimating the transition probabilities of noble gases
in the visible and ultraviolet regions. Argon is of special
interest because of the high content of it in a mixture of
gases used in rare-gas halogen excimer lasers [11]. The
estimation of excitation cross sections for Ar by electron
impact is very important in analyzing quantitatively the
energy convertibility of the lasers. Also it is used for
laser interferometric diagnostic study for the direct deter-
mination of electron density in a plasma [17]. Titanium
is very important in plasma research where it is used for
the component of a coating material TiC on the first wall
of tokamak machines and also as a getter material for the
light impurity ions such as C, N, and 0 [Ref. 18].

Most of the theoretical calculations are confined to os-
cillator strengths and lifetime determination for argon.
Methods used are Hartree-Fock (HF) [19],
multiconfiguration Hartree-Fock (MCHF) [20], and
quantum-defect theory [21,22]. For Ca +, a semiempiri-
cal calculation using an intermediate-coupling scheme
was performed by Loginov and Gruzdev [23]. Baluja [24]
performed a detailed configuration-interaction (CI) calcu-
lation for Ca +. Limited results available for K+ and
Ti + are due to Loginov and Gruzdev [25] and Mori
et al. [18], respectively. A number of calculations using
difT'erent theoretical and experimental methods are avail-
able for the static polarizability of Ar [26—36]. But for
the isoelectronic members only a few data are available
[26,37—40]. Experiments have been performed for the
accurate estimation of the frequency-dependent polariza-

II. THEORY

The frequency-dependent response properties of the
systems are analyzed by considering a time-averaged
functional (a.u. are used)

J=—f dt 4(r, )H((r, )) —i @(r, )),(
T

T o
' ' dt

where H is the total Hamiltonian of the many-electron
system in the presence of an external harmonic perturba-
tion with time period T,

H'(r, t)=G(r)e '"'+c.c. , (2)

bility of Ar over a selected frequency range [41—43]. The
time-dependent MCHF approach of Rahman, Rizzo, and
Yeager [44] seems to be the only theoretical calculation
in such a line.

In view of the importance of Ar and its isoelectronic
members and rather scanty data available in the litera-
ture we performed a detailed and systematic study of the
frequency-dependent polarizability a& ( co ) within and
beyond the normal dispersion region in conjunction with
the excitation properties, such as the transition energies
and the oscillator strengths for the dipole-allowed transi-
tions. We used a linearized version of the time-dependent
coupled Hartree-Fock (TDCHF) theory which was suc-
cessfully applied in the past for calculating the
frequency-dependent response properties of atomic sys-
tems connected with single excitations [45—48]. We cal-
culated quantum-defect values and obtained analytic rep-
resentations of the excited Rydberg orbitals of s and d
symmetries up to principal quantum number n =7. The
success of the theory was mainly due to the inclusion of
hole-particle correlations up to infinite order and was
well reviewed [49—51]. Since TDCHF theory was dis-
cussed in detail earlier [45] we give only a brief review of
it in Sec. II, followed by a discussion of the theoretical re-
sults in Sec. III.
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with III. RESULTS AND DISCUSSIONS

N
G(r)=k g r, P(cos6;), (3)

5J=O, (4)

A, being the perturbation strength parameter and 4 the
total wave function in the presence of the external pertur-
bation. The functional in Eq. (1) is subjected to the op-
timization condition

Presently we study the transitions
3p 'S'~3p ( P)ns 'P' (n =4, . . . , 7) and 3p 'S'
~3p ( P)nd 'P' (n =3, . . . , 7) for the isoelec-
tronic members Ar, K+, Ca +, Sc +, Ti +, V +, Cr +,
and Mn + using the I.S coupling scheme. The ground-
state wave functions are taken from Clementi and Roetti
[52]. The radial part of the first-order orbitals which get
admixed to the ground orbitals because of the external
perturbation are chosen as a linear combination of suit-
able Slater bases

where the optimization is performed with respect to suit-
able variation parameters introduced in the total wave
function, the details of which may be found elsewhere
[45]. The frequency-dependent polarizabilities ad (ro)
may be calculated at different frequencies m using stan-
dard expressions. ad(co) exhibits poles at certain frequen-
cies corresponding to the natural excitation modes of the
system. The pole positions furnish the transition energies
of the system to its different excited states and also yield
the oscillator strength values. Certain special charac-
teristics of the transition energies and oscillator strengths
are observed along the isoelectronic sequence of argon
which we discuss in detail in Sec. III.

6$,—+(r)=g C,—r 'e (5)

The coefficients C;* are determined variationally and n

and p are preassigned. The expansion length is deter-
mined from the convergence of the static polarizability
limit and for the present case it is confined to 15 [53] for
all the excitations. The innermost core is assumed frozen
in this calculation. In Table I we list the static limit
ad(ai)„cof the dynamic polarizability values for all the
ions. Existing theoretical values using different methods
and experimental results are also listed for comparison.
The number of calculations for neutral Ar is rather large
whereas for the isoelectronic members only a few results

TABLE I. Static limit of dynamic dipole polarizabilities ad(co)„0of the argon isoelectronic se-
quence.

Ion
Present static

limit (a.u. ) Theory
Other results (a.u. )

Expt.

Ar

2+

SC3+
T14+
@5+
Cr6+

Mn +

10.62

5.48

3.28
2.14
1.49
1.09
0.82
0.63

10.08,' 10 75 10.76 15.44'
10.80, 10.69, ' 11.10,' 11.23g

10 73' 1 1 30' 9 70' 10 76
10.98,' 10.77~
5.31,' 4.66, ' 4.40, ' 5.457

3.21,' 2.45, ' 3.254~
1.45, ' 2. 129"
0.94, ' 1.482"
0.64,' 1.078~
0.45, ' 0.8114~
0.33 ' 0.6271P

11.08, 11.07'
11.08, 11.08"

5.47,"

5.47—8.98'
3.12,"

3.17—7.42'

0.29+0. 15"

'Reference [26] [limited basis-set coupled Hartree-Fock (CHF) result].
Reference [44] (single and multiconfiguration TDHF).

'Reference [2g] {SCFperturbation method).
Reference [29] (coupled perturbation approach).

'Reference [27] [SCF and pseudo-natural-orbital configuration-interaction {PNOCI) result].
'Reference [34].
sReference [31] (fourth-order many-body-perturbation-theory (MBPT) result).
"Reference [30] (HF calculation).
'Reference [38] (semiempirical calculation).

Reference [39] (semiempirical calculation).
'Reference [37].
"Reference [32] (CHF result).
'Reference [33] (MBPT calculation).

Reference [43].
"Reference [35].
'Experimental values listed in Ref. [26].
~Reference [40] {RRPA result).
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are available. From a comparison with the listed values
for Ar we find that our result is consistent with those ob-
tained using HF and similar methods [26,27,30,32,40,44].
Accurate theoretical results using correlation effects ex-
plicitly [27,31,33] and experimental values [34,35,37,43]
are about 5% higher. It appears that the inclusion of the
correlation effect increases the polarizability of Ar. For
the isoelectronic members our results for K+ and Ca +

are consistent with the limited basis-set calculation of
Lahiri and Mukherjee [26] and those of Vogel [37]. The
semiempirical results of Patil [38], we believe, are un-
derestimates. For all the ions our results agree well with
the relativistic random-phase approximation (RRPA) re-
sults of Johnson, Kolb, and Huang [40]. For Mn + our
result (ad =0.63 a.u. ), although consistent with the
RRPA result (0.627 a.u. ) of Johnson, Kolb, and Huang

TABLE II. Dynamic-dipole-polarizability values in the normal-dispersion region for the argon isoelectronic sequence in their
ground state. Results within () are the MCTDHF values of Ref. [44].

ad(co) (a.u. )

(a.u. )

0.0

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50
0.55
0.60
0.65
0.70
0.75
0.78
0.80
0.90
1.00
1.10
1.15
1.20
1.30
1.40
1.50
1.55
1.60
1.70
1.80
1.90
2.00
2.10
2.20
2.30
2.40
2.50

10.62
(10.76)
10.68

(10.83)
10.88

(11.02)
11.22

(11.38)
11.75

(11.93)
12.56

(12.76)
13.80

(14.04)
15.94

(16.25)
20.98

(21.49)
—153.97

( —193.14)

5.48

5.49

5.53

5.61

5.71

5.86

6.04

6.28

6.58

6.97

7.48
8.16
9.11

10.58
13.36
24.59

—26.84

2+

3.28

3.30

3.36

3.46

3.62

3.86

4.19

4.66

5.39
6.30
8.91

17.26
—25.54

Sc'+

2.14

2.15

2.18

2.22

2.29

2.38

2.50

2.67

2.89
3.19
3.71
4.24

5.26
7.16

11~ 87
43.79

—78.51

Ti4+

1.49

1.50

1.51

1.53

1.57

1.61

1.67

1.74

1.84
1.96
2.12
2.34

2.63
3.04
3.69
4.78

7.09
14.93

—68.18

1.09

1.09

1.10

1.13

1.15

1.18

1.22

1.27
1.34
1.41
1.51

1.64
1.80
2.01
2.32

2.79
3.56
5.10
9.65

397.49
—9.14

Cr6+

0.82

0.82

0.83

0.83

0.84

0.86

0.88

0.90

0.93
0.96
1.01
1.06

1.12
1.21
1.30
1.43

1.61
1.85
2.22
2.82
4.00
7.33

75.70
—8.21

Mn +

0.63

0.64

0.64

0.64

0.65

0.66

0.67

0.69

0.70
0.72
0.75
0.78

0.82
0.86
0.92
0.98

1.07
1.17
1.32
1.52
1.83
2.33
3.31
6.07

60.39
—6.92
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[40] is relatively large compared to the experimental esti-
mate (0.29+0. 15) of Vogel [37]. Vogel calculated the
static polarizability values empirically using the experi-
mental energy levels of nonperturbing f orbitals of these
ions. For Mn +, we believe, Vogel has underestimated
the result. This is apparent from the value o,d=0. 37
(a.u. ) for Fe as listed by Vogel [37], which is higher
than that of Mn +. The effect of correlation becomes less
important for higher isoelectronic members, TDCHF
values are fairly accurate for these systems.

Table II shows the numerical values of ad(co) with
respect to co in the normal-dispersion region. The posi-
tion of the first resonance is indicated by a change in the
sign of the polarizability value. For Ar the MCTDHF
values of Rahman, Rizzo, and Yeager [44] are also listed.
At k=633 nm our computed ad(co)=10. 76 (a.u. ) com-
pared to the experimental value 11.22 a.u. of Burns, Gra-
ham, and Weller [42], Hohm and Kerl [43], and 11.26
a.u. of Buckingham and Graham [41). Hohn and Kerl
[43] plotted ad(co) within 543.51 and 632.99 nm using
values obtained from accurate interferometric measure-
ments. Our results agree within 5% along the wave-
length range. Near resonance the polarizability value in-
creases very sharply resulting in loss of accuracy. It is
somewhat interesting to note that the MCTDHF and
time-dependent Hartree-Fock (TDHF) values of Rah-
man, Rizzo, and Yeager [44] differ very little. Along the
isoelectronic sequence we notice a very interesting
behavior of the dynamic polarizability values. For ener-
gies in the neighborhood of the difference of orbital ener-
gies b, E = ~e3,

—
83~ ~

of the unperturbed ion, the polariza-
bility values change abruptly within a small frequency
range. For Ar this feature is not observed because
Ac=—0.69 a.u. is greater than the ionization energy. But
for K+, where hs-0. 79 a.u. to Mn + (bE=—1.44 a.u. )

this feature is observed. In this neighborhood a large
transition moment corresponding to 3s —+np and 3p ~ns
excitations are developed. The moments are very nearly
the same in magnitude and opposite in sign producing a
large cancellation. The residual moment shows nonana-
lytic behavior over a narrow range of frequency in the
neighborhood of Ac, . For K+ this occurs between
3p ~4s and 3p —+3d excitations but for all other ions this
occurs within the normal-dispersion region. This could
have been interpreted in terms of internal excitation
[48,53] if the system has an open-shell structure. But
presently the system is described in terms of a closed-
shell structure except for the random-phase-
approximation (RPA) type of correlations implicit in it.
This comes probably from the dynamic character of the
atomic charge cloud in the presence of an external time
varying field and needs a thorough investigation using
more sophisticated configuration-interaction or many-
body methods.

The excitation energies are obtained from the position
of the poles of the dynamic polarizability values [45].
These are displayed in Table III for all ions. The spectro-
scopic values of Moore [54], Bashkin and Stoner [55], and
the recent compilation of Sugar and Corliss [56] are also
listed for comparison. The assignment of levels in Moore
[54] or in Bashkin and Stoner [55] have followed the jl

coupling scheme and experimental values listed in Table
III are the values for the transitions ns' or nd' corre-
sponding to b,J= 1 according to Moore [54]. Our assign-
ment in this regard is tentative. The TDHF and
MCTDHF values of Rahman, Rizzo, and Yeager [44] for
the few excited states of Ar are also listed for compar-
ison. For all the cases where data exist we find very
reasonable agreement. The TDHF values of Rahman,
Rizzo, and Yeager [44] deviate more for higher excita-
tions probably because of the choice of the Gaussian basis
set for such highly excited states. For Ar, the excited
states are very difFuse and as such within our 15-
parameter basis set we are unable to obtain the 7d excita-
tion which lies close to the limit. Dipolar oscillator
strengths in the length form have been calculated from
the dynamic polarizabilities using the formula [57]

(6)

The calculation of the oscillator strength from Eq. (6) has
been discussed in detail earlier [58]. For the first few ex-
cited states of Ar a number of experimental and theoreti-
cal calculations exist with a large dispersion of oscillator
strength values. Our value for the 3p —+4s transition is
0.296 compared to 0.275 of Stewart [59] using a similar
method. The accurate experimental value [16] is 0.213
using the self-absorption technique. For higher excited s
transitions our computed values gradually diminish and
compare favorably with those obtained by Lee and Lu
[22] using quantum-defect theory. Experimental results
quoted by Lee and Lu [22] show a different trend. For
the 3p~3d excitation our computed value 0.157 com-
pares well with 0.128 obtained by Lee and Lu [22]. The
decay time measurements of Lawrence [60] is =0.107.
For the higher d excitations our results are appreciably
different from those of Lee and Lu [22]. From the com-
parison of Ar oscillator strengths we notice that the
TDCHF values are somewhat higher than the experimen-
tal values. This is because a part of electron correlation
is not taken care of in our theory which affects the transi-
tion matrix elements thereby deviating the oscillator
strength values. But correlation efFect diminishes along
the isoelectronic sequence and for the higher members we
expect reasonable accuracy. This is clearly demonstrated
in the case of Ca + for the transition 3p —+4s and
3p —+3d. Our calculated value for 3p —+4s is 0.722 and
3p~3d is 3.601 compared to the extended CI results
0.709 and 3.688 of Baluja [24] for the respective transi-
tions. For the isoelectronic members practically no data
are available and our results may serve as a future refer-
ence.

From an analysis of the host of the data obtained for
the neutral and isoelectronic members of the Ar sequence
we find some interesting features. The first one is that
there is an interchange of level positions between 4s and
3d. For Ar, the 4s level is lower than the 3d level and the
difference between 4s and 3d diminishes as we move
along the isoelectronic series. At Sc + the 4s and 3d lev-
els are almost degenerate making the assignment some-
what dificult. From Ti + onwards the 3d level lies lower
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TABLE III. Transition energies, oscillator strengths, and quantum-defect values for the Rydberg states of the argon isoelectronic
sequence. The asterisk indicates the approximate value quoted from Ref. [55].

Transition energy
(a.u. ) Oscillator strength Quantum defect

Ion Transition

3p —+4$

~5$

—+6$

~7$

~3d

Present
calculation

0.4481

0.5310

0.5578

0.5704

0.5335

0.5587

0.5703
0.5767

Other
values

0.4347'
O.4486'
0.4483 *

0.5239'
0 5314
0.5514 *

0.5521'
0.5583
0.5845 *

0.5644'
0 5707 *

0.5257'
0.5341
0.5315 *

0.5514'
0 5593
0.5641'
0.5708'

Present
calculation

0.296

0.042

0.017

0.006

0.157

0.081

0.041
0.027

Other
values

0.213+0.011d
0.222+0.02'
0.283+0.024'
0.350+0.130g
0.278+0.002"
0.275+0.02'
O.228+O. O2 1'

O.27O," O. 3OO'

0.210, 0.252"
0.232, ' 0.245'
0.013+0.003'
0.025, ' 0.039
0.012+0.004'
0.107,' 0.036'
0.013
0.022+0.004'
0.009,' 0.013'
0.00074, 0.019'
0.006'
0.107+0.015"
0.11,' 0. 128
0.110+0.011'
0.101,' 0.373'
0.032, 0.082'
0 191s
0.00051, 0.304'

Present
calculation

2.127

2.095

2.031

0.042

0.042
0.013

Other
values

2.180"
2.054'

2.156"

2.142"

2.155"

0.113"
0.082'

0.182"

0.189"
0.207"

3p ~4$

—+ss
~6$
—+7$
~3d

~4d
~sd
—+6d
~7d

0.7721

0.9835
1.0617
1.0993
0.9300

1.0348
1.0845
1.1115
1.1277

0.7585'~

0.9797'

0.9202'

1.0166'~

0.476

0.102
0.037
0.017
1.696

0.723
0.323
0.195
0.096

0.363 ' 0.355"

0.041,' 0.067"

1.761

1.735
1.725
1.720
0.120

0.169
0.193
0.208
0.212

1.820"
1.699"
1.834"

0.548'
0.221'
0.493"

Ca' 3p ~4$

~ss
—+6$
~7s
~3d

~4d
—+5d
—+6d
~7d

1.1418

1.5095
1.6558
1.7296
1.2747

1.5347
1.6641
1.7326
1.7732

1.1286'~

1.5100'~
1.6601'~

1.2728'~

1 5343'~
1.6647'~
1.7324*

0.722

0.158
0.057
0.030
3.601

0.445
0.075
0.043
0.024

0.709,~ 0.335"

0.079'

3.688,~ 5.796"

1.527

1.503
1.494
1.483
0.268

0.377
0.407
0.426
0.427

1.579"
1.473'
1.588"
1.638"

0.314"
0.559'
0.476"
0.595"
0.765"

Sc'+ 3p ~4$

~ss

1.5335

2.1123

1.5538'
1.5377'~
2.1141'

4.250 1.386

1.325

1.417
1.309'
1.409"
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TABLE III. (Continued).

Transition energy
(a.u. ) Oscillator strength Quantum defect

Ion Transition

—+6s
~7$
~3d

~4d
~5d
~6d
~7d

Present
calculation

2.3400
2.4574
1.5773

2.0670
2.3151
2.4430
2.5171

Other
values

2.1162'~
2.3500'~
2.4700'
1.5720'~

2.0685'~

Present
calculation

0.026
0.014
0.427

0.087
0.0011
0.0007
0.0013

Other
values

Present
calculation

1.317
1.313
0.336

0.458
0.469
0.472
0.471

Other
values

1.452"
1.523"
0.379"
0.525"
0.540"

Ti4+ 3p ~4$

~5$

~6s
~7$
~3d

—+4d
—+5d
—+6d
~7d

2.0350

2.7867

3.1109
3.2815
1.7828

2.6513
3.0430
3.2425
3.3569

2.0220'
2.0219'~
2.7929'
2.7956~
2.7959'
3.1254'~

1.8012'~

0.187

0.074

0.033
0.017
4.222

0.0056
0.034
0.031
0.028

1.219

1.197

1.189
1.183
0.413

0.464
0.465
0.468
0.479

1.268"
1.232"
1.275

1.322"

0.432"
0.526"
0.535~

g5+ 3p ~4$

—+5s

—+6s
~7$
~3d

~4d
~5d
—+6d
~7d

2.5525

3.5345

3.9685
4.2003
2.0024

3.2846
3.8439
4.1347
4.2959

2.5408'~

3.5490'
3.5491"

2.0295q
2.0296~
3.2962~

0.285

0.082

0.037
0.016
3.767

0.107
0.110
0.028
0.033

1.114

1.093

1.085
1.078
0.423

0.451
0.451
0.424
0.435

1.161"
1.081"
1.167"

0.460"

Cr6+ 3p ~4$

~5s

~6$
~7s
~3d
~4d
~5d
~6d
~7d

3.1197

4.3551

4.9123
5.2127
2.2102
3.9670
4.7135
5.1061
5.3266

3.1094'
3.1102"
4.3756'
4.3758~
4.9457~

2.2464q "
3.9885~
4.7503"

0.326

0.086

0.030
0.017
3.401
0.267
0.237
0.082
0.054

1.027

1.007

0.999
0.993
0.420
0.432
0.440
0.416
0.416

1.072"
0.996"
1.077

0.433"
0.481"
0.513~

Mn + 3p ~4$
~5$
—+6$
~7s
~3d

3.7361
5.2478
5.9408
6.3176
2.4107

3 7294'"
5.2808'

2.4568q'~

0.345
0.091
0.033
0.018
3.096

0.954
0.935
0.927
0.923
0.411

0.926"

0.409"
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TABLE III. (Continued).

Transition energy
(a.u. ) Oscillator strength Quantum defect

Ion Transition
Present

calculation
Other
values

Present
calculation

Other
values

Present
calculation

Other
values

—+4d
~5d
~6d
~7d

4.6979
5.6796
6.1653
6.4507

0.437
0.125
0.115
0.073

0.412
0.388
0.396
0.395

'Reference [54].
Reference [44] (MCTDHF results).
*Reference [44] (TDHF results).

'Reference [55].
Reference [16].

'Reference [11].
'G. H. Copley and D. M. Camm, J. Quantum Spectrosc. Radiat. Transfer 14, 889 (1974).
sValue quoted in Ref. [16].
"E.L. Lewis, Proc. Phys. Soc. London 92, 817 (1967).
'D. N. Stacy and J. M. Voghan, Phys. Lett. 11, 105 (1964).
"Reference [60].
"Reference [59].
'Reference [21].

Reference [22].
"N. Aymer, S. Feneuille, and M. Klapisch, Nucl. Instrum. Methods 90, 137 (1970).
'Experiinental values quoted in Ref. [22].
Reference [24].

qReference [4].
'Reference [20] (multiconfiguration results).
'Reference [20] (single-configuration results).
'Reference [25] (multiconfiguration results).
"Reference [25] (single-configuration results).
"Reference [23] (semiempirical results in intermediate coupling scheme).
"Computed from experimental energy levels.
"Reference [63].
'Reference [56].
'M. Ayamer and M. G. Schweighofer, Physica 67, 585 (1973).

than 4s. This should be so from a hydrogenic model
which is observed for higher isoelectronic members and is
corroborated by experimental observations [55]. The
behavior of the oscillator strength along the isoelectronic
sequence is very interesting. For a given ion usually the
oscillator strength diminishes as we go to higher princi-
pal quantum number for transitions of a given symmetry.
As a typical example we choose Ca + and in Fig. 1 we
plot the logarithm of the oscillator strength against the
principal quantum number for 3p ~ns and 3p ~nd tran-
sitions, respectively. The situation is, however, different
when we plot the oscillator strengths along the isoelect-
ronic sequence. In Fig. 2 we show such plots for the
3p~ns transitions along the isoelectronic sequence. For
the 3p~4s transition the oscillator strength shows a
hump at Sc + followed by smooth behavior on both sides.

From a close look in Table III we find that the 3p ~3d
oscillator strength is somewhat lower than 3p ~4s for Ar
but it is much larger in K and Ca +. At Sc, 4s and
3d levels are very close and there is an appreciable contri-

0.7
0.5

—0C,'

—2.0 I

5
n

FICx. 1. Logarithm of oscillator strengths against principal
quantum number n for the transitions 3p ~ns and 3p ~nd of
Ca +. o, for 3p ~ns (a) and, for 3p —+ nd transitions (b).
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FIG. 4. Quantum defect (6) plotted against principal quan-
tum number n for 3p ~ns transitions of Ca +.

-5.0
18 20 21 22

I

25

FIG. 2. Logarithm of oscillator strengths along the argon
isoelectronic sequence for the transitions 3p~ns (n =4, 5, 6,
and 7).

1.0

0-

4d

bution to the az(co) values from the 3d excitations pro-
ducing an enhancement of the 3p ~4s oscillator strength
and a corresponding reduction in the 3p —+3d oscillator
strength. For a proper description of the excited state in
this region one should take a linear combination of the s
and d functions. From Ti + onwards the 3d 1evel comes

first and there is again large oscillator strengths connect-
ed with it. In Fig. 3 such a plot is given for the 3p ~nd
excitations along the isoelectronic members. Sc + shows
a large dip for the d excitations followed by more or less
regular behavior. Again a substantial lowering of the
3p —+4d oscillator strength is observed for Ti + after
which the oscillator strength remains more or less con-
stant. These features are also connected with the relative
positions of nodes of the unperturbed and the perturbed
functions which affect the overlap for the transition ma-
trix element. All these features are not due to the choice
of our basis set as we have tried with different choices of
exponents of the basis functions keeping the number of
parameters fixed, all of which produce similar results.
Another possibility of this behavior may be due to the
collapse of d orbitals along this isoelectronic sequence
[61,62].

We have also calculated the effective quantum numbers
of the Rydberg states using the formula n*=Z,tr/&2E,
where c is the ionization potential of the orbital,
Z,z=Z —%+1, N being the number of electrons and Z
the nuclear charge. The quantum-defect values
A=n —n* are evaluated. These are compared with those
obtained from the spectroscopic values of Moore [54],
Bashkin and Stoner [55], and Sugar and Corliss [56] in

-'1 0.
t

7d 0.45

-2.0-

~ Oes

-3.0-

18 19 20
I

22 25 24 25 025

FIG. 3. Logarithm of oscillator strengths along the argon
isoelectronic sequence for the transitions 3p —+ nd (n =3, 4, 5, 6,
and 7).

FIG. 5. Quantum defect (b.) plotted against principal quan-
tum number n for 3p ~nd transitions of Ca +.
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Table III. The asymptotic limit of b, (n ~a) obtained by
Theodosieu, Inokuti, and Manson [63] are also listed for
comparison. Reasonable agreement is observed for the
entire sequence where data exist. The quantum defects 6
generally go on decreasing asymptotically along an
isoelectronic sequence for 3p ~ns transitions but the situ-
ation is just the opposite for the 3p~nd excitations.
Such a trend has been observed before [46]. In Figs. 4
and 5 we plotted the 5 values for Ca + for the transitions
3p ~ns and 3p ~nd, respectively. A similar trend, as
discussed, is observed.

We have also obtained an analytic representation of the
Rydberg orbitals by renormalizing the perturbed wave
functions at the pole positions. These functions are very
diffuse but show the proper number of nodes and asymp-
totic behavior. These may be used for collisional studies
[64]. We may point out that all the excited states of a
given symmetry for a given ion may not be well

represented by the same basis set. In such case a different
choice of exponents was made. This gives a more or less
identical value of polarizability but the functional
behavior is different. This is necessary for higher excita-
tions where the wave functions are extremely diffuse. In
our calculation we obtained 3s —+4p internal excitations
from some of the ions Ti to Mn +, where the excita-
tion energies fall within our region of study. These are
quite high-lying states. These are not listed because of
the present nature of our study and will be reported else-
where.

ACKNOWLEDGMENTS

The author P.K.M. is grateful to Universidade Federal
de Pernambuco for support. He is also thankful to CNPq
for providing him the necessary support to visit UFPE.

*Permanent address: Department of Spectroscopy, Indian
Association for the Cultivation of Science, Jadavpur, Cal-
cutta 700032, India.

[1]A. H. Gabriel and C. Jordan, Mon. Not. R. Astron. Soc.
145, 241 (1969).

[2] A. H. Gabriel and C. Jordan, Case Studies in Atomic Col-

lision Physics II (North-Holland, Amsterdam, 1972), p.
211.

[3] L. Goldberg, E. A. Muller, and L. H. Aller, Astrophys. J.
Suppl. 5, 1 (1960).

[4] U. Feldman, B. S. Frenkel, and S. Hoory, Astrophys. J.
142, 719 (1965).

[5] B. C. Fawcett and R. W. Hayes, Mon. Not. R. Astron.
Soc. 170, 185 (1975).

[6] G. A. Doschek, J. F. Meekins, and R. D. Cowan, Solar
Phys. 28, 125 (1973).

[7] B. E. Patchett, K. Norman, A. H. Gabriel, and J. L.
Culhane, Space Sci. Rev. 29, 431 (1981).

[8] D. E. Shemanski, Astrophys. J. 236, 1043 (1980).
[9]J. R. Fuhr, B.J. Miller, and G. A. Martin, Bibliography on

Atomic Transition Probabilities, Natl. Bur. Stand. (U.S.)
Spec. Publ. No. 505 (GPO, Washington, D.C., 1978).

[10]B. J. Miller, J. R. Fuhr, and CJ. A Martin, Bibliography on

Atomic Transition Probabilities, Natl. Bur. Stand. (U.S.)
Spec. Publ. No. 505 (GPO, Washington, D.C., 1980).

[11]G. P. Li, T. Takyanagi, K. Walkia, H. Suzuki, T. Aziro, S.
Yagi, S. S. Kano, and H. Takuma, Phys. Rev. A 38, 1240
(1988).

[12] Q. Zhu, J. M. Bridges, Y. Hahn, and W. L. Wiese, Phys.
Rev. A 40, 3721 (1989).

[13]W. L. Wiese, J. W. Brandt, K. Donzman, V. Helbig, and
M. Kock, Phys. Rev. A 39, 2461 (1989).

[14] D. W. Jones and W. L. Wiese, Phys. Rev. A 39, 110 (1989).
[15]T. D. Hahn and W. L. Wiese, Phys. Rev. A 42, 5747

(1990).
[16]S. Tsurubuchi, K. Watanabe, and T. Arikawa, J. Phys.

Soc. Jpn. 59, 497 (1990).
[17]P. Baessler and M. Kock, J. Phys. B 13, 1351 (1980).
[18] K. Mori, W. L. Wiese, T. Shirai, Y. Nakai, K. Ozawa, and

T. Kato, At. Data Nucl. Data Tables 34, 79 (1986).
[19]R. Albat, N. Gruen, and B. Wilson, J. Phys. B 8, L82

(1975).
[20] P. F. Gruzdev and A. V. Loginov, Opt. Spektrosk. 38, 411

(1975) [Opt. Spectrosc. (USSR) 38, 234 (1975)]; 39, 817
(1975) [39, 464 (1975)].

[21] C. M. Lee, Phys. Rev. A 10, 584 (1974).
[22] C. M. Lee and K. T. Lu, Phys. Rev. A 8, 1241 (1973).
[23] A. V. Loginov and P. F. Gruzdev, Opt. Spektrosk. 61, 663

(1986) [Opt. Spectrosc. (USSR) 61, 417 (1986)].
[24] K. L. Baluja, J. Phys. B 19, L551 (1986).
[25] A. V. Loginov and P. F. Gruzdev, Opt. Spektrosk. 35, 994

(1973) [Opt. Spectrosc. (USSR) 35, 578 (1973)].
[26] J. Lahiri and A. Mukherji, Phys. Rev. 155, 24 (1967).
[27] E. A. Reinsch and W. Meyer, Phys. Rev. A 14, 915 (1976).
[28] G. S. Soloveva, P. F. Gruzdev, and A. I. Sherstyuk, Opt.

Spektrosk. 57, 776 (1984) [Opt. Spectrosc. (USSR) 57, 473
(1985)].

[29] V. F. Bratsev and N. V. Khodyreva, Opt. Spektrosk. 54,
925 (1983) [Opt. Spectrosc. (USSR) 54, 551 (1983)].

[30] G. Maraulis and D. M. Bishop, J. Phys. B 18, 4675 (1985).
[31]I. Cernusac, G. H. F. Diercksen, and A. J. Sadlej, Chem.

Phys. Lett. 128, 18 (1986).
[32] R. P. McEachran, A. D. Stauffer, and S. Greita, J. Phys. B

I2, 3119 (1979).
[33] M. B.Doran, J. Phys. B 7, 558 (1974).
[34] R. R. Teachout and R. T. Pack, At. Data Nucl. Data

Tables 3, 195 (1971).
[35] A. Kumar and W. J. Meath. Can. J. Chem. 63, 1616

(1985).
[36] K. T. Bose and R. H. Coley, J. Chem. Phys. 52, 140 (1970).
[37] P. Vogel, Nucl. Instrum. Methods 110, 241 (1973).
[38] S. H. Patil, J. Chem. Phys. 83, 5764 (1985).
[39] S. H. Patil, J. Phys. B 22, 2051 (1989).
[40] W. R. Johnson, D. Kolb, and K. N. Huang, At. Data

Nucl. Data Tables 28, 333 (1983).
[41] A. D. Buckingham and C. Graham, Proc. R. Soc. London

Ser. A 336, 275 (1974).
[42] R. C. Burns, C. Graham, and A. R. M. Weller, Mol. Phys.

59, 41 (1986).
[43] U. Hohm and K. Kerl, Mol. Phys. 69, 803 (1990); 69, 819

(1990).
[44] N. K. Rahman, A. Rizzo, and D. L. Yeager, Chem. Phys.



48 DYNAMIC POLARIZABILITIES AND RYDBERG STATES OF. . . 2695

Lett. 166, 565 (1990).
[45] B. Kundu, D. Ray, and P. K. Mukherjee, Phys. Rev. A 34,

62 (1986).
[46] B. Kundu and P. K. Mukherjee, Phys. Rev. A 35, 980

(1987).
[47] D. Ray and P. K. Mukherjee, J. Phys. B 22, 2103 (1989).
[48] P. K. Mukherjee and K. Ohno, Phys. Rev. A 40, 1753

(1989).
[49] T. C. Caves and M. Karplus, J. Chem. Phys. 50, 3649

(1969).
[50] C. W. McCurdy, T. Rescigno, D L.. Yeager, and V.

McKoy, in Methods of Electronic Structure Theory, edited
by H. F. Schaefer III (Plenum, New York, 1977), p. 339.

[51]J. Oddershede, Adv. Quantum Chem. 11, 275 (1978).
[52] E. Clementi and C. Roetti, At. Data Nucl. Data Tables 14,

177 (1974).
[53] P. K. Mukherjee, K. Ohtsuki, and K. Ohno, Theor. Chim.

Acta 74, 1 (1988).
[54] C. E. Moore, Atomic Energy Levels, Natl Bu.r. Stand.

(U.S.) Circ. No. 467 (GPO, %'ashington, D.C., 1947), Vols.
1 and 2.

[55] S. Bashkin and J. O. Stoner, Jr., Atomic Energy Levels and
Grottrian Diagrams (North-Holland, Amsterdam, 1978),
Vol. 2.

[56] J. Sugar and C. Corliss, J. Phys. Chem. Ref. Data Suppl. 2
14, 26 (1985).

[57] U. Fano and J. W. Cooper, Rev. Mod. Phys. 40, 441
(1968).

[58] H. P. Roy, A. Gupta, and P. K. Mukherjee, Int. J. Quan-
tum Chem. 9, 75 (1975).

[59] R. F. Stewart, Mol. Phys. 30, 745 (1975).
[60] G. M. Lawrence, Phys. Rev. 175, 40 (1968).
[61]D. C. Grif5n and K. L. Andrew, Phys. Rev. 177, 62 (1969).
[62] J. E. Hansen, J. Phys. B 5, 1083 (1972).
[63] C. E. Theodosieu, M. Inokuti, and S. T. Manson, At. Data

Nucl. Data Tables 35, 473 (1986).
[64] K. P. Sarkar, M. Basu, and A. S. Ghosh, J. Phys. B 21,

1649 (1988).


