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Measurement of the positronium 1 S, —2 S t interval by continuous-wave two-photon excitation
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Positronium is the quasistable bound system consisting of an electron and its antiparticle, the positron.
Its energy levels can be explained to a high degree of accuracy by the electromagnetic interaction,
affording an ideal test of the quantum electrodynamic (QED) theory of bound systems. We have mea-
sured the 1 'S& —2 'S, interval in positronium by Doppler-free two-photon spectroscopy to be
1233607216.4+3.2 MHz. We employ continous-wave (cw) excitation to eliminate the problems in-
herent with pulsed laser measurements of nonlinear transitions. Positronium (Ps) atoms generated in
vacuum are excited to the 2S state using cw laser light built up to 2.5 kW circulating power in a resonant
Fabry-Perot cavity. The excited-state atoms are photoionized using a pulsed laser at 532 nm, and the li-
berated positrons counted as the cw laser is tuned relative to a reference line in tellurium (Te2) molecular
vapor. The fit of a detailed theoretical model to the measured line shape determines the Ps resonance
frequency relative to the Te2 reference line. The Monte Carlo model includes details of the excitation
and detection geometry, the Ps velocity distribution, and the dynamic Stark shift, and gives excellent
agreement with the measured line shapes. The quoted 2.6 parts per billion (ppb) uncertainty is dominat-
ed by the measurement of the Ps line center relative to the Te2 reference line, with a 1.0-ppb contribution
from a recent calibration of our Te2 cell relative to the hydrogen 1S-2S transition frequency. The mea-
surement is in excellent agreement with theory and sufficiently accurate to provide a test of the as-yet-
uncalculated a R „QEDcorrection. Our measurement tests the a R „QEDcontributions to the energy
of the 1 S& and 2 S& states to 3.5 parts in 10'.

PACS number(s): 36.10.Dr, 12.20.Fv, 32.80.Fb

I. INTRODUCTION

Positronium (Ps) is a quasistable atom composed of an
electron and its antiparticle, the positron. It is one of a
family of leptonic hydrogenlike systems that includes
muonium (p+e ), and tauonium (r+e ). Ps is also one
of a family of more exotic particle-antiparticle systems
such as "muium" (p+p ), and "protonium, " a proton-
antiproton bound state whose Lyman and Balmer series
has recently been observed in the x-ray region [1]. Of
these, only Ps, muonium, and tauonium have energy lev-
els accessible to laser excitation, and only Ps and muoni-
um have been produced in sufhcient quantity to do laser
spectroscopy [2,3].

%'hereas hydrogen is composed of an electron and
three quarks interacting through the strong, weak, and
electromagnetic forces, Ps is composed simply of two lep-
tons. A nearly complete description of Ps is possible with
the electroweak interaction, and to high accuracy by the
electromagnetic interaction alone, affording an ideal test
of quantum electrodynamics. The simplicity of the posi-
tronium atom itself does not have its equal in the theoret-
ical framework within which it is described. In a nonre-

lativistic system, the interaction of two equal-mass parti-
cles can be reduced to a one-body problem in a center-of-
mass frame through a simple Galilean transform. The
Hamiltonian is then written using the reduced mass of
the particles. The Ps atom, however, is relativistic at the
level of El/2m, c =10, where El=6.8 eV is the Ps
binding energy, and cannot be reduced in a simple way to
a one-body problem.

In contrast, although H also has relativistic correc-
tions, the large proton-to-electron mass ratio allows one
to calculate the fine structure to first order with the Dirac
equation, by considering the electron in a fixed Coulomb
potential. Nonrelativistic reduced-mass corrections are
included as a modification of the value of the Rydberg
constant, and relativistic reduced mass, or relativistic
"nuclear recoil, "corrections may subsequently be applied
as perturbations to the Dirac energy levels. In Ps, how-
ever, the Dirac equation fails completely, and even to first
order one must resort to a relativistic two-particle equa-
tion to obtain the fine structure. Bethe and Salpeter [4]
and Schwinger [5] developed the basic field-theoretic
equation describing the relativistic two-body problem;
unfortunately the Bethe-Salpeter equation has no exact
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solutions, even in lowest order.
A two-body formalism applicable to positronium and

muonium has more recently been introduced by Lepage
and Caswell [6] and Remiddi and Barbieri [7]. They have
succeeded in transforming the Bethe-Salpeter equation to
an equivalent one-body Dirac equation, resulting in
analytical solutions to lowest order. The higher-order
solutions to this transformed equation are essentially
nonperturbative. Although they involve integrals, called
kernels, that can be expressed in terms of Feynman dia-
grams, the fine-structure constant a does not enter the
wave functions and propagators in a perturbative way as
it does for other precision calculations such as the mag-
netic moment of the electron. Despite this difficulty,
theorists are still able to use small parameters such as a
to develop expressions of decreasing magnitude for
succeeding corrections. The nonperturbative character
of the expansion is revealed by the appearance of loga-
rithmic factors, resulting in an expansion such as R
R a, R alna, R a, R alna, R a, . . . , where
the Rydberg constant is R =a mc/2h. This approach
allows a rough estimate to be made of the magnitude of
the neglected terms, and therefore of the accuracy of the
calculation. Unfortunately, there is no reliable means of

estimating the size of the coefficient associated with an
uncalculated term.

The particle-antiparticle nature of positroniurn has a
clear impact on the difficulty of the calculations at each
order of the calculation. The R a calculation in H has
a contribution from only two Feynman diagrams, as com-
pared to ten for Ps, seven of which are due to virtual an-
nihilations. However, two-photon virtual annihilation
terms do not contribute to the energy of the Ps triplet
states by C-parity conservation. Multiphoton virtual an-
nihilation first appears in the R a correction for the
triplet states. The calculation of R a correction in-

volves hundreds of Feynman graphs and is clearly
difficult, but this must be offset by the fact that positroni-
um is the only experimentally accessible system in which
self-annihilation terms may be tested by precision rnea-

surernents. Because the positron and electron have equal
masses, Ps is also the most sensitive system in which to
test the quantum-electrodynamic (QED) relativistic two-

body formalism.
Currently, the coefficients for the terms in the expan-

sion given above have been calculated for the triplet
states through R a lna. The expansion for the n S&
states has the following form:

E(n s, )

h

1 c(R )+2 c(R a ) ——— — c(R a lna)1 2 111 1 6 1

2n n 64 n 2 4m n

+ c(R a ) . +in(2/n)+ + g k+ln2 —',pinko(—n) ——
3

c(R a"lna),1 1 14 7 n 1 I6 1 1

4m n 3 15 2n 6 n

where lnko(n) are the Bethe logarithms [8]. The first
term in Eq. (1) is simply the result of the nonrelativistic
Schrodinger equation, using the Ps reduced mass as dis-
cussed earlier. The R a term was calculated by Ferrell
[9]. The R a lna and R „aterms were calculated to-
gether for the n =2 levels by Fulton and Martin [10]and
later generalized by Fulton to the n =1 levels with the er-
roneous assumption of a 1/n scaling law for this term
[11],as noted and corrected by several authors [12,13].
Finally, identical results have been reported for the
R a lna correction by Fell [14] and Khriplovich, Mil-
stein, and Yelkhovsky [15]. Table I shows the frequency

contribution of each of these terms to the 1 S& and 2 S&
levels, and to the 1S-2S transition. Work is in progress to
calculate the R a correction, which will have a contri-
bution of cR a =9.6 MHz if the coefficient is unity.

Positronium decay rates have been a subject of much
recent theoretical and experimental interest as a test of
QED calculations [16]. As a matter-antimatter system,
positronium is subject to annihilation into two or more y
photons. Large differences between the lifetimes of the
singlet and triplet series result from conservation of
charge-conjugation (C) symmetry, which implies that the

TABLE I. QED corrections to 1 S, and 23S, levels and 1 S, —2 S, transition frequency, in MHz.

Order

R
R a
R„alne+R „a
R„alna

Av(1 S& )

—1 644 920 980.6
89 419.2

1733.1
7.6

Av(2 'Sl )

—411 230 245. 1

7413.6
231.7

1.0

Av(2 Si —1 Si )

1 233 690 735.41
—82 005.59

—1501.44
—6.69

Total —1 644 829 820.6 —411 222 598.9 1 233 607 221.7
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singlet states decay into an even number of y rays, while
the triplet states decay into an odd number of y rays.
Each additional photon involved in a decay process de-
creases the likelihood of the decay by a factor of order a.
Since conservation of energy and momentum forbids the
decay of Ps into one y, the triplet states decay primarily
into three photons and the singlet states decay into two
photons. Singlet decay into four photons has recently
been observed [17].

The most accurate measurement of the triplet ground-
state lifetime, to the level of 230 ppm, has recently been
made by Nico et al. [18]. QED corrections to the Ps
triplet ground-state decay rate, calculated with the
Lepage formalism to order a lna [19,20], are currently in
disagreement with experiment by six standard deviations
of the experimental result. QED and exotic non-QED ex-
planations have been proposed for the discrepancy. It
has been argued [18], however, that the discrepancy will
be accounted for by an unusually large coefficient for the
next higher-order a QED correction. The measurement
of the 1 SI

—2 SI interval we report here will test radia-
tive corrections at the same order as those appearing in
the a QED lifetime correction, providing a point of con-
tact between the lifetime and energy-level measurements.
For a review of advances in precision experiment and
theory see Refs. [16]and [13].

The technique of Doppler-free two-photon spectrosco-
py was proposed by Vasilenko, Chebotayev, and Shishaev
[21], by which an atom may be excited by two photons
from an initial state to a final state with the same parity,
for example from the 1S state to the 2S state of a hydro-
genlike atom. The use of counter-propagating laser
beams, although not necessary for two-photon excitation,
affords two distinct advantages. When a moving atom
absorbs one photon from each of the two beams, the two
photons, as seen in the rest frame of the atom, have
Doppler shifts that are the same in magnitude, but of op-
posite sign. To first order in velocity the sum of the fre-
quencies of the two photons is the same in all moving
frames, and there is no Doppler broadening. The absorp-
tion of two photons of the same k vector may occur with
linearly polarized excitation beams and will excite a very
small fraction of the atoms with a Doppler-broadened
profile. The second advantage of the two-photon transi-
tion is that when the laser frequency is near the atomic
resonance frequency, a/I atoms within the laser volume
will be excited, an essential feature with the low Ps pro-
duction rates available.

The selection rules for the two-photon transition have
been discussed in detail by Cagnac, Grynberg, and Bira-
ben [22]. Applied to the 1S-2S transition, the transition
selection rule is that AJ=0 and AMJ=O. Basically, be-
cause the intermediate P states are far from resonance,
the spin structure (fine and hyperfine) is only relevant to
the transition probability at the —10 level and the im-
portant paths for 1S-2S excitation are indistinguishable
from those of an atom made of spinless particles. The
consequence is that only transitions between identical MJ
levels are allowed, and all have equal oscillator strengths.
A second consequence is that 1S-2S excitation by o.+o.+

circularly polarized beams of the same angular momen-

turn, such as one finds in an ordinary build-up cavity
driven by circularly polarized light, violates conservation
of angular momentum and is highly suppressed. The ex-
citation beams must be either linear polarized, or circu-
larly polarized in such a way that photons in the
counter-propagating beams have opposite angular-
momentum vectors (o+o. ). The cr+cr configuration
requires that a quarter-wave plate be used in conjunction
with each retroreAection, and is presently incompatible
with cw excitation in a low-loss build-up cavity.

The 142-ns lifetime of the 1 SI state and the 1.1-ps
lifetime of the 2 S, state combine to yield a 1.26-MHz
natural linewidth for the 1 SI —2 SI transition, or one
part in 10, making this transition ideal for precision
spectroscopy. It is unfortunately difficult to achieve this
resolution in the measured line shape. The small mass of
the Ps atom results in mean thermal velocities of 10
cm/s at 600 K, the second-order Doppler shifts due to
relativistic time dilation, given by

vd=(U /2c )b,v(1 S, -2 S, ),

corresponding to tens of MHz.
Chu and Mills used the two-photon Doppler-free tran-

sition to observe the 1 S,—2 S, transition in Ps [23] with
a resolution of 1 ppm. Chu, Mills, and Hall [2] then mea-
sured this transition to be 1 233 607 185+15 MHz.
Roughly half of the 12 ppb error estimate was due to the
determination of the positronium line center relative to
their secondary frequency standard, a line in tellurium
vapor. The remainder of the error estimate was attribut-
ed to the calibration of the tellurium standard to the deu-
terium 2SI&2-4P3/2 Balmer line. The 1S-2S measurement
in Ref. [2] was found to be in good agreement with the
R „aQED corrections [11],the two differing by 13+15
MHz.

However, a subsequent recalibration of the Ps refer-
ence line in Te2 by Mclntyre and Hansch [24] corrected
the Ps transition frequency to the red by 42 MHz to
1 233 607 142.9+10.7 MHz, a value 56.4+10.7 MHz
smaller than Fulton's theoretical value [11]. Then an er-
ror was discovered in the sign of the pulsed laser frequen-
cy offset in the measurement of Chu, Mills, and Hall [2]
and published later by Danzmann, Fee, and Chu [31],
with the latest (prior to the present measurement) value
of the transition frequency of 1 233 607 218.9+10.7
MHz, 16.6+10.7 MHz above the corrected theoretical
value. Finally, Fell's R a lna QED corrections once
again eliminated discrepancy between theory and experi-
ment. There remained, however, the clear need for fur-
ther advances in the measurement and theory of the 1S-
2S interval in positronium.

Because of the large intermediate state detuning of the
1S-2S two-photon transition, high intensities are required
to drive the transition, so precision measurements in hy-
drogen [25] and positronium [2] have been made using
narrow-band pulsed lasers produced by amplifying a cw
"seed" laser with a series of traveling-wave amplifiers.
Pulsed lasers are usually characterized in terms of their
temporal and spectral intensity profiles. Any frequency
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Auctuations appear as a spectral broadening of the laser
output, which may be expressed by the degree to which
the linewidth of the laser exceeds the lower limit dictated
by the Fourier transform of its pulse envelope. Apart
from picosecond and femtosecond lasers, where the
pulses can actually be very close to the Fourier-transform
limit, most pulsed lasers fall short of achieving the
minimum uncertainty in AvAt. The process of amplify-
ing a pulsed laser inherently involves rapid changes in the
gain. By the Kramers-Kronig relations, the index of re-
fraction of the amplifying medium is rapidly modulated,
resulting in fluctuations of the laser frequency within a
single pulse. Measurements of the spectral broadening
from the induced frequency modulation do not tell us the
instantaneous frequency (the time derivative of the in-
stantaneous phase of the complex amplitude} of the pulse.
Knowledge of the time evolution of the phase is essential
to thoroughly predict or interpret the results of several
types of experiments, particularly the spectroscopy of
nonlinear transitions. This limitation was recognized and
discussed by Wieman and Hansch [26], and was the prin-
cipal uncertainty in their measurement of the hydrogen
1SLamb shift.

In general, one would not attempt to make a precision
measurement with a pulsed laser as it appears at the out-
put of the amplifier, for exactly the reasons outlined
above. In the pulsed measurements of H and Ps, the laser
light was filtered in a Fabry-Perot interferometer before
being used to excite the atoms, the assumption being that
the filtered light had sufficiently small frequency chirps as
to be neglected. In general, this assumption is incorrect
as has been shown by an experimental measurement of
the instantaneous frequency behavior of an excimer-
pumped dye-laser system [27] (the same one used in the
muonium measurement [3]). The output of the laser
amplifier was filtered in a Fabry-Perot interferometer and
mixed at a detector with a frequency-shifted sample of
the cw seed light, and the resulting beat note measured.
The instantaneous frequency behavior was then extracted
from the beat signal using Fourier-transform techniques.
We find that pronounced frequency chirps are possible
even after the filtering process. The effect of such fre-
quency chirps on the resulting two-photon line shape was
modeled, indicating that laser frequency chirps contribut-
ed roughly +2 MHz uncertainty to the measurement of
Ref. [2] of the 1S-2S interval in positronium.

By directly measuring the phase behavior of traveling-
wave pulsed amplifiers, precision pulsed measurements of
nonlinear transitions to the level of 1 MHz may be possi-
ble. However, several factors led us to abandon this ap-
proach in favor of a continuous-wave measurement. The
possibility of an intense, cryogenic (50 K) positronium
source [28] raised the cw excitation rate (proportional to
1/Q to an acceptable level. Additionally, the availability
of ultralow-loss laser mirrors at 486 nm [29] prompted us
to construct the required apparatus to frequency stabilize
our Coherent 699 dye laser to the kilohertz wide reso-
nance of an ultrahigh-finesse cavity [30], eventually al-
lowing us the generate more than 2.5 kW cw circulating
laser power.

Using the result our recent calibration of the frequency

of the tellurium reference line of 616803 544.4(6) MHz,
we obtain a result for the 1 S]—2 S& interval in posi-
tronium of 1233607216.4+3.2 MHz. We are in agree-
ment with the most recent R a lna QED corrections
[14,15] yielding a theoretical value for the 1S-2S interval
of 1 233 607221.7+O(10) MHz. Our measured value is
2.5 MHz lower than the corrected value of the Chu-
Mills-Hall [2] measurement [31], and represents a factor
of 3.3 improvement in the accuracy.

The precision of the measurement reported in this pa-
per is sufficient to test the as-yet-uncalculated R „u
QED corrections to both the excited and ground states,
which is on the order of 10 MHz. The uncertainty of our
measurement corresponds to 3.5X10 of the a R„
QED contribution to the 1 S, —2 S& interval. Our ex-
perimental result also represents a factor-of-3 improve-
ment in the constraint on the positron-electron mass ratio
[32], and is a factor of 50 more stringent than a recent
constraint based on the electron-positron cyclotron fre-
quency ratio [33],assuming equal charges.

II. EXPERIMENT

A schematic overview of the experimental apparatus is
shown in Fig. 1. Positrons generated at the beam dump
of a free-electron laser are collected in an electromagnetic
bottle and bunched into a 25-ns pulse at the positronium
source [34]. Ps atoms are then generated in vacuum at
the atomically clean surface of a pure aluminum crystal
[(111) plane]. Approximately 30% [35] of the incident
positrons are thermally desorbed from the 576-K surface
as positronium atoms with a beam-Maxwellian velocity
distribution (Sec. II A). A cw laser beam built up to a cir-
culating power of 2.5 kW by a resonant Fabry-Perot cavi-
ty is placed 1.5 mm in front of the Al target to excite the
1S-2S transition. After a variable time delay between 50
and 200 ns during which the Ps atoms drift ballistically
through the cw excitation beam, excited-state atoms are
photoionized a few millimeters from the target using
a neodymium-doped yttrium-aluminum-garnet (YAG}
pulsed laser. The e+ photoionization fragments are ac-
celerated out of the laser interaction region with an -2
V/cm electric field, through a constant potential drift
tube, to a channel electron multiplier array (CEMA).
Detected positrons are counted as the laser is tuned rela-
tive to the Ps line center. We discuss details of the laser
excitation and detection geometry in Sec. II B.

The majority of the cw laser power is delivered to the
build-up cavity in a small bandwidth using a frequency-
modulation locking scheme [36]. The laser is locked to
the cavity resonance by rapidly correcting the laser fre-
quency with an intracavity phase modulator inside the
ring dye laser. Details of the build-up cavity and locking
scheme are discussed in Secs. II C and II D, respectively.
As discussed in Sec. II E, the tuning of the cw dye laser
and build-up cavity is generated as a radiofrequency
offset to ensure the accuracy and linearity of the frequen-
cy scan. A small fraction (25 mW) of the cw laser power
is frequency offset using rf-driven acousto-optic modula-
tors. The frequency-shifted light is sent to a frequency-
modulated saturated absorption spectrometer [37,38]
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FICx. 1. Schematic overview of the complete experiment.
The positron source is located at the beam dump of a microtron
accelerator. The positrons are moderated to 1 eV energies and
trapped in a magnetic bottle. A parabolic accelerator bunches
the trapped positrons to a 25-ns pulse onto an Al single crystal,
where thermal Ps atoms are generated in vacuum. The Ps
source is located inside a cw laser build-up cavity with a finesse
of 10' and circulating power of 2.5 kW. The Ps atoms that pass
through the cw 486-nm laser beam are excited to the 2S state
and subsequently photoionized by a 532-nm pulsed Nd:YAG
laser. The e+ photoionization fragments are collected at a
single-particle detector and counted as a function of cw laser
frequency.

which yields a dispersive-shaped line suitable as an error
signal for a frequency lock. The servo loop is closed by
connecting the frequency-modulation (FM) spectrometer
output to the input of the voltage-controlled rf oscillator
(VCO). The acousto-optic modulators (AOM's) are thus
tuned so that the frequency-shifted light is locked to the
center of the Te2 resonance. Simply by counting the rf
frequency of the VCO, we know the cw dye-laser frequen-
cy accurately relative to the Te2 reference line. The
piezoelectric elements of the build-up cavity are tuned to
achieve the desired laser frequency.

A small fraction of the laser power (10 mW) is used for
simultaneous saturation spectroscopy [39,40] of a recent-
ly calibrated reference line in tellurium Inolecular vapor
(Tez). We use the e3 component of Ref. [24], which has a
frequency approximately 65 MHz below the Ps 1S-2S

transition frequency. Details of the tellurium reference
and our calibration of the e3 line relative to the hydrogen
1S-ZS transition are contained in Sec. II F.

A. Positronium source

A vacuum source of Ps begins with energetic positrons,
which in the previous experiment were provided by P+
emitting Co. The disadvantage of such a source is that
it is inherently continuous, and therefore requires long
storage times to produce a pulsed e+ beam. Recent ad-
vances in high intensity, accelerator based, pulsed posi-
tron sources has provided up to 10 positrons per second
[41]. In our measurement, we used the beam dump of the
AT8cT Bell Laboratories free-electron-laser facility as a
source of energetic positrons. The apparatus is discussed
in detail by Mills et al. in Ref. [34]. Electrons are ac-
celerated in a microtron accelerator to 20 MeV in 16-ps
pulses at a 30-Hz repetition rate, greatly reducing the re-
quired storage time. The peak and average electron
currents were 40 mA and 20 pA, respectively. The rela-
tivistic electrons impinge on a 3.8-mm-thick sintered
tungsten target to produce energetic positrons in a
shower of bremsstrahlung and pair-production processes.

The relativistic positrons so produced are not directly
useful for positronium production. They must first be
slowed and then transported to a region away from the
intense radiation at the beam dump. The relativistic pos-
itrons impinge on a moderator, typically a metal crystal
of tungsten [42—44]. Upon implantation into the metal,
the positrons quickly thermalize with the electrons and
can diffuse over a distance of about 1000 A back to the
surface. The positrons see a dipole potential at the sur-
face of the metal, due to the electron wave functions ex-
tending past the lattice of metal ions, that tends to expel
them from the surface. As the positrons leave the metal,
they are accelerated normal to the surface to a few eV ki-
netic energy. Yields of up to 0.2%%uo have been measured
with a radioactive source and a well-annealed tungsten
moderator [44].

In our measurement, the positrons are moderated by a
9-mm-diam, 6-mm-thick W(110) single crystal placed 1

mm from the tungsten target. The crystal was prepared
by heating to 2000 K in situ to anneal out defects which
trap diffusing slow positrons, and must be reannealed
every few hours of operation due to radiation damage.
The slow positron efficiency is 4X10 positrons per 20
MeV electron. A 150-G magnetic field guides the posi-
trons through tungsten shielding blocks and a brick and
lead wall required to protect the experimental area from
the intense radiation at the target.

The relatively long pulse of slow positrons is trapped in
a magnetic bottle and bunched into a short pulse using a
parabolic potential accelerator [23,45]. The positrons are
trapped after passing through the pinched magnetic field
at the entrance to the magnetic bottle by a transverse rf
electric field tuned to the positron cyclotron-resonance
frequency of 430 MHz. The slow positrons then pass into
a 2-m-long accelerator tube consisting of a series of 100
stainless-steel rings connected to a resistor network.
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During the bottle phase of the cycle, the rings are held at
ground potential, and one of the rings near the far end of
the accelerator tube is held at + 15 V to electrostatically
reAect the incident positrons. The rejected positrons
pass again through the 430-MHz transverse electric field,
and are rejected by the pinched magnetic field due to
their large transverse energy. After the 16-JMs slow posi-
tron pulse, the bottle has been loaded, and the end of the
accelerator tube nearest the rf plates is pulsed to a poten-
tial of 2500 V in 10 ns. The resistor network is designed
such that the accelerator tube then acquires a parabolic
potential, and all of the bottled positrons reach the bot-
tom of the potential in one-quarter of a harmonic period.
The positrons are thus bunched into 25-ns pulses at 30
Hz, each containing —5 X 10 slow positrons. The
efficiency of the bottle and buncher is 63%.

The production of thermal positronium atoms from a
slow e+ beam is an essential aspect of many precision
measurements in Ps, and the process has been considered
in detail both theoretically and experimentally [44]. As
for positron moderation, positrons implanted in a metal
with several keV of energy will thermalize with the elec-
trons and begin to diffuse in the metal. If the metal is a
single crystal with few defects, the positrons have a large
diffusion length before they annihilate, and most of the
positrons diffuse to the surface where they experience the
surface dipole layer. Once the positron leaves the sur-
face, its image creates a potential attracting it back to the
surface of the metal. The positron may either fall into
the potential well by the creation of a phonon or
electron-hole pair, or it may simply leave the surface as a
remoderated, or "reemitted" positron. The e+ that falls
into the potential may either annihilate or be ejected
from its surface state by thermal Auctuations, with a high
probability of carrying off an electron as a ground-state
Ps atom [46].

Mills and Pfeiffer have made measurements of the ve-
locity distribution normal to the surface [35], and found
good agreement with a beam-Maxwellian distribution.
Using detailed balance, an interesting conclusion can be
drawn from this distribution: the reAection coefficient for
thermal Ps impinging on the metal surface from outside
is independent of velocity [35,47 —49].

In our experiment, the bunched positrons are guided
by the axial magnetic field to a clean, 99.999% pure
Al(111) sample where they are implanted with 1 —2-keV
kinetic energy to an average depth of —10 A. On a time
scale less than the —160-ps lifetime of positrons in the
metal, and much less than the bunched e+ pulse width,
an implanted positron diffuses back to the surface of the
crystal. We use a single-crystal Al target since the
diffusion length is —1000 A, orders of magnitude larger
than in polycrystalline Al. The (111) face of Al was
chosen because of its positive positron affinity, reducing
the number of reemitted positrons. Even so, about 10%
of incident positrons are ejected from the surface with 0.1

eV energies prior to thermalizing in the metal. About
30%%uo leave the surface as thermal positronium with a
beam Maxwellian velocity distribution. Prior to taking
data, we ion bombarded the Al target for 1 h, then an-
nealed at 615 C for 10 min to eliminate dislocations that

trap the thermalized positrons in the metal. The target
was then raised into the focus of an Auger spectrometer
for diagnosis of surface contamination. The Al crystal
was found to have typically less than 0.1% of a mono-
layer of sulfur, 1.5% of a monolayer of carbon, and 1%
of a monolayer of oxygen. For 15 experimental runs, we
kept the sample at 303+5 'C to thermally desorb the
surface-state positrons as free thermal Ps in vacuum
[2,48].

For seven experimental runs, we cooled the sample to
235+5 C following ion bombardment and annealing. At
the lower temperature, thermal adsorption is greatly
enhanced over that from the clean crystal by the addition
of roughly 0.25 monolayers of 0 to the surface. There-
fore, we leaked oxygen gas into the vacuum can at
5 X 10 Torr for 5 min. In this case, about 10% of the
incident positrons have been reported to leave the surface
as thermal positronium with a beam Maxwellian velocity
distribution [28]. However, during the seven experimen-
tal runs done at 235 C, we saw no evidence of thermal
positronium by 1S-2S two-photon excitation, despite an
initially clean surface according to the Auger spectrum.
The oxygenation procedure was similar to that of Ref.
[28] with the exception that we monitored the Ps three-
photon ionization signal using a 30-mJ, pulsed 486-nm
laser beam during the process. Scattered light from the
pulsed beams could easily have resulted in 1 —100
photons/A on the Al surface. One explanation for the
lack of thermal Ps is that photolysis of chemical bonds
between physisorbed oxygen and the Al surface destroys
the desired surface state in much the same way that heat-
ing the target after the oxygenation procedure does.

B. Excitation and detection geometry

Some fraction of positronium atoms desorbed from the
Al sample pass through the cw excitation beam placed in
front of the target and are excited to the 2S state. The
technique of detecting these few excited-state atoms per
second has undergone several refinements since the origi-
nal measurement of the 1S-2S interval in Ps [2]. The re-
sult is a reduction in noise by a factor of roughly 10 per
incident e+ over the previous measurement, with a com-
parable signal positron collection efficiency. We observed
a background count rate as low as one count per minute
(10 incident positrons), yielding a maximum signal-to-
noise ratio of 60 to 1.

In the previous measurement, the 2S positronium
atoms excited by the counter-propagating 486-nm pulsed
light were detected by subsequent photoionization in the
same 486-nm beams. However, at the low intensities
available for cw excitation, the photoionization of the 2S
state is no longer saturated, making resonant three-
photon ionization an inefficient method to detect the
excited-state atoms. In addition, because of the velocity
spread of the Ps atoms, with cw three-photon ionization
there would be no clear time window which the signal
could be detected. For these reasons, we have decided to
use a separate high-intensity laser pulse at 532 nm, the
second harmonic of a Nd: YAG (yttrium aluminum gar-
net) laser to photoionize the excite-state atoms. The laser
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pulse is passed several times through the volume contain-
ing the excited-state atoms. As shown in Fig. 2, the pho-
toionization region is to the left of the cw beam, approxi-
mately 6 mm wide and 10 mm deep (into the figure). The
geometry of the photoionization region will be discussed
in more detail in Sec. III A. We calculate that the 30-mJ,
7-ns pulses result in —50% ionization probability for
excited-state Ps.

The excitation and collection geometry has also been
modified from the previous 1S-2S measurement. In that
experiment, as in the one we report here, an axial mag-
netic field was used to simplify the positron optics. In the
previous experiment, the laser excitation region was
placed directly in front of the positronium source. Col-
lection of the photoionized signal positrons from the exci-
tation region was accomplished by EXB deflection of the
signal positrons to the side of the target, where they were
accelerated axially to a time-resolved channel-electron-
multiplier-array (CEMA) detector. Subsequent EXB
plates were required to energy resolve the reemitted posi-
trons to prevent them from both contaminating the signal
and saturating the CEMA.

However, with the small number of excited-state Ps
produced with cw excitation, the reemitted positrons
represent an overwhelming background; there are rough-
ly 10 reemitted positrons for each photoionized signal
positron. Despite exhaustive e6'orts to isolate signal posi-
trons from reemitted positrons using pulsed grids, energy
resolution, and CEMA time resolution, the cw excitation
signal was several orders of magnitude below the noise.

The new excitation and collection geometry we finally
adopted, shown in Fig. 2, includes several features. First,
to eliminate the problem with the reemitted positrons,
the Ps-laser interaction volume is now split into two
separate regions. The upper region contains the incom-
ing positron beam and the Al(111) crystal. Electrically
neutral Ps atoms cross magnetic-field lines, through the
cw excitation beam, and into the lower region where pho-
toionization of the excited-state Ps and collection of the
liberated positrons occurs. The advantage of this ar-
rangement is that signal positrons are collected only from
the region below the target, while the reemitted positrons
are trapped along magnetic-field lines and are blocked
from reaching the detector by the target.

The initially circular, 10-mm-diam incident positron
beam is skimmed to produce a Hat bottom edge with a
10—90%%uo width of 1.5 mm. This edge is lined up with the
flat bottom of the 1-cm Al(111) target, maximizing the
Aux of incident positrons at the bottom of the target,
while allowing less than 10 of the incident positrons to
hit the CEMA. As shown in Fig. 2, the TEMOO mode of
the 486-nn build-up cavity is directed along the bottom
edge of the target, 1.5 mm from the target surface. Any
atom passing through the center of the 486-nm beam will
subsequently pass through the photoionization region
below and to the left (in the figure) of the target. After
the excited-state atom has been photoionized, the liberat-
ed positrons are accelerated to the CEMA by an -2-
V/cm axial electric field into a 1-m-long equipotential
drift tube to the CEMA, where they are counted. The
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FIG. 2. Positronium source and laser interaction region. The circular, pulsed positron beam enters from the left, guided by a 150-
G axial magnetic field. The bottom 4 of the positron beam is blocked by the input skimmer and the flat edge of the beam is aligned
with the lower edge of the Al(111) target. Over 10% of the 2X10 incident positrons are thermally ejected from the Al target as
ground-state (1 S& ) positronium atoms. Some of these atoms pass through a 2.5-kW cw laser beam formed inside a Fabry-Perot reso-
nator with a finesse of 10', and are excited via Doppler-free two-photon absorption to the 2 S& state. Excited-state atoms cross
magnetic-field lines to a region below and to the left of the positronium source, where they are photoionized by a pulsed laser at 532
nm. The two spots on the retroreflecting mirror are due to multiple passes of the 532-nm beam. Approximately one e photoioniza-
tion fragment per laser pulse is accelerated by an -2-V/cm electric field along the magnetic-field lines, below the Al target, below a
second skimmer, and through a drift tube to a channel electron multiplier array (CEMA} detector. Roughly 400 ns after the photo-
ionization laser fires, the signal positron reaches the detector in a 50-ns time window. The two skimmers work in combination to
reduce the number of background positrons reaching the CEMA.
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drift tube delays the arrival of the signal positrons rela-
tive to the higher-energy background positrons. The dc
electric field is generated by highly transparent grids
(95% transmission) attached to the quartz support rods
of the Fabry-Perot build-up cavity. The input and output
grids are positioned 1.5 cm in front, and 1 cm behind the
Al target, respectively. The potential of the input grid,
Al target, and output grid were adjusted to maximize the
size of the collected photoionized signal, and minimize
the background positrons arriving coincidentally with the
signal positrons at the CEMA, and typically had poten-
tials of 24.5, 20, and 4 V, respectively, with respect to the
drift tube.

We discovered at this point that much of the remaining
background was due to positrons, possibly scattered from
the input grid into high-transverse-energy orbits, appear-
ing directly behind and to the sides of the target. The ad-
dition of a second skimmer behind the target effectively
blocks these stray positrons. We also placed adjustable
vertical and horizontal apertures (not shown in Fig. 2)
immediately before the CEMA. However, the
effectiveness of the apertures at further reducing the
background count rate was not entirely clear. Figure 3(b)
shows a top view of the positronium spectrometer indi-

cating the placement of the drift tube, the CEMA, and its
apertures.

The alignment of the skimmers and apertures required
that we obtain a two-photon excitation signal using a
pulsed 486-nm laser source. We used an excimer
pumped, traveling-wave pulsed-dye amplifier as described
in Refs. [3,50). The injection seed beam is provided by a
coherent 699-21 actively stabilized cw ring dye laser. The
40-mJ pulses were directed between the YAG photoion-
ized beams and retroreAected from the YAG mirror in
the vacuum chamber. By positioning the 486-nm pulsed
beams directly in front of the target, resonant three-
photon ionization provided hundreds of counts per
second, a su%cient signal with which to quickly align the
apparatus.

The alignment procedure was as follows, with all skim-
mers and apertures initially in the fully open position:
First, we positioned the target with respect to the fixed
cw laser beam. Second magnetic trim coils allowed us to
steer the incident e+ beam so that the brightest (central)
part of the beam was centered horizontally, and posi-
tioned on the lower part of the Al target, passing roughly
one-third of the incident e+ below the target to the
CEMA. Third, the front skimmer (to the left in Fig. 2)
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was raised to block the transmitted incident positrons un-
til the observed three-photon ionization signal began to
fall. It was then lowered so that the ionization signal was
suppressed by less than 5%. Fourth, the rear skimmer
was lowered until the photoionization signal began to
fall, then raised so the photoionization signal was
suppressed by less than S%. The CEMA apertures were
opened with calibrated linear vacuum feedthroughs to
roughly l cm area. With the cw beam in the cavity (no
pulsed 486-nm beam), and using the YAG photoioniza-
tion beam, the target and grid voltages were fine-tuned to
maximize the signal to noise.

A plastic scintillator, shown in Fig. 3(a), registered the
25-ns burst of annihilation y rays from the target area.
In addition, we directed a portion of the YAG photoion-
ization laser beam at a small pinhole in the light-tight
scintillator housing. The output of the attached pho-
tomultiplier tube had two short pulses, a 25-ns pulse due
to the y rays followed by a 15-ns pulse from the 532-nm
laser pulse, allowing us to set the relative timing of Ps
production and excited-state photoionization with +5-ns
accuracy. The time spectrum of positrons arriving at the
CEMA was recorded for each positron pulse using a
LeCroy 9450 digital oscilloscope. The oscilloscope was

set in "sequence" acquisition mode, allowing the comput-
er to transfer the time spectra for 100 positron pulses at
the end of each 3.3-s interval.

C. Ultrahigh-finesse build-up cavity

The frequency stable source of 486-nm radiation for
driving the high-finesse build-up cavity is a Coherent
699-21 actively stabilized cw ring dye laser, shown in Fig.
4. Locking a dye laser to the 1.6-kHz linewidth of our
build-up cavity requires a high-bandwidth servo loop.
Following the approach in Ref. [30], we have modified
our laser by inserting an intracavity phase modulator
(Gsanger PM-25) in the dye-laser cavity. By modulating
the effective laser cavity length over a 300-Hz to 1-MHz
band, we can counteract rapid phase Auctuations caused
by the dye jet. The error signal is also summed into the
internal locking electronics of the 699-21 control box,
providing additional gain from dc to 1 kHz. The fre-
quency stability of the locked cw laser is approximately
100 Hz relative to the build-up cavity resonance.

The major fraction of the cw laser power is reserved
for driving the build-up cavity. The piezoelectrically tun-
able cavity is inside the experimental vacuum chamber,
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mode of the cavity and is locked to the 2-kHz linewidth of the cavity using the rf sideband locking technique. A temperature-
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as shown in Fig. 3(b), and has a near-confocal geometry,
with 1-m radius of curvature mirrors and a length of 90
cm. The free spectral range is 160 MHz and the trans-
verse mode separation is 8 MHz. The relation between
the cavity parameters and the cavity finesse F is

2K
A+ A'+T+T' (2)

where 3 and A' are the absorption and scattering loss of
the input and output mirrors, respectively. T and T' are
the power transmission of the input and output mirrors,
respectively. Using the finesse, we define the cavity
reflection as the ratio of power reflected from the cavity
on-resonance to the incident power, in the TEMoo mode:

2

Po
=—'(A+ A'+T' —T) F

4 2m'
(3)

It is clear from Eq. (3) that there is an impedance match-
ing condition on the transmission T of the input mirror
given by T= 3 + A '+ T', for which the cavity reflection
is zero. Similarly, we define the cavity transmission as
the ratio of transmitted power on resonance to the in-
cident power:

P
TTi F

21TPo

2

(4)

Finally, we similarly define the build-up of the cavity as
the ratio of the circulating power to the incident power:

Pc
Po 2m.

2

(5)

One can see that the circulating power in the cavity can
be determined directly by measuring the transmitted laser
power and dividing by the transmission coefficient of the
output mirror T', independent of any other cavity param-
eters.

We obtained two sets of laser gyroscope quality mir-
rors. The first set have quartz substrates manufactured
by General Optics, Inc. , and TiO2 coatings produced by
Ojai Optics, Inc. of Ojai, CA. The Ojai mirrors have a
scattering and absorption loss of 20(5) ppm and a
transmission of 30(2) ppm. The second set of mirrors we
obtained have quartz substrates and Ta205 coatings, and
were manufactured entirely by Particle Measurement
Systems (PMS), Inc. of Boulder, CO. The PMS mirrors
have a scattering and absorption loss of roughly 15(5)
ppm at low laser power. One coating run yielded mirrors
with a transmission of 1.86(2) ppm and another yielded
mirrors with a transmission of 24(2) ppm. Because of
their superior scattering and absorption loss, we attempt-
ed to make our measurement with the PMS mirrors, us-
ing the 24-ppm mirror at the input and the 1.8-ppm
transmission mirror at the output of the cavity. The op-
tic axis of the cavity can be easily aligned by looking
through the cavity and adjusting the near mirror so that
in it the reflection of one's eye overlaps with the center of
the far mirror. The process is repeated for each mirror.

We measure the finesse of our build-up cavity by lock-
ing the laser to the TEMoo mode of the cavity and

acousto-optically gating the dye-laser off for several hun-
dred microseconds. We monitor the transmitted laser in-
tensity with a photodiode to record the exponential decay
of the transmitted light on a LeCroy 9450 digitizing oscil-
loscope. The photodiode is terminated into a 1-kQ resis-
tor, resulting in a time resolution of a few microseconds.
We determined that several successive 1/e times of the
decay were usually shorter at the higher intensity, but
were consistent within 10%. With the PMS mirrors, we
measured a cavity ring-down time of &=105 ps indicat-
ing total scattering and absorption losses of 34 ppm.
Fluorescence was observed from both mirror coatings at
the position of the laser beam, and over the course of the
10 min that the laser was locked to the cavity, the finesse
dropped by a factor of 2 to a ring-down time of ~= 50 ps
(70-ppm losses) and continued to decrease upon further
exposure to the high-intensity light. By moving the cavi-
ty axis to a new spot on the mirror and using a lower in-
tensity, we determined that the rate of increase in cavity
loss was nonlinear in intensity and not simply dose
dependent. Since the vacuum was typically better than
10 ' torr, it is unlikely that the absorption was caused
by contamination from the vacuum. We suspected the
input (24-ppm transmission) mirror as the source of trou-
ble, since it had been coated with only a very thin (50 nm)
Si02 cap layer to reduce scattering losses. Attempts to
anneal the damaged mirror at 150'C failed, as did an
effort by PMS, Inc. to repair the unused mirrors with an
additional coating of Si02.

We replaced the PMS input mirror with an Ojai mirror
that had been previously tested with circulating powers
of up to 1 kW. With this combination of mirrors, we
measured exponential 1/e decay times of longer than 100
ps, yielding a cavity resonance width of 1.6 kHz; the ra-
tio of the cavity free-spectral-range (FSR) of 160 MHz to
the measured resonance width gives a finesse of 10 .
With the corresponding build-up factor of 7.6X10, we
obtained circulating powers of up to 2.5 kW before
thermal effects distorted the TEMoo mode.

The mode size at the position of the target is wo =0.31
mm, giving a peak intensity of I=1.7 MW/cm . Unfor-
tunately, cavity losses still increased slowly, dropping the
circulating power from 2.5 to 1.25 kW in roughly 2 h.
No fluorescence was observed from the Ojai mirror. The
higher finesse could be recovered by tilting the output
mirror mount with the vacuum feedthrough screwdrivers
enough to move the optic axis of the cavity 1 —2 mm on
the input mirror and 0. 1 —0.2 mm on the output mirror.
Given the high circulating powers attainable, albeit tem-
porarily, we used this configuration for the measurement
presented here.

D. Build-uy cavity lock

The cw dye laser is locked to the 1.6-kHz-wide reso-
nance of the build-up cavity by the method of rf sideband
locking [36], in which FM sidebands are impressed upon
the carrier frequency of the incident laser beam at a spac-
ing much greater than the bandwidth of the cavity.
When tuned near resonance, the carrier is strongly ab-
sorbed by the cavity, while the sidebands are far from res-
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onance and are entirely reQected. In detecting amplitude
modulation (AM) in the light reAected from the cavity,
the sidebands serve as a reference to determine the phase
of the field in the resonant cavity. As with any oscillator,
the phase of the cavity field near resonance is a monoton-
ic function of the detuning of the driving field. On reso-
nance, the field in the cavity is opposite in phase with the
carrier rejected from the input mirror, resulting in no
AM at the detector. As the laser deviates from reso-
nance, the phase of the cavity field rotates to the new
phase given by the laser detuning, producing amplitude
modulation. An error signal is generated by demodulat-
ing the detected photocurrent in an rf mixer.

We briefly describe the particulars of our locking
scheme. As shown in Fig. 5, the cw beam incident on the
build-up cavity is passed through a telescope to match
the incident transverse-mode parameters to the TEMOO
mode of the cavity. The beam then passes through a spe-
cial Faraday-rotating optical isolator we have construct-
ed in collaboration with Optics for Research, Inc. The
usual isolator material used in the visible spectrum is
terbium-doped glass, which has a strong absorption near
the Ps resonance line, making this material unacceptable
for our application. Our isolator consists of an 8-mm rod
of Aint glass (Schott SF-57) inserted into a magnet assem-
bly providing a 10-kG linear magnetic field. Absorption
and deviation of the rotation angle from 45' result in an
insertion loss of &0.3 dB, while the isolation exceeds—30 dB.

The isolator is required for two reasons. The dye laser
must be isolated from the strong beam that is exactly

retroreAected from the supercavity. Also, the rf locking
scheme is extremely sensitive to interference caused by
reAections from lenses and other optics. For this reason,
the input and output mirrors are ground with a wedge of
3 and 0.5, respectively. Isolating the build-up cavity
from the mode-matching optics greatly reduces residual
amplitude modulation that can interfere with the stable
operation of the lock. An alternative technique, polariza-
tion isolation, requires that circularly polarized light be
incident on the cavity, and is not an acceptable solution
in our experiment since the counter-propagating photons
of the same angular momentum do not excite the 1S-2S
transition.

The beam then passes through a Gsanger PM-25 phase
modulator driven at 4.0 MHz for 10% total sideband
power. The relatively small modulation frequency is used
to ensure complete separation of the error signal of adja-
cent transverse modes and to increase the size of the
small error signal outside the central dispersive peak, im-
proving the long-term stability of the lock. Instability in
the laser lock was generally due to two sources: (i) sud-
den frequency disturbances in the dye laser caused by oc-
casional bubbles and dust in the laser dye, and (ii) con-
tamination of the error signal by residual AM. Since the
error signal is very small outside the central dispersive
peak, Auctuations in the error signal can prevent the laser
lock from recovering from a large excursion. Residual
AM of a nearly constant amplitude and phase is usually
produced by the frequency modulator and produces a
constant offset of the error signal that can be electronical-
ly corrected. AM introduced by interferences between
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FIG. 5. Rough schematic of the laser stabilization electronics used to lock the Coherent 699-21 ring-dye laser to the ultrahigh-
finesse build-up cavity. The modified Coherent 699-21 ring-dye laser contains an intracavity phase modulator to correct rapid phase
fluctuations. The laser output is passed through a Faraday isolator and a frequency modulator to impose FM sidebands at +4 MHz.
A sample of the incident and rejected beams from the cavity is detected on a differential detector. Detected amplitude modulation at
4 MHz is amplified and subsequently demodulated using an rf phase detector. The phase signal is amplified and fed back to the intra-
cavity phase modulator and, through the 699 control box, to the laser tuning elements.
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various optical elements introduces fluctuations in the er-
ror signal at acoustic frequencies between 10 Hz and 1

kHz. In both of these cases, spurious AM appears on the
incident as well as the reAected beam from the cavity.

A quartz plate near Brewster's angle is used to pick off
a small fraction of the incident and rejected beams at the
cavity input mirror to detect amplitude modulation. The
two reAections are focused onto a pair of photodiodes
connected in series to form a differential detector such
that AM common to both incident and rejected beams is
reduced by —10 dB in the differential current signal. The
rf photodiode signal is amplified by a Trontek ATC-50
low-noise amplifier (noise figure, N= 1. 1 dB), a variable
attenuator, and a second Trontek amplifier. Each of the
detected beams is passed through a polarizer to eliminate
AM due to birefringence in the frequency modulator.
With careful alignment of the frequency-modulator po-
larization axis, the residual AM at 4 MHz could be re-
duced so that Auctuations in the error signal were less
than 10%%uo of the off-resonance error signal.

The amplified rf signal is demodulated at 4.0 MHz us-
ing a MiniCircuits RPD-1 phase detector. The local os-
cillator used for demodulation is derived from the driving
field of the 4-MHz frequency modulator, and passed
through a home-built 360 continuously variable phase
shifter adjusted to maximize both the gain of the feed-
back loop and the laser power transmitted by the build-
up cavity.

The phase detector output is amplified (50X ) using a
Burr-Brown 3554 high-speed operational amplifier with a
unity gain bandwidth of 2 GHz, providing what we will
refer to as the error signal. Applied to one electrode of
the intracavity phase modulator, the error signal pro-
duces high-frequency gain from 10 kHz to the unity gain
frequency near 1 MHz. The sample error signal is fur-
ther amplified by a high-voltage operational amplifier (BB
3584) capable of +150 V voltage swings, and applied to
the other electrode of the phase modulator to provide
higher gain at intermediate frequencies from 300 Hz to
10 kHz. Finally, a portion of the error signal is filtered
with a 300-Hz cutoff and summed into test point TP2 of
the Coherent 699-21 "differential amplifier" (board 1A9)
to provide low-frequency gain using the intracavity Brew-
ster plate. The gain of each branch of the servo loop is
set as high as possible, while avoiding oscillation in the
closed loop error signal.

The dye laser is simultaneously locked to its commer-
cial reference cavity to facilitate recovery from occasional
dye-jet disturbances (i.e., dust, bubbles). By summing the
error signals from the 699 external reference cavity and
the supercavity electronics the 699 locking electronics
responds in such a way as to set the sum of these two er-
ror signals to zero. Thus, when the laser is locked to the
build-up cavity, the build-up cavity error signal will not
be zero, but will be offset from zero by a voltage propor-
tional to the frequency difference between the lock points
of the external reference cavity and the supercavity. The
offset can be used to tune the external reference cavity
frequency to coincide with the supercavity. We integrate
the cavity error signal (20-Hz bandwidth) and apply the
result to the external scan input of the 699 control box,

resulting in linear tuning of the external reference cavity
by the rotation of a Brewster's-angle galvo plate. The
reference cavity tuning is thus fed back to actively track
the tuning of the build-up cavity.

With proper care to eliminate residual AM in the in-
cident laser beam, we were typically able to lock the laser
continuously for more than an hour, sufticient for the
half-hour runs we made in the experiment. To further
test the quality of the laser lock, light transmitted by the
build-up cavity was heterodyned with an acousto-
optically frequency-shifted portion of the dye-laser out-
put, and the beat signal was recorded on a digitizing os-
cilloscope. A fast Fourier transform revealed a broad
noise pedestal centered under the carrier with a width of
800 kHz. Taking the ratio of the pedestal area to carrier
area in the plot of the spectral intensity of the beat note,
we found the fraction of power in the pedestal to be less
than 5%.

E. Radio-frequency ofFset

A fraction of the cw dye-laser output is separated from
the main beam and is tuned over a range of —100 to
+100 MHz relative to the dye laser using acousto-optic
modulators. The resulting beam is locked near the center
of the e3 reference line in Tez vapor by feedback to the
acousto-optic tuning elements. The frequency of the cw
dye laser relative to the reference line may then be mea-
sured as a rf frequency offset with a precision limited only
by the frequency stability of the laser. (We have deter-
mined the stability of our stabilized dye laser relative to
the Tez line center to be 200-kHz rms, measured with a
1-kHz bandwidth. ) Although this precision allows us to
generate a very linear frequency scan, the absolute fre-
quency accuracy of this measurement is limited by offsets
in the lock to the Tez line.

We now describe the scanning technique in more
detail. Using a half-wave plate and a polarizing beam-
splitter, 30 rnW of the cw laser output is directed into a
double-passed acousto-optic modulator (AOM), as shown
in the "rf offset" box of Fig. 4. All of our AOM's are
manufactured by Isomet, Inc. , Model 120C. A zero-
order quarter-wave plate in the output of the AOM is ro-
tated to produce circularly polarized output. A lens (fo-
cal length, 31 cm) placed one focal length from the AOM,
focuses the beam to a waist at a retroreAecting mirror,
where an aperture passes only the —1 order of the AOM
output. As the rf oscillator driving the AOM is tuned
about its center frequency (120 MHz), the —1 order out-
put of the AOM is deflected at different angles. Howev-
er, with this optical arrangement, the —1 order is always
exactly retroreAected onto itself at all tunings of the rf os-
cillator. The retroreAected beam passes again through
the quarter-wave plate, and through the AOM, with its
polarization 90' relative to incident beam. The —1 order
of this second pass is transmitted through the polarizing
beamsplitter with a net frequency offset of —2v& relative
to the cw dye laser. The resulting beam is sent through
another polarizing beamsplitter, and a second similar ar-
rangement in which the AOM (AOM no. 2) is oriented to
produce a +1-order diffraction. The retroreAected out-
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put beam from the second acousto-optic modulator is
reAected by the second polarizing beamsplitter with a fre-
quency offset of hv=2(v2 —v, ). Each AOM is indepen-
dently tunable from 95 to 145 MHz with voltage-
controlled rf oscillators (rf VCO). The laser power of the
final frequency-shifted beam decreases to 50% of max-
irnum at the ends of the tuning range.

The resulting beam, with a tuning range of —100 to
+100 MHz relative to the cw dye laser, is sent to a
frequency-modulated Tez saturated absorption spectrom-
eter [37,38]. The spectrometer pump beam is modulated
at 50 kHz using the —1 order of a 110-MHz AOM, re-
sulting in a +55-MHz shift in the frequency at which the
Te2 line is observed. For heterodyne detection, the probe
beam is phase modulated at 15 MHz with a modulation
depth of I = 1 using a home-built electro-optic modulator
and impedance matching electronics. The detector out-
put is demodulated in a MiniCircuits ZAD-1-1 rf mixer
using a fraction (+7 dBm) of the 15-MHz power. A
home-built 360' continuous phase shifter allows us to op-
timize the phase of the local oscillator input of the mixer.
The demodulated 50 kHz signal is detected with a lock-in
amplifier to obtain a dispersive line shape.

The probe beam has a small amount of residual ampli-
tude modulation produced by the two double-passed
AOM's. This AM was viewed on a rf spectrum analyzer
and found to be at the frequencies 2v„2v2,and 2v2 —2v, .
Under certain tuning conditions, 2v2 —2v, =15.00+0.05
MHz, in which case the residual AM is demodulated by
the rf mixer to 50 kHz and is detected by the lock-in
amplifier, resulting in large erroneous "blips" in the
dispersive line shape. The residual AM at 2v, and
2v2 2v& can be minimized by very careful alignment of
the quarter-wave plate in the first leg of the double-
passed AOM arrangement. The unwanted AM is addi-
tionally suppressed by splitting the probe beam into two
parallel beams of equal intensity, which are incident on a
differentially connected photodiode pair. Thus residual
AM present on the probe beam is suppressed in the pho-
todiode output. The pump beam overlaps with only one
of these probe beams, producing saturated absorption-
dependent AM in the output signal.

The dispersive Te2 signal is integrated to generate a
control voltage for the rf VCO of AOM no. 2. The out-
put of the double-passed AOM arrangement is thus con-
tinuously frequency locked to the Te2 line. We measure
the rf driving frequency of the two tuning AOM's with a
Phillips PM6665 frequency counter with a 100-ms count-
ing gate. The offset between the cw dye-laser frequency
and the Te2 line is precisely determined at all times.

Tuning of the build-up cavity, shown schematically in
Fig. 6, is effected as follows: the VCO control voltage for
AOM no. 2 is differentially summed with a command
voltage, the result is integrated, and followed by a high-
voltage amplifier to drive the piezoelectric tuning ele-
ments (PZT's) of the build-up cavity. The cavity is tuned
appropriately to force the VCO control voltage to equal
the command voltage. Based on a linear approximation
of the two VCO's, a computer calculates the command
voltage and the VCO voltage of the AOM no. 1 required
to achieve the desired frequency during a scan. Non-

linearities in the VCO responses result in an accuracy of
+1 MHz in the laser frequency offset. However, this is
unimportant since the computer subsequently reads the
frequency counters to record the true laser frequency
offset.

F. Metrology —the tellurium spectrometer

To make our measurements insensitive to potential
locking errors in the FM spectrometer, an independent
Te2 saturated absorption spectrometer [39,40] is used as
the reference in our measurement. The saturation beam
and the probe beam each had roughly 5(2)-mW laser
power and a 1.0(2)-mm diam (to I/e amplitude points).
The initially 10-mW probe beam was passed through a
50% beamsplitter to give an intensity reference beam
that was passed through the cell parallel to the probe
beam. The difference in intensity of the probe beam and
intensity reference beam was detected with a differential
diode pair. The saturation beam used in the reference
spectrometer is modulated using the —1 order of an
acousto-optic modulator driven at 110.0 MHz. The re-
sulting +55.0-MHz offset in the tellurium resonance fre-
quency causes the line to appear near the peak of the Ps
resonance during our experimental scans, in which both
the tellurium and Ps signals are recorded. Our reference
cell was purchased from Opthos Instruments within a
year before our Ps measurement, and is 10 cm in length,
compared to the 7.5-cm cell used in the McIntyre work
[5]. To characterize the cell, the pressure dependence of
the e3 line center of the reference cell was studied and
found to be —1.75+0.30 MHz/torr, in disagreement
with the —1.05+0.32 MHz/torr measured by McIntyre.
However, the erroneous cell temperature measurement
reported in that work accounts for the discrepancy.

The body and stem temperature of both Te2 cells were
separately heated in an oven. The oven design has
several important features. A copper block surrounding
the cell stem ensures a uniform temperature and an accu-
rate temperature reading. A quartz tube sleeve surround-
ing the cell body prevents contaminants from the heaters
from condensing on and clouding the cell windows. Fi-
nally, the anti reAection-coated oven windows eliminate
laser-beam Auctuations due to convection currents.

The thermocouples provide electronic feedback to sta-
bilize the temperature to +1'C. At a body and stem tem-
perature of 549(5) and 485(5) C, respectively, we mea-
sured the linear absorption on the Doppler-broadened
peak of the e3 line to be 30(3)%. When scaled to a 7.5-
cm cell this is equivalent to 24(2)%, the same as that re-
ported by McIntyre et al. for a temperature of 513(5) 'C.
Based on linear absorption measurements of a Doppler-
broadened line 9 GHz below the frequency of the b2 line,
Barwood et al. [52] also report a discrepancy in the
McIntyre temperature reading. They find that the
23(2)%%uo linear absorption reported by McIntyre for this
line is consistent with a stern temperature of 480'C, in

agreement with our temperature estimate.
Seven months after our positronium runs had ended,

the reference cell used in our Ps 1S-2S measurement was
brought to the laboratory of Professor Hansch at the
Max Planck Institut fiir Quantenoptik in Garching, Ger-
many, for calibration. The oven and cell were never
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disassembled and were at room temperature in the inter-
vening period. They were transported intact as used in
our Ps measurement. The temperature controller used in
our measurement was also brought to Munich and used
during the calibration.

We calibrated the cell relative to the hydrogen 1S-2S
(F=1 to 1) two-photon transition frequency which was
recently measured by the Hansch group to be
vH&2= 1 233 030 551.235(021) MHz [53]. They use a dye
laser at 486 nm, nearly identical to one described in this
paper, locked to a temperature stabilized, vibration iso-
lated, high-finesse reference cavity. The frequency of the
hydrogen 1S-2S transition is compared (over -6400
reference cavity modes) to the seventh harmonic of a
methane-stabilized helium-neon laser (He¹CH4), gen-
erated with a phase-locked frequency chain. The free
spectral range (FSR) of the reference cavity has been
determined to be vFs&=332383360.5+1.0 Hz using a
second dye laser passed through an 84-6Hz electro-optic

modulator. The HeNe-CH4 secondary standard was cali-
brated at the Physikalish-Techniche Bundesanstalt (PTB)
in Braunschweig by comparison with the Cs atomic clock
using the PTB frequency chain.

For the hydrogen measurement, a fraction of the dye-
laser output is double passed through the + 1 order of an
AOM, and mode matched into the TEMOO mode of the
reference cavity. When thus locked to the cavity, the
laser is tuned by varying the rf frequency of the AQM
driver, giving a scan range of 20 MHz. The majority of
the dye-laser output is frequency doubled using a beta-
barium-borate crystal in a resonant build-up cavity, and
the resulting 243-nm radiation is used to excite a 77-K
beam of hydrogen atoms to the 2S state. The excited-
state atoms are counted by field quenching and detection
of the emitted Lyman-a Auorescence.

We accomplished the calibration of the Te2 line as fol-
lows. We tuned the dye laser near the hydrogen reso-
nance as identified by the i2 component of Ref. [54] in
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FIG. 6. Three main feedback loops operate simultaneously to allow highly linear frequency scans over a 200-MHz range. Loop 2
locks the ring-dye-laser frequency to the 2-kHz linewidth of the build-up cavity. An rf sideband lock technique [36] provides a
roughly 1-MHz servo bandwidth to modulate an intracavity phase modulator in the ring-dye laser. The result is a 100-Hz stability of
the dye laser relative to the chosen build-up cavity resonance. Loop 8 locks the laser output of the acousto-optic modulator AOM
no. 2 to the correct frequency such that the output of the locking spectrometer is held at 0 V. The integrated spectrometer output is
used to control a radio-frequency (rP voltage-controlled oscillator (rf VCO no. 2), which drives AOM no. 2. %'hen the frequency-
shifted beam reaches the correct frequency, the spectrometer output voltage is zero, and the integrator holds the control voltage con-
stant. As the build-up cavity is piezoelectrically tuned, the dye-laser frequency follows due to lock A and the control voltage and
modulation frequency of AOM no. 2 follow due to lock B. Lock C controls the high voltage on the build-up cavity piezoelectric tun-
ing elements (PZT's) to force the control voltage VR» of rf VCO no. 2 to a preset value. The difference of VR» and a command volt-
age V„provides an error signal which is integrated, and amplified sufficiently to drive the PZT s, forcing the error signal to zero.
The frequency of the cavity resonance is then locked to the tellurium line with an offset determined by the command voltage V„
and a RMS stability of +0.2 MHz determined by the voltage-controlled oscillator and cavity vibrations. By varying the driving fre-
quency of AOM no. 1, the range of our frequency scan is extended by a factor of 2.
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Te2 vapor. The dye laser was then locked to an appropri-
ate resonance of the stable reference cavity so that the
hydrogen resonance appeared within the tuning range of
the AOM. The 40-kHz-wide hydrogen resonance was
recorded by computer as a function of the AOM frequen-
cy. The dye laser was then tuned near the e3 line in Te2
where the laser was again locked to a mode of the stable
reference cavity. The e3 line was then scanned several
times and recorded as a function of the AOM frequency.

Scans were made at several temperatures of the Te2 cell
stem, while holding the cell body temperature constant at
549(5) 'C. The linear absorption on the Doppler-
broadened peak was determined to be 50(5)% at a tem-
perature reading of 517(5)'C, in agreement with a value
previously measured for this cell at AT8cT Bell Labora-
tories. When we finished the measurements of the Te2
cell, 2.5 h had elapsed since our scan of the hydrogen
line, so we repeated that observation to find that the cavi-
ty had drifted only 30 kHz relative to half the hydrogen
transition frequency. Since the e3 positronium reference
line sits on the side of a smaller, much broader line, all of
the tellurium resonances were then fit to a model line
shape given as the sum of two Lorentzian peaks, with no
dispersively asymmetric term:

y2y=A +A, +A, (6)8+(f f i )
—1'2+(f f2)—

where A2/A, =0.12 is the measured amplitude ratio of
the smaller companion line to the e 3 line, and
f, f2 =175 M—Hz is the measured frequency separation
between the components. The width of the smaller com-
ponent was measured to be y2= 175 MHz. Any dc ofFsets
were accounted for by the coefficient Ao. Note that the
AOM is double passed, so a 1-MHz change in the AOM
frequency produces a 2-MHz change in the actual laser
frequency. All of the above quantities are expressed in
laser frequency, not AOM frequency. The unconstrained
fit parameters were Ao, A„y„andf, . The value of f,
for the same oven temperatures and laser power as that
used in the Ps measurement was 2v2=491. 22 MHz, cor-
responding to an AOM frequency of v2=245. 61 MHz.

The center of the hydrogen resonance was observed at
an AOM frequency of v&=155.47 MHz. The laser fre-
quency v,b, at the center of the observed e3 resonance is
therefore given by

vobs+ 2v2 2 vH/2+ 2v~ +868vFsR '

A previous calibration of the e3 line [51] allowed us to
determine that, for the hydrogen scan, the laser was
locked to a mode (M 1 ) 868 free spectral ranges lower in
frequency than mode M2 used for the tellurium scans.
The pump beam of the saturation spectrometer used in
this calibration was derived from the —1 order
difFraction of an AOM, used as a chopper for lock-in
detection. The AOM was driven by a frequency syn-
thesizer set at 120 MHz, producing a +60-MHz shift in
the laser frequency at which the resonance was observed.
The hydrogen 1S-2S transition frequency and the telluri-
um e3 line are shown relative to the modes of the stable
reference cavity in Fig. 7.
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FIG. 7. Schematic of the apparatus and the mode structure
of the stable reference cavity used in calibrating our tellurium
reference cell. The calibration was carried out in two steps.
First, the frequency vM& of a mode (M1) was measured as an
acousto-optic frequency offset relative to half of the hydrogen
1S-2S (I' =1:1) transition frequency. Similarly, the frequency
of the positronium reference line was determined relative to
another, nearby mode M2. Our knowledge of the free spectral
range (vFsR) to an accuracy of 1.0 Hz permitted the frequency
comparison over 868 cavity modes, less than 300 GHz.

Therefore, the frequency of the e3 line of our cell at a
stem temperature of 485 'C, was found to be
vT, =616 803 544.4+0.6 MHz. Contributions to the
quoted uncertainty are detailed in Table II. We measure
a —200-kHz change in the Te2 line center when the total
laser intensity of the pump and probe beams is increased
from 2.0 to 6.0 W/cm . We include this power shift in
our uncertainty estimate since the cw laser power was
varied over a comparable range during our Ps measure-
rnents. Our rrleasurement reproduces the tellurium vapor
pressure condition in the McIntyre work [51], which re-
ports a frequency for the e3 line of 616 803 545. 31+0.57
MHz, 0.9 MHz higher than our measurement of the fre-
quency of our cell. In addition, Barwood et al. [52], and
Gillaspy and Sansonetti [55] both report calibrations of
the e3 line that, after scaling to a cell pressure corre-
sponding to 485 'C, give nearly equal values of
616803545.5 MHz with uncertainties of 0.47 and 0.9
MHz, respectively.

All of the previous calibrations relied on inter-
ferometric comparisons of the 486-nm laser with the in-
ternationally accepted I2 stabilized HeNe visible frequen-
cy standard at 633 nm. Although the phase-shift prob-
lems inherent in interferometric frequency deterrnina-
tions are expected to be small ( (300 kHz), to our
knowledge ours is the first Te2 calibration based on direct
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TABLE II. Measurement uncertainties for tellurium cell calibration.

Source of uncertainty

Half of hydrogen 1S-2S transition frequency
Computer fit (systematic error)
Measurement repeatability
Linear absorption reproducibility

from Ps measurement
Laser power shift
Pressure shift reproducibility

Standard deviation (MHz)

0.01
0.1

0.1

0.1

0.2
0.5

Total 0.6
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FIG. 8. Time spectra both on and o6' the Ps resonance. The
background signal shown is averaged in ten bin intervals. The
excess counts due to photoionization of 2S positronium are
clearly visible between 530 and 575 ns.

frequency comparison, thus avoiding the phase-shift
problem entirely. The National Institute of Standards
and Technology (NIST) has recently lowered the frequen-
cy [56] of the I2 standard by 100 kHz to bring it into line
with the cesium standard, thus reducing the discrepancy
between our calibration and the McIntyre calibration to
roughly 0.75 MHz, comparable to the peak cell-to-cell
variation reported by Barwood et a/. with a sample size
of four cells.

It is possible that the frequency of our cell changed be-
tween the Ps measurements and our calibration due to air
leakage through microcracks in the quartz tubing. How-
ever, the linewidth of the e3 line measured at the time of
the Ps measurement and at the time of the calibration
were 14.0(5) and 14.5(5) MHz, respectively, both in agree-
ment with the McIntyre result of 14.0(5) MHz. In addi-
tion, over the two days on which we calibrated the cell, it
was kept at 500'C, and there was no discernible change
in the linewidth or line center of the e3 line during that
time. Since the pressure shift is roughly the same or less
than the pressure broadening for most possible contam-
inants [56], we take the uncertainty in the pressure shift
to be equal to the difFerence between the linewidth mea-
sured at the time of the Ps measurement and our Te2 ca'i-
bration. The result of our calibration is therefore entered
in Table II with an uncertainty of +0.6 MHz.

G. Experimental procedure

%'e took 15 resonances at an Al target temperature of
576 K and 7 resonances at a target temperature of 235 K.
The laser frequency was scanned in 5-MHz steps for 3.3-s
intervals (100 e pulses). The intensity of the incident
positron beam was monitored by a NaI scintillator and a
photomultiplier tube to observe the burst of y radiation
produced by annihilation of the incident positrons at the
Al target. The NaI pulses were stretched by a sample-
and-hold and integrated over the 3.3-s interval (100
pulses) via a voltage-to-frequency converter and a
counter that was subsequently read by computer. The
transmitted laser power through the build-up cavity was
continuously monitored by photodiode and recorded by
the computer at each 3.3-s interval. We calibrated the
recorded voltage to reAect an absolute power in the
build-up cavity as follows: The transmission of the out-
put mirror was measured to be (1.86+0.02) ppm using a
recently calibrated HP 8153 A lightwave multimeter with
an HP 81520 power meter head, which is specified to be
calibrated to o.= 1.3% accuracy at 486 nm with a lineari-
ty of o. =0.05 dB over the range of +10 to —80 dBm.
The response of the photodiode and associated optics to
the laser power transmitted by the build-up cavity was
also measured over the range of —10 to +10 dBm and
found to be linear to within the 3% rms statistical error
of the measurements. The measured conversion factor of
photodiode reading to build-up cavity power is 761.5+20
w jv.

At the end of each 3.3-s frequency interval, a sequence
of 100 time spectra were down-loaded from the LeCroy
oscilloscope to the computer. Figure 8 shows the time
spectra both on and off the Ps resonance, with the excess
counts due to photoionization of 2S positronium clearly
visible between 530 and 575 ns.

In Fig. 9 we show the results of a sequence of repeated
laser-frequency sweeps, each scanning from —100 to
+ 100 MHz in 5-MHz intervals, and each taking roughly
3.5 min. The top trace shows the number of counts
detected in the time interval between 530 and 575 ns of
the time spectrum shown in Fig. 8. Each resonance in
the top trace of Fig. 9 shows the cumulative number of
counts including all the earlier scans shown. The middle
trace shows the Te2 reference line acquired simultaneous-

ly with the Ps resonance. The lower trace shows the
average positron beam strength measured during the
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positronium velocity distribution, laser beam power, and
beam diameter, coupled with detailed modeling of the
line shape, places constraints on the determination of the
positronium line center not possible with simple extrapo-
lation.

We have therefore developed a Monte Carlo model of
our experimental geometry allowing us to integrate the
excitation and photoionization probabilities for a large
number of positronium trajectories chosen randomly
from an initial beam-Maxwellian distribution at the tem-
perature of the Al sample. For each classical atomic tra-
jectory, the model line shape is determined, including the
ac Stark effect and the photoionization and annihilation
rates, and the resulting transition probabilities are
summed to obtain a model of the observed resonances.

10 30 A. Positronium trajectories

Time ( min )

FIG. 9. The results of a sequence of repeated laser frequency
sweeps, each scanning from —100 to +100 MHz in 5-MHz in-

tervals, and each taking roughly 3.5 min. The top trace shows

the number of counts detected in the 45-ns interval of the time

spectrum shown in Fig. 8. Each resonance in the top trace
shows the cumulative number of counts including all the earlier
scans shown. The middle trace shows the tellurium line e3 ac-
quired simultaneously with the positronium resonance. The
lower trace shows the positron beam strength measured during
each 3.3-s frequency step.

3.3-s frequency step. Scans were taken at several time de-
lays of the photoionization pulse and at several settings of
the build-up cavity power, allowing us to understand and
eliminate the systematic effects in determining the posi-
tronium 1S-2S line center relative to the Te2 reference
line. The major systematic effects are (i) the second-order
Doppler shift due to the motion of the Ps atom in the
laser reference frame, and (ii) the ac Stark effect due to
the nearly saturating cw laser beam. For the majority of
the data taken, both systematic corrections are less than
20 MHz.

III. MODEL LINE-SHAPE CALCULATION

There are a number of strategies one may adopt in
determining the positronium line center from the mea-
sured resonances. One may simply fit the experimental
resonances to some simple model function and extrapo-
late the frequencies of the resonance peaks to zero laser
power and zero Ps kinetic energy. This was the strategy
used in the previous positronium 1S-2S measurement [2],
where the resonance line was modeled as a Lorentzian
function. The significant asymmetry of the resonances
we report here, resulting from the dynamics of the non-
linear transition I27] and from the second-order Doppler
shift, indicate that more information is contained in the
data than may be extracted using such a simple model.
Additionally, the complicated dependence of the reso-
nance peaks on the laser beam power and the YACi pulse
delay make extrapolating to the true line center unreli-
able. An understanding of the experimental geometry,

The positronium velocities are assumed to have a beam
Maxwellian profile based on measurements by Mills et aI.
[49]. The velocity distributions perpendicular and paral-
lel to the target surface are given by

2
Bn vg

Bvg 2

v2
II

O.
2

vg
=2XO expa

Bn =21VO —exp

where a =2k~T/Mp„k~ is Boltzmann's constant, T is

the temperature of the Al target, and Mp, is the mass of
the Ps atom. The distributions in Eq. (8) are consistent
with a Knudsen's law distribution in the polar angle from
the normal to the surface (z axis). The choice of variables
used allows for easy integration to obtain an appropriate-
ly distributed ensemble of velocities in terms of a uniform
deviate (6): v, = —aln6. The third dimension of the
atomic trajectory, the azimuthal angle, is chosen with a
uniform distribution.

In our model the source positions of the ensemble of
trajectories are uniformly distributed in a 10X 6-mm rec-
tangular area on the surface of the Al target (x-y plane)
with the long axis along the cw laser beam. The start
time of the trajectory is chosen with a triangular distribu-
tion with a full width at half maximum (FWHM) of 25 ns

to account for the nonzero temporal width of the incident
positron beam. A trajectory is thus determined by a set
of six random numbers. Unfortunately, most commercial
random number generators have sequential correlations.
We use a generator of uniform deviates that is free of
such correlations [57].

The cw excitation beam is assumed to be parallel to the
plane of the Ps source, and of a constant radius calculat-
ed to be w =0.31(1) mm at the position of the target 25
cm from the cavity waist. The YACC pulse is sent
through the photoionization region in eight passes, where
pairs of passes are nearly overlapped spatially and tem-
porally. There are effectively four passes with a 6-ns de-

lay; the model photoionization region is thus sampled
four times at 6-ns intervals. In aligning the apparatus, we

attempted to position the 6-mm-diam YACC beams as
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close to the target as possible, while avoiding visible clip-
ping of the retroreAected beams. We estimate that the
effective edge of the photoionization region was between
1 and 2 mm from the target, with a 68% confidence inter-
val. The YAG beam has an elliptical shape on each of its
four passes through the photoionization region producing
four cylindrical regions (of elliptical cross section) of pho-
toionization. The major diameter (b) of the first pass of
the YAG beam was measured from the spot of scattered
light on the fold mirror to be 6.0+0.5 mm. The minor
diameter (a) was constrained to be less than 6.5(5) mm by
the spacing of the fold mirrors. The spots of light on the
YAG retrorefIecting mirror were clearly visible on the
monitor screen of a video camera used to align the YAG
beams, and a trace of their position and approximate
shape was made on the screen. The minor diameters of
the three subsequent passes were measured to be 1.19,
1.19, and 1.38 times that of the first pass. The ellipticity
(b la) of the four passes of the YAG beam was also mea-
sured using the camera to be 1.2, 1.3, 1.3, and 1.4 with an
uncertainty of +0.2 for each.

A sample of 10 trajectories is generated, and for each
trajectory that is within the model photoionization region
at the time of the YAG pulse, several parameters re-
quired for calculating the atomic line shapes are deter-
mined: (i) the distance of closest approach of the trajec-
tory to the excitation beam yields the peak intensity seen
by the atom relative to peak laser beam intensity, (ii) the
Gaussian pulse width of the excitation field as seen by the
moving atom, (iii) the second-order Doppler shift experi-
enced by the atom due to relativistic time dilation, and

(iv) the time required for the atom to reach the point of
closest approach to the cw laser beam, allowing us to ac-
count for decay of the positronium ground state during
the atomic trajectory.

A histogram of trajectories using these four line-shape
parameters was generated at each of five YAG delay
times: 50, 80, 120, 160, and 200 ns. As can be seen in
Fig. 10, the last three parameters, (b) pulse width, (c)
second-order Doppler shift, and (d) the time spent in the
ground state, are all correlated with the YAG timing and
thus with the speed of the atom. It is therefore necessary
to generate a three-dimensional histogram with one of
these parameters along each axis. A representative range
of each parameter is chosen and divided into evenly
spaced bins. For the laser pulse width the interval was
0—25 ns divided into 100 bins, second-order Doppler shift
the interval was 0—500 MHz divided into 100 bins, and
for the time to closest approach, the interval was 0—250
ns divided into 25 bins. To generate the histogram, the
bin corresponding to the triplet of correlated parameters
is incremented by 1.

The distance of closest approach of the atom to the cw
laser beam center is independent of atomic speed, as
demonstrated in Fig. 10(a), showing the histogram of the
peak intensity parameter at a YAG delay of 50 and 200
ns. This lack of correlation with speed allows us to in-
tegrate this parameter separately, resulting in much fas-
ter calculations.

Aside from a shift in the center of the atomic reso-
nance by the second-order Doppler shift, the shape of the
resonance associated with each atomic trajectory is deter-
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FIG. 10. Histograms of the four parameters
required for the model line-shape calculations.
(a) Peak intensity (relative to the intensity at
beam center) seen by an ensemble of 10 atoms
for a photoionization (YAG) pulse delay of 50
and 200 ns. The distributions are clearly in-
dependent of the delay and, thus, the posi-
tronium velocity. The lack of correlation be-
tween velocity and peak intensity allows us to
include a smaller sample of atoms to achieve
the same model line-shape statistics,
significantly speeding up the calculation. (b)
The distribution of second-order Doppler
shifts of the same ensemble of 10 atoms at
various YAG delays. Note that as the YAG
delay becomes longer, the distribution be-
cornes narrower as expected. (c) The distribu-
tion of effective excitation pulse widths as the
atoms pass through the cw laser beam. The
pulse widths become longer at longer delays.
(d) The distribution in the time required for
the atom to travel from the source to the cw
laser beam is used to include the effects of
ground-state decay on the net excitation and
detection probability.
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mined solely by the peak intensity and the pulse width.
The "travel time" of the ground-state atom determines
only the probability that an atom will annihilate before
reaching the excitation beam. For each pairwise com-
bination of the peak intensity parameter and the pulse-
width parameter, the two-photon line shape is calculated
as detailed below, in 5-MHz intervals, generating a two-
dimensional table of line shapes.

B. Atomic amplitude equations

V= eaod —E(r, t), (9)

where E(r, t ) is the total classical electric field at the posi-
tion of the atom, and —eaod is the electric-dipole opera-
tor. We write the total electric field as the sum of two
counter-propagating fields with complex vector ampli-

To generate the lookup table of line shapes, we solve
numerically the equations for the interaction picture
atomic amplitude coefFicients. These were obtained from
the results of a conventional second-order, semiclassical
calculation of the two-photon transition, as discussed in
detail by Beausoleil [58]. We present here only a brief
summary of those results. In the electric-dipole approxi-
mation the interaction Hamiltonian is

tudes E&(r, t ) and Ez(r, t), and a common carrier frequen-
cy (~).

E(r, t ) = —,'E, ( r, t)exp( i—cot )

+ —,'E2(r, t )exp(

idiot

—)+c.c.

In the interaction representation, the equations for the
atomic probability amplitudes for the excited state, C, (t),
and for the ground state Cb(t), may be written containing
no optical frequencies:

C, = idaho—, (t)C, ——V,b(t)exp( iQ—t)C„,

Cb = —i bcob(t)Cb ——Vb, (t)exp( —i Qt )C, ,

where the detuning in the full interval is
A=co, b

—2co+coD. We make the following definitions:
co,b =co, —

co& is the angular frequency difference between
the Bohr frequencies of state ~a ) and state ~b ), co is the
angular frequency of the laser, and the second-order
Doppler shift is toD=co, b(u jc )/2. We also define the
radial matrix element between the state ~a ) and an inter-
mediate state ~n ) as d,„=(a ~d~n ). The complex energy
eigenvalue of the excited state in the presence of the field
is Ab, co, (t), where

I, eao
b,co, (t) = — +

2

2
~d,„[E*,(r, t)+Ez(r, t)]~ ~d,„.[E&(r,t) +E 2(r, t)]~+

CO~n +Ct) Ct7gn CO

(12)

with a similar expression for b, co (tb) The int. eraction potential may be written as

V,b(t)
fi

eao

2A

2
d,„[E(r, t ) +Ez(r, t ) ]d„b[E,(r, t ) +Ez(r, t ) ]

COb„+CO

With these equations in hand, it remains only to deter-
mine the electric field of the laser.

C. Laser field

We assume the following separable form for the field
amplitudes:

Ez(r, t)=g E(t)U (r)exp( —i. k .r), j=1,2, (14)

where g is a complex unit polarization vector, E.(t) is a
complex scalar with units of electric field, and U (r) is
the unitless complex spatial envelope of the laser field. If
E& and E2 are nearly counter-propagating waves, as in a
build-up cavity, an atom with a component of its velocity
collinear with the optical propagation axis will experi-
ence these fields with nearly opposite Doppler shifts.
Thus only the two terms in the interaction potential in-

volving products of E& and E2 will contribute to the
Doppler-free transition. We neglect the terms involving

the squares of E, (t) and E2(t) as these terms contribute
only to a Doppler-broadened line, which for thermal po-
sitroniurn is hundreds of gigahertz wide, and is thus of no
consequence in determining our experimental line shape.
The standing-wave nature of the laser beam does not ap-
pear in the interaction potential for the Doppler-free
two-photon transition; only the temporal and spatial en-
velope quantities remain.

The time dependence of the laser field as seen by the
atom is assumed to be due solely to the motion of the
atom through the laser beam, and will depend on the spa-
tial properties of the laser beam, which includes a trans-
verse and longitudinally varying intensity envelope, and
curved wave fronts. Because of the nondegeneracy of the
transverse modes in our build-up cavity, we are able to
excite primarily the TEMOO mode. To the extent that we
may neglect thermal distortion of the cavity mirrors, the
spatial dependence of the fields at the position of the
atom r(t)=(r, 8,z) is assumed to have the following form
in the cylindrical coordinates of the laser beam [59]. The
wave propagating in the +z direction is
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l8G
U, (r, O, z)= exp —ikz+i%'(z)

w(z)

and in the z direction is

r . kr
l

w2(z) 2R (z)
(15)

NG
U2(r, O, z) = exp +ikz i—'Il(z)

w(z)

r . kr+l
w ~(z) 2R (z)

(16)

1/2

w(z) =wo 1+
ZR

(17)

where these two fields have been written out explicitly to
clarify the signs of the various phase terms. In terms of
the Rayleigh range zz =two/iL, the beam radius as a
function of z is

sensitive only to local mismatch of the two laser waves,
not the global curvature associated with a focusing beam.
This agrees with the result found by inserting the given
fields into the two-photon shape formulated by Horde
[60].

The positronium source in our experiment was placed
25 cm from the beam waist of the build-up cavity to take
advantage of the slightly larger beam, reducing the
Gaussian, transit-time-broadened component of the line
shape. At this position, the wave-front radius of curva-
ture is 1.25 m, however we neglect this curvature by the
arguments given above. In addition, since the positroni-
um source covers roughly 1% of the confocal length of
the excitation beam, we neglect the variation of the beam
radius along the axis of the beam.

The sum of matrix elements shown in Eq. (13) has been
calculated for hydrogen by a number of authors [58,61].
For linearly polarized light, the interaction potential in
positronium used in our model is eight times that of hy-
drogen:

the wave-front radius of curvature is

2
ZR

R(z) =z+
Z

V,b(t) =37.3 cm /JXI(r) W/cm2,

(18) where

(22)

and the Guoy phase shift is

%(z)=tan
ZR

(19)

I(r) = E, (t)E2(t) U, (r) U2(r)
1

2~

2PG
exp

mw (z)
(23)

With the extremely good approximation that E1 is equal
to E2 in our high-finesse cavity, we verify that these fields
give the expected standing-wave intensity distribution:

I(r, &,z)
~ U, (r)+ U~(r)

~

2~o=4 exp
w (z)

2r
w (z)

r

Xcos kz 1+— —0'(z)2 1 r
2 z2+z2 (20)

The first term in the cos function results from the curva-
ture of the standing-wave fronts. The second term results
because larger transverse field derivatives near the beam
waist increase the phase velocity, and thus, the distance
between standing waves.

The two-photon interaction potential has the following
form for these fields:

V,b(t)
1 2

~ U&(r)U (r)=
2

MG
exp

w'(z)
(21)

w (z)

It is clear that the wave-front curvature of the cw beam
has no efFect on the Doppler-free two-photon interaction
as long as the counter-propagating beams have matched
phase fronts, a condition guaranteed in a build-up cavity.
The intuitive argument for this result is that the absorp-
tion of photons from the counter-propagating beams
must occur with a relative delay of no more than the in-
verse of the intermediate state detuning, which is an opti-
cal frequency for Ps. Thus the transition line shape is

b,vs„,k=13.3 cm /JX2I(r) W/cm (24)

Decay of the ground and excited states to all other
states by annihilation and photoionization to the continu-
um is included in the I, and I b terms. The cross section
for photoionization of Ps from the 2S state by 486-nm ra-
diation is calculated to be o.&=2.47X10 ' cm giving a
photoionization rate [64] also eight times that of hydro-
gen:

I n=60. 5 cm /JX2I(r) W/cm (25)

Annihilation and radiative decay of the 2 S, state are
neglected. The annihilation rate of the ground state is
I b&=7. 14X10 s '. Thus,

q= 377 Q is the impedance of free space, and PG is the
circulating power in the cavity.

The second line in Eq. (12) gives the Stark shift of the
state under consideration. An atom moving in the stand-
ing wave discussed above traverses many wave fronts on
average, and experiences a rapid sinusoidal variation in
its Stark shift. It is not necessary to integrate Eq. (12) on
this time scale, since this variation is rapid compared to
the Rabi frequency.

The sum in Eq. (12) over all discrete and continuum P
states has been previously considered for the hydrogen 1S
and 2S states [58,62,63]. Since the ac Stark shift is pro-
portional to the cube of the Rydberg constant, for light
near the 1S-2S transition frequency, the result for the
shift in the full 1S-2S interval in positronium is higher by
a factor of 8 than in hydrogen:
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bee, (t)= ——(l,r+ I p, )+2~hvs„,k2 'r

bee (t)= ——Il
b 2 b

(26)

(27)

perature of 576 K, at the five photoionization beam de-
lays used in our measurements. The effect of the second-
order Doppler shift is apparent in the redshift and asym-
metry of the lines at short delay.

IV. DATA REDUCTION AND DISCUSSION

are the complete complex eigenvalues used in the model.

D. Model results

Each four-component vector specifying a position in
the three-dimensional trajectory histogram and a position
in the intensity histogram is associated with a unique line
shape. The next step in the procedure is to sum together
all of these line shapes with an appropriate weight. For
each occupied entry in the three-dimensional trajectory
histogram, the following procedure is iterated for all ele-
ments of the intensity histogram: (i) the tabulated line
shape corresponding to the given values of intensity and
pulse width is accessed, (ii) shifted by the given second-
order Doppler shift, (iii) weighted by the number of tra-
jectories in the intensity histogram bin and the trajectory
histogram bin, (iv) attenuated by ground-state decay cal-
culated from the "travel time, " and (v) added to the total
line shape. This procedure is completed for all coordi-
nates in the trajectory histogram, yielding the desired
final line shape. Finally, the model line shape, which we
define as F(v), is calculated for each of the 15 experimen-
tal resonances at the appropriate YAG pulse delay and
excitation laser beam power.

The stated technique has several advantages over the
more straightforward approach of integrating the atomic
equations for each random trajectory; most important is
a one- to two-order-of-magnitude increase in the calcula-
tion speed. Since the majority of the calculational effort
is the integration of the coupled differential equations,
binning trajectories with nearly identical intensities and
pulse widths eliminates redundant integrations. In addi-
tion, once the line-shape table is generated, the geometry
of the model may be changed and the new model line
shape calculated without requiring any further numerical
integrations. Thus, in a few minutes a line shape may be
calculated with roughly a factor of 3 smaller statistical
error than the best experimental line. Figure 11 shows
the calculated model line shapes calculated at a Ps tem-

A. Model St to experimental resonances

I I

Laser Power
P=2.0—2.5 klj'

I

run 911230a

50 ns

80 ns

20 ns

60 ns

200 ns

In Fig. 12 we show five experimental resonances. Fig-
ure 13 shows two resonances taken at a low laser power
of 0.7 and 1.0 kW for Stark-shift analysis. For each ex-
perimental resonance, model line shapes were calculated
with the corresponding YAG delay and cw laser intensi-
ty. The only model parameters adjusted in the fit are the
excitation amplitude and the center frequency for each of
the resonances. For each experimental resonance, there
were as many as 11 scans with 41 frequencies per scan in
5-MHz intervals. The number of photoionization events
n,.(v;) observed with the laser set at frequency v; during
the ith frequency step (i =1 to N, N=451), was deter-
mined from the time spectrum recorded for each interval.
The calculated line shape Y(v) is multiplied by a signal
amplitude parameter a, and shifted to a frequency hv rel-
ative to the measured tellurium reference line. The fit is
made by adjusting the parameters a and Av to maximize
the Poisson likelihood estimator [65]
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FIG. 11. Model line-shape calculation at a positronium tem-
perature of 576 K.
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FIG. 12. Fit of the model line shape to five Ps resonances
taken at di8'erent YAG photoionization pulse delays. The data
in this figure were taken at a target temperature of 576 K and a
cw laser power between 2 and 2.5 kW. For each resonance,
there are two fit parameters. The model line shape at each
YACC delay is multiplied by a signal amplitude parameter a and
a frequency onset Av between the model Ps resonance frequency
and the Te2 line. The model fit adjusts only these two parame-
ters.
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FIG. 13. Fit of the model line shape to two Ps resonances
measured with a 120-ns YACC delay and a cw laser power of 0.7
and 1.0 kW for Stark shift analysis. The count rate was 4—5
times lower as the 120-ns data shown in Fig. 12.

1V'

P= g —ay, (v, —bv)

+ n( v)1 [nay;( ;v—hv) ]—inn;(v; )! . (28)

The calculated model line shape Y(v) is interpolated to
find its value at each frequency v=v; —hv. The model
result is scaled by the beam strength (y,. ) measured dur-
ing each frequency step, and added to a measured back-
ground count rate (by;), as determined from the CEMA
time spectra, to yield the frequency-shifted model result:

y;(v; —bv) =y;[ Y(v; bv)+b ] . — (29)

Successive maximization of P in these two nearly in-
dependent fitting parameters converges to a global max-
imum after a few iterations.

For clarity, in Fig. 12 the best-fit model curves shown
are simp1y added to a constant background and not
scaled by the beam strength, while the experimental
points shown are the sum of all counts at the given fre-
quency. The error bars are simply the square root of the
total counts. The data for all resonances were normal-
ized to the same amplitude to emphasize the line shapes.
The fitting procedure was applied to all 15 of the 600-K
data sets.

The statistical uncertainties in the frequency and am-
plitude fits are determined from a Monte Carlo calcula-
tion in which the model was first fit to the experimental
resonance to determine the best value of a and hv. The
model result at each frequency was then used as the mean
value in a Poisson random number generator to create
2000 simulated "resonances" [57], to each of which the
model calculation was refit. The distribution of the 2000
values of PMC [from Eq. (28)], b, u, and a, resulting from
fits to the Monte Carlo resonances, are used to determine
the corresponding uncertainties for each of these vari-
ables. The distribution of PMc is useful to determine the
"goodness of fit" of the model line to an experimental res-
onance. If the value of P for a fit to a particular experi-
mental resonance lies outside the distribution of PMc for
the Monte Carlo fits, the model may be an incorrect rep-

resentation of the experiment. The values of P for all 15
measured resonances are in good agreement with the
Monte Carlo results, with y /(N —2) = 1.04 for N = 15.

The fit of the model result to the experimental reso-
nance allows us to estimate the Ps production rate. The
160-ns resonance in Fig. 12 has a maximum of 50 counts
per 10 positron pulses, corresponding to 4000 Ps atoms
per pulse according to the modeled excitation efFiciency.
Assuming a Ps production efficiency of 30% and a 50%
YAG photoionization efficiency, we estimate an incident
Aux of 1.3X10 positrons per pulse in the skimmed
beam, a factor of 2.5 lower than the original estimate of
the source output [34] (assuming up to 50% loss from the
skimmer).

B. Determination of the positromium

1 S& —2 S, interval

If there were little uncertainty in the model parame-
ters, and the experiment were perfectly modeled, the fit
line centers would be identica1 within statistica1 varia-
tions. Under such ideal conditions, the most appropriate
strategy for determining the Ps line center would be to
simultaneously fit the experimental resonances to the
model with an overall amplitude and overall frequency
offset by including all 15 resonances under the sum in Eq.
(27). However, a deficiency in the model will only be ap-
parent if each resonance is fit separately, and is indicated
by variations in the fit centers as a function of two experi-
mental parameters we varied: the laser power (Po), and
the photoionization pulse delay (6 t ).

We first discuss the results of the data taken at a target
temperature of 576 K. The largest contribution to the
systematic errors in our measurement is the second-order
Doppler shift, which is closely related to the Ps velocity
distribution. We have an independent check on our as-
sumption that the distribution is beam Maxwellian since
the signal strength observed at different YAG photoion-
ization delays is also dependent on the velocity distribu-
tion of the Ps atoms. In Fig. 14(a) we show the signal
amplitude parameter a p1otted versus the Ps energy, es-
timated from the YAG delay (b, t ) as

r 2

(30)
2 ca~

We can see that the fit amplitude parameter is constant
within o.=10% for all of the data taken, indicating that
the model and experimental Ps velocity distributions are
nearly identical over an order of magnitude in Ps energy.
Figure 14(b) shows that the model amplitudes also have
the correct dependence on circulating laser power. If we
reduce the model Ps excitation probability by a factor of
2, the fit amplitudes are still consistent with a constant,
indicating that we were not saturating the 1S-2S transi-
tion for most atoms during the experiment.

Figure 15(a) shows 13 fit line centers plotted as a func-
tion of approximate positronium energy for the set of
model parameters we believe to be representative of the
geometry of the experiment. The data have a small resid-
ual slope of 141+124 MHz/eV, 1.13 standard deviations
above zero. To account for possible overcorrection of the
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FIG. 14. (a) Signal amplitude parameter a for each of the 15
model fits plotted as a function of positronium energy for a set
of model parameters we believe to be representative of the
geometry of the experiment. The amplitudes of the model lines
agree with the strength of the experimental resonances to
roughly 10% over an order of magnitude in Ps energy, validat-
ing our assumption of a beam Maxwellian velocity distribution.
The filled circles, hollow circles, and squares represent results
from separate data taking runs. (b) Signal amplitude parameter
for all 15 model fits plotted as a function of laser beam power
for the same model parameters as in (a). The agreement be-
tween our model lines and the observed resonances to 10% indi-
cates that the laser power dependence of the transition is
correctly modeled.
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FIG. 15. (a) Frequency of fit line centers relative to the tellu-
rium reference line plotted as a function of approximate posi-
tronium energy for the same model parameters used in Fig. 14.
The fit line centers for the 13 scans shown lie on a line. If the
model accounted ideally for the photoionization geometry, the
slope of this line would be zero. However, using the calculated
statistical uncertainty in the individual frequency fit results, the
slope of the line is 141(124) MHz/eV. To account for the resid-
ual second-order Doppler shift, we extrapolate this line to zero
positronium energy to find the true line center. (b) The frequen-
cy of the fit line centers relative to the tellurium reference line is
plotted as a function of the measured circulating power in the
excitation beam. One can see that the fits are consistent with a
horizontal line, indicating that the model has correctly account-
ed for the ac Stark shift of the line shape.

second-order Doppler shift, we extrapolate linearly to
zero Ps energy to find the Ps resonance frequency. We
note that the fit line centers are also perfectly consistent
with their weighted mean of 10.04+0.46 MHz. The re-
duced y parameter of the data to the mean is y =0.5,
indicating that the scatter in the line centers is actually
&2 smaller than expected based on our Monte Carlo sta-
tistical error estimate. The extrapolation is a more con-
servative approach, giving a statistical uncertainty of 0.90
MHz, compared to a 0.46-MHz uncertainty in the
weighted mean. We discuss later the results of the data
analysis for each of these techniques.

The line centers of the two scans taken at the shortest
time delay (6=50 ns), corresponding to an energy of 43
meV, fall roughly 5 MHz to the red of the others and are
not plotted in Fig. 15. The implication of the discrepan-
cy may be that the model line shape at this delay is 5
MHz too far to the blue. Looking at Fig. 12, one can see
that a significant fraction of the red tail of the 50-ns reso-
nances falls outside of the scan range of our experimental
apparatus. Thus, the inconsistency may result from at-
tempting to fit the model to a truncated experimenta1 res-
onance. As a result, we choose not to use the two 50-ns

scans in our data analysis.
The fit line centers are plotted as a function of the mea-

sured circulating power in the excitation beam in Fig.
15(b). The slope of the fits is consistent with zero because
the model has correctly accounted for the ac Stark effect
over a fraction-of-3 variation in the laser intensity. Our
laser power measurement is sufficiently accurate that it
contributes less to the uncertainty in the slope of these
fits than does the statistical error. It is therefore not
necessary to extrapolate the fits to zero laser intensity in
the determination of the Ps line center.

There are, of course, uncertainties in our measure-
ments and estimates of the various model parameters,
which wi11 contribute to the uncertainty in our measure-
ment of the Ps transition relative to tellurium. For exam-
ple, there is some uncertainty in our estimate of the dis-
tance between the Ps source and the nearest edge of the
photoionization beam because of irregularities in the
shape of the 532-nrn beams. There is also uncertainty as
to what diameter and ellipticity to use in the elliptical
model of the YAG beams to most accurately represent
the experiment. By calculating the model line shapes
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the given parameter to the uncertainty in the frequency
determination. The bottom row of graphs in Figs.
17(a)—17(d) show the slope of the fit frequencies versus Ps
energy from Fig. 15(a) as a function of the model parame-
ters. The extrapolated Ps line center shows particular
sensitivity to the YAG beam ellipticity and photoioniza-
tion region height as defined by the vertical CEMA aper-
tures. The contribution of these parameters to the final
frequency uncertainty is the largest of the four.

In the upper row of Figs. 17(e)—17(g), we show the ex-
trapolated Ps line center versus three additional parame-
ters. The line center shows little sensitivity to the Ps tem-
perature. As expected, the line center shows some sensi-
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FIG. 16. (a) Fit line centers for 13 experimental resonances
as a function of the mean positronium energy with the photo-
ionization region placed away from the target 3 mm. The in-

creased distance results in a faster ensemble of atoms sampled
after a given time delay, and a corresponding redshift in the
model line centers. For this unlikely setting of the model pa-
rameters the model overcorrects for the second-order Doppler
shift of the experimental resonances, as seen by the increased
slope of 360(124) MHz/eV. Note that the zero-energy intercept
of the fit line is nearly identical in Fig. 15(a) and (a) of this
figure. (b) Fit line centers plotted as a function of circulating
laser power for the model parameters in (a). There is little
change in the slope of these data for the different YAG parame-
ters.

with a range of these parameters, and fitting to the exper-
imental resonances, we can determine the corresponding
variation in the estimated positronium line center. Fig-
ure 16(a) shows the fit line centers for the 13 experimental
resonances as a function of the mean positronium energy
with the nearest edge of the photoionization region in our
model placed 3 mrn from the target, resulting in a faster
ensemble of atoms sampled at a given YAG delay, and a
corresponding redshift in the model line centers. The
fact that the model overcorrects for the second-order
Doppler shift of the experimental resonances is apparent
in the increased slope of a line fit through the points.
Note, however, that the zero-energy intercept of the fit
line is nearly identical in both cases, as one might expect.

It is not generally the case, however, that the extrapo-
lated line center is constant as various model parameters
are varied. In the upper row of Figs. 17(a)—17(d), we
show the extrapolated line center as a function of four
model parameters related to the YAG beams. The extra-
polated frequency was calculated as the parameters were
varied one at a time from the values indicated by the
solid points. The vertical bars below the curves represent
our full 67% confidence interval in the value of the pa-
rarneter. The horizontal bars show the contribution of
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FIG. 17. Extrapolated line center vs several model parame-
ters. The contribution of our uncertainty in the model pararne-
ters to the quoted uncertainty in our measurement of the Ps line
center relative to the Te2 line is determined by plotting the ex-
trapolated Ps line center relative to the Te2 line for a range of
model parameter values. For each parameter, our estimate of
the full 67/o confidence interval in the parameter value is
marked by the vertical bars, and the corresponding confidence
interval in the frequency offset is marked by the horizontal bars.
Also shown in each figure is the Doppler slope of the line used
to extrapolate the fit line centers to zero energy. The frequency
confidence intervals are tabulated in Table III. The six parame-
ters plotted are (a) YAG beam diameter, (b) YAG beam eccen-
tricity, (c) distance from YAG beam edge to target, (d) photo-
ionization region height, (e) positronium temperature, (f) cw
beam diameter, (g) power scale factor, from the calibration of
the cw laser power. The first four of these parameters inhuence
the size of the second-order Doppler shift distribution, and the
last two affect the ac Stark shift calculation.
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tivity to the two parameters that affect the ac Stark-shift
correction: the cw beam. diameter, and the power scale
factor defined in Sec. IIG. The systematic uncertainty
for each of these parameters is entered in Table III. The
net systematic uncertainty is 1.23 MHz, and the statisti-
cal uncertainty is 0.9 MHz for the extrapolated line
center.

The weighted mean of the fit line centers of the 13 reso-
nances has also been calculated for the same variations in
the model parameters just discussed. In general, adjust-
ing the model YAG beam parameters affects the line
center of the fast positronium atoms more than the slow
atoms, causing the mean fit line center to be more sensi-
tive to these changes than the extrapolated line center.
As a result, the determination of the Ps 1S-2S line center
using the weighted means has a larger net systematic un-
certainty of 1.50 MHz. The statistical uncertainty for the
weighted mean is 0.46 MHz, smaller than for the extra-
polated line center. There is a nearly identical final un-
certainty in the Ps 1S-2S interval for the extrapolation
and the weighted mean, with a 1.0-MHz higher result for
the transition frequency using the weighted mean.

The reduction of our measurements to an absolute
value for positl onium 1 S

~
—2 S

&
interval is detailed in

Table III. The first row shows the results of the calibra-
tion our tellurium cell relative to the hydrogen 1S-2S
transition frequency, followed by the +55.0-MHz offset
of the observed tellurium frequency introduced by the
110-MHz AOM. The third line shows the Ps line-center
measurements relative to the Te2 line determined from
the fit of the computer model. As discussed above, resid-
ual error in the line center due to uncertainty of various

model parameters is determined by varying these parame-
ters and noting the effect on the fit line center. The most
important parameters, the error in the parameter, and
the corresponding error in the frequency determination
are listed in the next few rows of the table. The final un-
certainty in the determination of the Ps line center rela-
tive to the observed tellurium line is 1.5 MHz. Finally,
the dc Stark shift due to the -2 V/cm accelerating field
is calculated to be —0.07 MHz with 100% uncertainty
due to the nonuniform electric field near the target.

The Zeeman shift of the 1 S—2 S (m =0~0) transi-
tion is 3.42 MHz in the 150-G field [66,67]. Because of
the opposite magnetic moments of the positron and elec-
tron, there is no Zeeman shift of the m =+1 states, even
at the level of relativistic contributions to the electron
and positron g factor. Thus, if we assume a statistical
population in each of the three magnetic sublevels, the
Zeernan effect produces a +1.14-MHz shift in the ob-
served Ps resonance. In future measurements of the Ps
1S-2S transition, with linewidths approaching the 1.26-
MHz natural linewidth, the contribution to the line
center due to Zeeman shift of the m =0 states may be el-
iminated by operating at a large enough magnetic field
(-300 G) to completely separate the shifted m =0—+0
transition from the unshifted m =+1~1 transitions.
There is a small energy shift of the 2 S, (m =+1) states
due to the motional Stark shift. As the atom moves in
the magnetic field, it experiences an electric-field propor-
tional to E~vXB which Stark shifts the energy levels.
The motional Stark shift in the 150-G magnetic field is
calculated to be 0.5 MHz at Ps kinetic energy of 25 meV
[67] and is eliminated by our extrapolation procedure.

Te2 reference line
AOM o8'set
Model fit to line center

TABLE III. Summary of uncertainties and results.

616 803 544.4+0.6 MHz
55.0+0.0
10.0+1.5

Statistical uncertainty +0.9

YAG parameters
diameter a:
eccentricity b /a:
distance from target:
height:

6.0+0.5 mm
1.3+0.2
1.5+0.5 mm
6.0+1.0 mm

+0.3
+0.5
+0.1

+0.8

Ps temperature:
cw beam diam:
cw power meas:

dc Stark shift
Quadratic Zeeman shift

576+30 K
0.31+0.01 mm
761+38 W/V

—0.07+0.1
—1.14+0.0

+0.2
+0.3
+0.5

1S-2S transition frequency
1S-2S interval

616 803 608.2+1.6 MHz
1 233 607 216.4+3.2

Previous measurement
Chu, Mills, Jr., and Hall [2];

Danzmann, Fee, and Chu [31]
1 233 607 218.9+10.7

Theory
Fell [14] 1 233 607 221.7+0(10)
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With these corrections, the absolute transition frequency
is found to be 616 803 608.2+1.6 MHz.

V. CONCLUSIONS

We obtain a result for the 1 S& —2 S, interval in posi-
troniurn of 1233 607216.4+3.2 MHz, in agreement with
the most recent R„alna QED corrections of Fell [14]
yielding a theoretical value of 1233607221.7+O(10)
MHz. Our measured value is 2.5 MHz lower and in good
agreement with the corrected value of the Chu-Mills-Hall
measurement [2,31]. The precision of the measurement
reported in this paper is sufficient to test the as-yet-
uncalculated R a QED corrections to both the excited
and ground states, which are estimated to be on the order
of 10 MHz. Our measurement tests the a R QED con-
tribution to the energy levels of the 1 S, and 2 S, states
to 3.5 parts in 10 .

The agreement between our experimental result and
theory represents an improved measurement of the
positron-electron mass ratio [32,2,23]. In the comparison
of the QED prediction with experiment, one implicitly
assumes that the positronium Rydberg constant is exactly
half the hydrogen Rydberg constant. The agreement be-
tween theory and our experiment at the level of +10
MHz places a limit on the positron-electron mass
difference on the order of b, m/m =8X10 . If agree-
ment with theory persists with the R „aQED correction
in progress, our present measurement will place a con-
straint of hm /m =2 X 10 on the e+-e mass ratio, the
best limit on a particle-antiparticle mass ratio apart from
the EC IC system. H-ughes and Deutch [68] point out
that the measurement of the Ps 1S-2S interval also con-
strains the positron-electron charge ratio. They use the
measured ratio of the positron and electron cyclotron fre-
quencies [33] to eliminate the e -e mass ratio in the ex-
pression for the ratio of the positroniurn and hydrogen
Rydberg constants. The result is an expression for the
uncertainty in the charge ratio in terms of the uncertain-
ty in the ratio of cyclotron frequencies and the uncertain-
ty in the Rydberg-constant ratio. The result, q, /q +
= 1+2.5 X 10, is limited entirely by the 130-ppb uncer-
tainty in the cyclotron frequency ratio. With a factor of
100 improvement in the measurement of the cyclotron ra-
tio, the result would be limited by the positronium 1S-2S
measurement at the level of 1 X 10

Further improvements over our measurement of the
1 S& —2 S& are clearly possible. Although we were not
able to make this measurement using a cold positronium
source, there is evidence that such a source can be made,
albeit with a reduced Ps yield. Cold Ps would greatly
reduce the second-order Doppler shift and the transit-
time broadening of the observed resonances. Since the
excitation probability scales roughly as the square of the
both the interaction time and the laser intensity, a factor
of 10 reduction in temperature and a factor of 3 lower
laser intensity would yield the same signal. The ac Stark
shift would be concomitantly reduced to roughly 6 MHz

from the 18 MHz of the present measurement. It is clear
that a measurement of the 1S-2S transition might reach a
precision better than the 1.3 MHz natural linewidth with
apparatus similar to that described in this thesis.

An alternative technique of detecting excited-state Ps
atoms by photoionization is direct detection of excited-
state atoms at a CEMA. The strong electric fields in the
channels of the CEMA would couple the 2S and 2P
states, causing the emission of a Lyrnan-a photon at 243
nm. The 243-nrn photon would then be detected with a
high probability. There is a potential signal-to-noise
problem since the detection probability for y rays from
the positronium source is roughly 10, nearly the same
as the excitation probability per Ps atom we observed in
the present experiment. The use of a submilli-
meter Ps source size would improve the excitation proba-
bility per Ps atom by as much as an order of magnitude
over the 10-mm-diam source used here.

An additional advantage of a small source is that, in
conjunction with a spatially resolved CEMA, by knowing
the time and position of the beginning and end of each Ps
trajectory one could accurately determine the second-
order Doppler shift of each detected atom. The advan-
tages in measurement precision accrued by this approach
would be significantly greater with a concomitant reduc-
tion in Ps temperature.

It is possible that a future measurement of the Ps 1S-2S
transition can be made using a Na P+ source. Beam
time constraints at an accelerator facility can be detri-
rnental to the requirements of making a precision rnea-
surernent. Recently a positron Aux of 5X 10 slow posi-
trons per second has been obtained [69] using a solid Ne
moderator [70] and a 70-mCi Na source. The improved
efficiency of the solid Ne moderator makes possible yields
larger by a factor of 10 than with a tungsten moderator.
The continuous radioactive source would be particularly
useful if the direct detection of excited-state Ps atoms at a
CEMA detector worked effectively. If not, various bot-
tling and trapping schemes may be considered to reduce
the duty cycle of the source while maintaining a useful
average Aux. Laser cooling, discussed below, would al-
rnost certainly require a pulsed source of positroniurn
atoms at the same repetition rate as the high-intensity
cooling laser.

The ultimate reduction in the positronium temperature
would, of course, be achieved by laser cooling the atoms.
Subkelvin positronium temperatures may be possible with
laser cooling techniques. The laser cooling of positroni-
um presents an unusual challenge since (i) the ground-
state atom annihilates in 140 ns, (ii) the Doppler width at
room temperature is -500 6Hz, and (iii) the single pho-
ton recoil velocity corresponds to a Doppler shift of 6.1

GHz. Thus, the "chirped slowing" commonly used for
heavier atoms is not feasible. Even if it were possible to
generate a frequency chirp of 500 GHz in 140 ns, the ran-
dom recoil due to the spontaneous emission could easily
give the atom a velocity that would Doppler shift the
laser to the blue side of the resonance.

We consider a white-light cooling scheme that is a
modification of a scheme proposed by Hoffnagle [71],and
discussed for Ps by Liang and Dermer [72]. The theory
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of broadband laser cooling on narrow transitions was ex-
plored in detail by Wallis and Ertmer [79]. The idea is to
irradiate the atoms with a quasicontinuum radiation that
is to the low-frequency side of the 1S-2P frequency. The
radiation spectrum is designed to drop off sharply (com-
pared to the recoil Doppler shift) at the resonance fre-
quency. Atoms moving toward any particular laser beam
will be Doppler shifted into resonance and will scatter ra-
diation until its velocity is reversed. By including a
counter-propagating laser beam that will be Doppler
shifted into resonance as the atom reverses direction, the
cooling would work in a similar fashion to the usual opti-
cal molasses. In the usual molasses, however, the cooling
limit is determined solely by the atomic linewidth, which
is much larger than the recoil Doppler shift. For posi-
tronium cooling, the temperature limit is given by the
spectral distribution of the cooling laser and ultimately
by the recoil velocity ( -6. 1 6Hz), which is much larger
than the transition linewidth of 50 MHz.

The "white light" could be obtained by constructing a
FM laser [73], where modulation depths of 1000 are easi-
ly produced [74]. A modulation frequency of 150 MHz
will result in a laser frequency varying sinusoidally over a
range of 150 GHz. The FM laser beam would then be
amplified in a series of traveling-wave amplifiers and then
frequency doubled in a P—barium borate crystal which
can phase match to the 150 GHz simultaneously. An in-
herent characteristic of the FM laser technique is that the
edge of the resulting spectral distribution falls off in -3
GHz, less than the 6-GHz single-photon recoil shift. The
lifetime of the 2P state is 3.2 ns, so with a FM modulation
frequency of 150 MHz, the laser frequency sweeps over
the 1S-2P transition roughly once per 2P lifetime.

Beginning with atoms at 50 K, we would need only—18 photon kicks to cool the atoms to the recoil limit.
We estimate a one-dimensional cooling time of 130 ns. In
three dimensions, the situation is more complicated. The
stimulated redistribution of photons among the three res-
onant beams will increase the cooling time by perhaps a
factor of 3 to roughly 400 ns. For rapid slowing, howev-
er, the 1S-2P transition must be nearly saturated, increas-
ing the Ps lifetime to -250 ns because the atom spends
half of its time in the nonannihilating 2P state. At short-
er cooling times, one slows a correspondingly smaller
fraction of the initial thermal distribution, emphasizing
the importance of starting with as cold an initial thermal
distribution as possible.

Due to annihilation, there is clearly an optimum dura-
tion of the cooling pulse after which the number of

cooled atoms remaining does not increase. The long
cooling pulses required are not trivial to generate. One
possibility is to frequency double the 20-ns pulse of an ex-
cimer pumped amplifier and stretch the doubled light by
a factor of 16 using several stages of delay lines [75—77].

We estimate a final recoil limited temperature of (0.4
K, which gives a second-order Doppler width of only
-50 kHz, and a transit time broadening in a cw laser
beam similar to the one used in the present measurement
of —300 kHz. Of course, the linewidth of the transition
would be dominated by the 142-ns ground-state lifetime.
The 20-fold increase in interaction time over the present
experiment would allow a cw beam intensity of only 100
kW/cm to be used, resulting in an ac Stark shift of the
Ps line center of only 1 MHz. It is possible that the 1-
MHz resonance width could then be split by a factor of
10 to 100 by a careful study of the systematic effects.

At the level of 10—100 kHz, the tellurium frequency
standard used in this paper will clearly not be adequate.
One solution is to compare the 1S-2S energy difference in
Ps to the n =2 to 4 transition in deuterium, —114 GHz
from half of the Ps transition frequency. A circulating
power of 50 W of 972-nm radiation in a build-up cavity
has been shown to produce a 5% dip in a hydrogen meta-
stable (2S) beam by two-photon excitation of the 2S-4S
transition [78].

It is difficult to detect the 114-GHz beat note produced
by doubling the 972-nm 1ight and mixing it with the 486-
nm 1ight of the Ps spectrometer. An alternative might be
to frequency double the output of a (second) diode laser
at 972 nm and phase lock the diode laser to the 486-nm
light of the Ps spectrometer. The 57-GHz beat note be-
tween the deuterium spectrometer laser and the inter-
mediate 972-nm diode can easily be detected with com-
mercial detectors. Recently, the deuterium 2S-4S transi-
tion frequency has been measured [78] to an accuracy of—10 kHz, providing a suitable frequency reference for
any presently conceivable measurement of the positroni-
um 1 S& —2 Si interval.
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