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The final result of a 2s Szy2 —2p Pzy2 Lamb-shift measurement by the laser resonance method
in hydrogenic phosphorus is reported. Metastable 2s Sigz ions were prepared using a P 0.08
velocity beam of P + ions obtained from the MP tandem accelerator at the Centre de Recherches
Nucleaires in Strasbourg. From the metastable state the transition to the 2p P3g2 state was in-
duced with a high-power dye laser leading to a measured transition energy of AE' = 2.23133(12)
eV. Subtracting the well-known fine-structure splitting AEFs = 2.31482(2) eV, the Lamb shift is
deduced to be E,„~t(LS) = 20 188(29) GHz. This result is compared with the theoretical value
Eth, ,(LS) = 20 254(10) GHz and with other experimental results for the Lamb shift in the region
Z & 18. Finally, the utility of the Lamb-shift measurements in testing the G(Zcx) function of the
self-energy, which includes only terms in (Zn)", n ) 6, is discussed.

PACS number(s): 12.20.Fv, 32.70.3z, 32.30.—r, 31.30.Jv

I. INTRODUCTION

Quantuin electrodynamics (QED) is an extremely suc-
cessful theory leading to many predictions which have
been verified by experiment. Stringent tests of its va-
lidity are, for example, those obtained from the leptonic
g factor [1], the hyperfine splitting in hydrogen [2], and
the radiative level shifts of simple bound systems. The
Lamb shift in electronic transitions in atoms has provided
one of the most fertile tests for QED. It measures pre-
dominantly the self-energy. This is in contrast to muonic
systems where the vacuum polarization is dominant.

Forty-five years ago Lamb and Retherford [3] per-
formed the first experiment measuring the 28 Sqy2-
2p Pqy~ level separation in hydrogen. These experi-
ments were followed by a large number of others with de-
creasing errors. The recent values published by Lundeen
and Pipkin [4] and Pal'chikov, Sokolov, and Yakovlev [5]
have an uncertainty smaller than that of the theoretical
predictions. While there is good agreement between the
theoretical shift obtained using the older value of the pro-
ton radius [6] and experiment, there is some discrepancy
[7] if the latest proton radius from Ref. [8] is used.

The Lamb shift can be described from QED in terms of

a series expansion in n and (Zn). This expansion enables
one to separate eKects which are radiative, characterized
by the fine-structure constant 0, , from those which have
their origin in atomic binding, which are characterized
by (Zn) [9]. In order to determine the coefficients of the
higher-order terms independently, it is necessary to have
accurate experimental data on the Lamb shift for several
values of Z.

The main topic of this paper is a 2S Lamb-shift mea-
surement in P + using the 2s Szy2 —2p P3y2 laser res-
onance spectroscopy method by means of a Hash lamp
pumped high-power dye laser. In two previous papers
[10,11] preliminary results of these measurements were
reported. Now the final results will be presented and
the experiment will be described in detail. Theoretical
calculations in hydrogenlike atoms published by diferent
authors will be reviewed in Sec. II. In Sec. III the prin-
ciple of the laser resonance measurement will be sum-
marized. Section IV contains a description of the ex-
perimental setup and the data acquisition system. The
data evaluation will be described in Sec. V. The results
of the P + [12,13 and S + measurements [14,15]
will be presented and compared with other experimen-
tal values. The last section contains comments on future
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perspectives of Lamb-shift measurements with the laser
resonance method.

II. LAMB-SHIFT THEORY

The lowest-energy states of an electron in the Coulomb
potential of a fixed point charge Ze is given by the Dirac
equation. The theory predicts that the energy levels de-
pend only on the principal quantum number n and the
total angular momentum j. These eigenstates are inde-
pendent of the orbital angular momentum L. Thus the
2s Siyz and 2p Pig& levels should be degenerate.

However, Lamb and Retherford's experiment in 1947
[3] showed that the 2s level is displaced upwards towards
the 2pzgz level by about 1040 MHz. This displacement
indicates that the interaction between charged particles
might be non-Coulombic at very short distances [16]. In-
troducing electric field quantization leads to radiative

I

corrections, i.e. , @ED effects which remove the energy
degeneracy. Because the 28 electron has a higher proba-
bility of staying near the nucleus where the electromag-
netic field is strong, the 28 binding energy is raised more
than the 2p energy. Many authors have made detailed
calculations of the energy levels and the Lamb shift based
on this theory.

Mohr [17] and Johnson and Soff [18] show in their cal-
culation of the energy levels of hydrogenlike atoms that
these energies are determined mainly by the Dirac equa-
tion, reduced mass corrections, and the Lamb shift. The
Lamb shift is calculated as the sum of six diferent con-
tributions.

The lowest order @ED eff'ect of main interest in calcu-
lating the energy levels is the self energy -(SE) or vacuum

fluctuation, which includes the anomalous magnetic mo
ment (AMM) of the electron. It can be calculated with
Eq. (2.1):

4n(Zn) mc 3 C(~ / 1 11)
hEsE = L + — +

i
ln + —

i
8(o+ Cso(Zn)3~n' " 8 2l+1 q Zn z 24)

+(Za) C„ln, + C„ln, + G(Zn)2 1 2 1

Z Cl' Zcx
(2.1)

For L and C;~. see Table I. The 3/8 term contains the
contribution of the magnetic moment and the terms in
the large parentheses include the lowest order self-energy.
The next terms are an expansion of the self-energy in
powers of (Zn). The term G(Zn) includes the sixth-
order remainder.

Mohr [17] calculated numerically the self-energy for
Z = 10, 20, . . . , 60 and Johnson and Soff [18] for Z =
10, 20, . . . , 110 to all orders in n(Za) with this formula.
The intermediate values are interpolated and extrapo-
lated using a five-point Lagrangian interpolation. The

I

finite nuclear size correction to the self-energy, taken into
account only by 3ohnson and SoÃ, results in an empirical
formula which follows from the exact calculation [20].

In calculating the vacuum polarization (VP) contribu-
tion, one starts with the Coulomb potential corrected
with the Uehling potential [21], which is a correction in
lowest order in n and (Zo.). The higher order terms in
(Za) are calculated in [18,22]. The corrections due to fi-
nite nuclear size effects are included. In Ref. [23] a closed
formula for the vacuum polarization is given:

o.(Zn) 4

~Evp = mc
6~ 5 64

~(Zo.) —0.0425(Zo. ) + 0.1030(Zn) ——(Zo.) ln + (Zn) H(Zo. )10 (Zn) ' (2.2)

The numerical values in Eq. (2.2) are given to calculate
the 2S Lamb shift. For other states, coeKcients have
to be applied. The function H(Zn) is analogous to the
function G(Zo. ) in Eq. (2.1) and contains the higher-
order (Zn) contributions to the vacuum polarization but

its value is much smaller than that of G(Zn).
The nuclear charge distribution, or finite size of the

nucleus (FSN), modiffes the behavior of the Coulomb
potential for short distances. The charge distribution is
assumed to be represented by that of a homogeneously

TABLE I. Bethe logarithms L I and coefficients C and b~o for calculating II(Zn) with Eq. (2.1).
The I ~ and C' are taken from Refs. [18,19].

State
18 S~/~
28 S~g~
2p PJ yg

2p P3

-2.984
-2.811
0.030
0.030

&5O

6.968
6.968
0
0

4.065
4.448
0.429
0.242

-0.75
-0.75
0
0

~io

1
1
0
0

C),
1
1

-1
1/2

124/24 + (7/2) ln 2

187/24
-7/24
-7/24

b„I,

36/40
36/40

-10/40
5/40
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bEpsN = iz I1 + 1.19(Zo!) ] (Zn)

( (Zo.)0 83.6A ~
x

/

mc2,
C )

(2.3)

where s = gl —(Zn)2. A is the atomic number and

charged sphere of radius R. This efFect studied in Ref.
[24] gains in importance mainly for higher Z and affects
the 8 states more than the p states:

Ac is the Compton wavelength of the electron. If an
experimental value for the nuclear radius is available the
term 0.8364 / can be replaced by this value.

The relativistic corrections (RC), i.e. the relativis-
tic recoil (RR) and the relativistic reduced mass (RM)
corrections, result in two additional corrections of order
Zm, /M and m/M, respectively. These corrections have
been computed to lowest order in (Zn). Higher-order
terms have not been calculated, so the uncertainties are
assumed to be equal to the lowest-order terms;

~ERC—

@RR

4n(Zn)4 2 m 1 1
mc —x Z —lil Bio + 2L~i + a~i3~n3 M 4 Zn2

1Sln, b, o +BI,„, +6 , ). „
ERM

(2.4)

Up to now all radiative corrections are called lowest-order corrections as they are caused by only one virtual photon
(o.). The final correction considered is the radiative correction to the one-electron energies which are due to the
exchange of two virtual photons (n ). They are called higher-order (HO) corrections. These corrections again consist
of a vacuum polarization, a self-energy, and an anomalous magnetic moment contribution and have been worked out
analytically to lowest order in (Zn). Their total is estimated as

VP SE

41 4819
SZ„o = —x

7r q 54 1728

Ci, (197
2l+1 ~(192

49, 3 9~'+ —~»2 ——C(3) I ~io
144 2 4

3~' 9ln2+ —((3)
~16 8 16

AMM

(2.5)

For phosphorus the total Lamb shift calculated with Eqs. (2.1)—(2.5) results
\

ELS — GEESE + ~EVP + ~@FSN + ~EHO +
100% 105 80% —6.42'%%uo 0.57% 0.03%

20254(10) 21393(8) —1260 112(l) 5(5)

in the following values:

~Em.c
0.03'%%uo

6(6) (GHz) .
(2.6)

In Ref. [25] the Kallen-Sabry contribution to the Lamb shift in hydrogenlike atoms, the vacuum polarization
potential of order o. (Za), is evaluated. The corresponding energy shift for Z = 15 raises the vacuum polarization
value of about 10% of the theoretical uncertainty of the Lamb shift. Because the vacuum polarization contribution
has a negative sign, the total Lamb shift is reduced.

In Ref. [9] the radiative recoil contributions to the Lamb shift in the external-field approximation are described.
This results in an additional contribution of order n(Zn) sm /M beyond that expected from the reduced mass effects.
The new term is

4n(Zn) 4mc2

3..3 x (Zo.) ———
I

—ln2 ——+
~

—0.415 6 0.004
m3~ (35 39
M 4cz ( 4 5 192)

(2.7)

Including the correction of order n(Zn) m /M [26],
this result reduces the theoretical Lamb shift in the hy-
drogen n = 2 state by about 3 ppm or —3.33 kHz. Ex-
trapolating to Z = 15, a contribution of 80 MHz is found
[27].

III. PRINCIPLE OF THE MEASUREMENT

The laser resonance measurement uses the isomeric
28 Sz/2 state of the hydrogenlike atom whose lower lev-

I

els are shown in Fig. 1. This state is metastable because
the electric dipole transition to the 18 S~y2 ground state
is forbidden by the parity selection rule P = (—1)' and
by the orbital-angular-momentum selection rule Ll
+1. The transition probability between the 28 Sq/2 and

2p Pzy2 states is diminished by the small energy di6'er-

ence. Thus the dominant decay channel for the 2s Sz/z
state at Z = 15 is a 2E1 transition to the ground state.
The decay rates of this transition in phosphorus and sul-
fur are presented in Table II.
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F=l
F=O

onant transition
, 2.3xlo~)

(3.1)

The centroid energy E of this function is the 2s Sz/2—

2p P3y2 transitionenergy. Subtracting E fromthe well-

known 2P P~/2 2p —Ps/2 fine-structure splitting [18]
yields the Lamb shift. The parameter I' is the FWHM of
the Lorentzian distribution. N is its amplitude, which
is proportional to the laser intensity and to the ion-beam
current. To obtain E, it is necessary to measure E,
and ¹

' at diferent photon energies.
In order to obtain the energy E, of Eq. (3.1) the

wavelength A~ b of the laser photons in air is measured.
The hydrogenlike ions in the metastable state are pro-
duced from a fast-ion beam with P:—v/c = 0.08, so
E is the Doppler shift corrected energy derived from
the vacuum photon wavelength A in the laser rest frame;

erfine structure
b shift:

, /,
—2P, /, )

s 84%10

hc 1 —Pease
A /1 p2

(3.2)

This leads to an energy shift of (E, m —Eiab) /E, m

8%. P is calculated by Eq. (3.3),
F=l

F=O
1S

AE„„=B.1 x 10

structure:
(2V„,-2P„, )
AE„=2.315 (1+E „/Moc')''

(3.3)

FIG. 1. Partial level scheme including the hyperfine struc-
ture for the n & 2 levels in hydrogenlike atoms (not to scale).
All energies are in units of eV. The energy and lifetime values
are for P

where Mo is the rest mass of the ion. It is necessary to
determine the angle 0 between the intersecting photon
and ion beams and to measure the ion energy E; „which
depends on the magnetic field of the accelerator analyzing
magnet (vNMR, K g„,t) and the energy loss (Ei „)of the
ions in the second stripping foil (see Sec. IV A);

Prom the 2s Sly~ isomeric state a transition to the
2p P3y2 level is induced by the laser. The 2p P3~2 state
decays subsequently by a fast E1 Lyman-o. x-ray transi-
tion to the ground state. Table II presents the lifetimes
and decay rates of these states.

Neglecting deviations which are small compared to the
resolution of this experiment, the number ¹"of emitted
Lyman-o, x rays as a function of the photon energy E,
of the laser light results in a Lorentzian distribution;

Eion = Eion (&NMRi +magnet t Eloss) . (3.4)

A = Ai b [1+$(Ai b, P, T)]. (3.5)

Due to the short lifetime (w —1 x 10 ~4 s) of the

The wavelength of the laser is determined in air but
the ions are in the vacuum of the beam line. Thus an air
to vacuum correction has to be applied which depends
on the air pressure P and the room temperature T:

TABLE II. Lifetimes w and decay rates A of the metastable 2s S1/2 state and the 2p P3y2 state
for hydrogenic phosphorus and sulfur. A* represents the laser induced decay rate 28 S1/2 —2p P3y2
for an assumed laser energy density of 3 MW/cm .

A2at(2St/2 m 1St/2)
A~t(2St/~ m 1St/2)
A&1(2St/2 ~ 2Pt/2)

&tot (2St/2)
A(2Ps/2 ~ 2S, /s)
A(2Ps/2 m 1St/2)

7t t(2Ps/2)

31p14+

12x10
93x10
1.5 x 10
1.2 x 102

10.6
4.7 x 10
3.2 x 10
31x10

32S15+

80x10
1.4 x 10
2.8 x 10
2 2 x 102

7.0
91x10
4.1 x 10
2.4 x 10

Units
—1s
—1s
—1s
—1s

—1s
—1s
ns

Reference

[28]

[29]
[29]
I»)

[31]
[32]
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2p Psy2 state the induced transition has a width (I 4
nm) large compared to the laser linewidth (I'g 0.2 nm).
Because of the required wide tuning range of the laser,
the wavelength dependency of the light transmitting me-
dia must be well known.

Unfortunately, it is not possible to measure the iV' '
in Eq. (3.1) directly. The two-photon decay 2s Sig2—
18 S~g2 leads to a significant number of background
counts N . The total energy of this 2E1 radiation is
nearly the same (see Fig. 1) as the energy of the reso-
nance 2p P3j2—18 Syy2,

MC2

C2 ccD

MC1

nd em Ig

nters
E(2Psy2 —1St)2) —E(2Sig2 —ISi/2) -1x10

E(2Ps~2 —IS,~, )

(3.6)
L:o n
0 OO o OO0 0

~O~oO~
0 0OO o QD

Exp t.
Chamber

Thus the measurement of resonant counts N' '(E, )
needs the background subtraction given in Eq. (3.7):

Ili j ~I,I.I,[i,Ii, I . Il ll, .
N"'(E, ) = N (E, , t' ') —N (t~) (3.7)

N(t) is the number of x-ray counts in the time interval
t. The laser pulse irradiates the ion beam in the time
interval t"'. A second interval t is used to determine
the background count rate.

HP C1

IV. EXPERIMENTAL SETUP

A schematic view of the experimental setup of the
Lamb-shift measurement on phosphorus is shown in
Fig. 2. The MP tandem accelerator at the Centre de
Recherches Nucleaires in Strasbourg generated a beam of
phosphorus ions with different charge states and different
energies. Because the relative intensity of the P + ions
was the largest (I; „-0.61j,A), these ions with a fixed
energy of about 100 MeV were selected with the 90 an-
alyzing magnet (AM). A thin carbon foil (70 pg/cm ) in
the beam line was used to strip more electrons from the
ions. A second magnet (CsM) together with a g = 0.9 mm
collimator selected the hydrogenlike ions. This beam foil
technique is described in more detail in Ref. [33]. About
1%% of the one-electron ions are in the 2s Siy2 isomeric
state (Fig. 1) which is the beam species used for the laser
resonance experiment.

The photon beam from a flash lamp pumped high-
power dye laser [34] intersected the ion beam at an an-
gle 0 = 176 to induce the 28 S&~2—2p P3y2 transi-
tion. Around the intersection volume two proportional
counters were mounted to monitor the emitted Lyman-o.
x rays. These proportional counters were also used to
measure the intensity of the isomeric beam by counting
the background x rays. The detected signals were pre-
pared by fast timing electronics (El), analog-to-digital
converted, counted, and stored in a computer (HP).

After the laser light had traversed the intersection
volume, the beam was reflected into a monochromator
(MC1), a pulse energy meter (EM), a CCD spectrome-
ter (MC2), and a fast photodiode (PD) to measure the
various laser parameters. These data were also stored for

FIG. 2. Experimental setup of the laser resonance experi-
ment (not to scale). IS: Ion source; AM: 90' analyzing mag-
net; SM: Svritching magnet; CsM: Magnet to select the hy-
d.rogen-like ions; PD: Photodiode; EM: Energy meter; PM:
Photomultiplier; CCD: CCD camera; El: Electronics; HP:
Main computer; Cl: Laser computer; C2: CCD computer;
MC1 and MC2: Monochromator (1) and (2).

oQ'-line evaluation.
The following data were analyzed separately: Ion beam

energy (Sec. IV A), laser wavelength (Sec. IV B), an-
gle between laser and ion beam (Sec. IV C), laser energy
(Sec. IVD), x-ray data (Sec. IVE).

A. Ion beam energy

The energy E;~„ofthe P + ions was determined dur-
ing normal operation by a NMR probe in the gap of the
accelerator analyzing magnet. A plot of the NMR fre-
quency vNMR versus time is shown in Fig. 3.

The frequency of the NMR probe is proportional to
the magnetic field. The proportionality constant K
was determined with a nuclear resonance measurement.

The P + ions lose about 1% of their energy in the car-
bon stripper foil needed for the preparation of the P +
hydrogenic ions. Because the energy loss EI „depends
on the stripper foil thickness and the foil thickness de-
pends on beam irradiation time, EI „was measured at
regular time intervals.

A.ceelev at os calibv ation

The determination of the magnet constant K
of the analyzing magnet was made by measuring pro-
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t

e acce erator analyzing mag-
ne vs time. The data w

~ ~were split into two regions where dif-
ferent energy values are 6tted. The data in the a
used for evaluation

e . e ata in the gap were not

FIG. 4. Number of counts at the C(p, ) C
at 14.23075(20) MeV vs the NMR frequency of th b am

e on y e statistical

ton elastic scattering from T = — uom =
2 anu T = — reso-

nances of carbon nucle.i. The corresponding reactions
are C(p, pp) C with the energies E, and total widths

2)

Eq ——13.13(2) MeV, I'q = 180 keV [35])

E2 ——14.23075(20) MeV, I'2 ( 2 keV [36,37].

(v —vp)' + -' I'
4

(4.1)

The width of the first resonance is too large to be useful
for an accurate calibration but 't '

h 1 f lu i is e p u in finding the
position of the narrow resonance. B ty uning the mag-
ne ic e in one direction only from lower to h' h fi '

g h to avoid hysteresis changes, the NMR frequency
and therefore the nuclear rea t'reac ion resonance curve was
scanned and the intensity of the scattered protons at each

equency was measured. The peak intensity of the scat-
tered protons normalized to th -be ion- earn current is pro-
portional to the differential cross section. Th
of coununts vs the NMR frequency for the narrow T =—

c ion. e number

resonance is shown in Fig. 4. The NMR resresonance fre-
quency vp and the total width I' were obt d f E
(4.1):

ere o aine rom Eq.

Tuning the magnetic field can l d t
of

n ea o a small variation

b ess
o the beam geometry that could aff t tha ec e counting rate

y ess than 5%. The small energy loss of the protons
in the carbon target is included in the above value. The

ass as a neg igi e efI'ect onuncertainty of the proton mass h

magnet ~

The calibration constantant Kmag„, t was determined at
the magnetic field of B = 4 kG. For preparing the hydro-
genlike ions a magnetic field of B = 7 kG iis necessary
an an estimation of the change in Kange in magnet as to be
made. Thzs correction of about AB/B —5 4x 10 and
an error of equal size was given in [38 39

2. Energy lo88

In the beam line a thin carbon foil F l F
installed toe o prepare the hydrogenlike ions. Downstream
( ig. 5) from this foil a gold target (GT) and a semicon-
duc or particle detector (PD) were installed to measure

in
the energy oss of the ions in the stripping foil. B d t t-

g scattered protons after a two-h l d' h
i. y e ect-

o- o e iap ragm in front
of the detector it is possible t bt '

ho o ain t e energy loss of
the ions in the stripper foil. With Rutherford's formula

2)

The values P, & and R') %t ) are additional fit parameters.
~ ~

With this equation the calibration constant K
calculated to be [38]:

E(8;) = Ep
(Mp + MA„)2

Mp E-
Kmagnet— 2 2

ion
ion

Q VNMR 2Mp C
(4.2)

(Mx coseI + —sm 9,
p j (4.3)

Here E; n enotes the kinetic energy M th e rest mass,
an q the charge state of the accele t d
the me measured NMR frequency. The value obtained was

IC s„,g ——44.1528(35)
(MHz) z

where M anp and MA„are the masses of P and Au.
Ep is the energy of the incoming ions and 0,. are the scat-
ering angles corresponding to the two holes. These an-

o e energy loss in the stripper foil, in order to min-
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FIG. 7. Setup of the CCD spectrometer.
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wi h 43.57 lines/mm, Blaze angle 59', working in a high

for the 60th order was selected. In combination wi e
CCD whose single element width is 13pm, a resolution
of 0.011 nm/channel could be reached. The analog sig-

ed b the CCD chip were processed by fastnals produce y e c
electronics, en an, th analog-to-digital converted ( — ) an
computer analyzed.

The laser output was displayed in the 61st or n
d de ending on the wavelength. It was possible toor er epen

th order at
th

l He-Ne laser line in the 58th and 59
the same time o avet h ve a relative calibration during
measurement.

ts thisBe ore and after the Lamb-shift measurements t is
s ectrometer was calibrated with eig spec ra

Th ee of these lines are displayed inan argon-ion laser. ree o
d Fi . 8. For each wavelength many spec-two orders in ig.

tra were measure an evd d evaluated individually. Figure
shows the sum o ah ws the sum of all individual spectra which were used
for calibration.

C. Angle between the laser and the xon beam

To transform the energy of the laser photons from
the laboratory system to the rest frame o e i
Doppler shift correction given in q. ,
To determine the Doppler shift, the angle 0 between the

h b has to be measured accurately.laser and the ion earn as
ed

'
hTh s done with a gauge mounteded slit whic scans

the two beams separately (Fig. ).. 5~~. The laser intensity
b h d the slit was measured with the energy meter toe in esi

x = 025 mmbe described in Sec. IV D. For each Lxi, ——

ste the intensity was averaged over pe ten ulses. This was
done three times during one beam time pime eriod. The ion
beam current was scanned with p

'
h ste s of Ax; „=0.20

mm and its in ensi y wd ' t 't was measured with a Faraday cup.

Examples of intensity profiles are shown
' 'g.n in Fi . 9. Know-

f th lit from the beam intersection
d theoint, one calculates the angle between the laser and t e

D. Laser energy

P of all single laser pulses was determined
'th the laser-pulse energy meter Polytec j-wl e a

e laser pulsewhic uses e pyn the roelectrical princip e.
hich isletel absorbed in the probe whic is

heated up. The temperature dependent electrica po ar-
u of the otential over the detectorization causes a c ange o e p

o -to-which is processe y ad b a preamplifier and an analog- o-
te rated microcomputer convertsdigital converter. n in egra e s

the data and transfers then to the main computer. e
data are stored in a spectrum forma
number correspon s o e ad t the laser-pulse energy P and the

dinate to the number of events with a given energy.or inae o e
G. This e uipment

measuressures the laser-pulse energy wwith an absolute accu-
about 1%. The relative accuracy is bet hs etter thanracy of a ou 0.

er is used forQP xP~'P & 5 x 10 . Because the laser energy
ant.normalization, on y e rl the relative accuracy is relevan .

E. X-ray detection

(E = 2.3 keV) caused by the 2s 2SThe x rays w ray

18 Si 2 background decay or by the spontaneous
2P 3 2 8 i/2P —1 S decay were monitored by two propor-

4~ T et the best quantum efficiencytional counters 4 . o ge
mixturethey are filled with an argon-methane (90—10% mix ure

at a ressure of 25 hPa above atmospheric. The
the vacuum ofproportional counters were separate rom e

e
' b 6 thin grid supported Hostaphanthe beam line y a pm in

100—
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80—
~ M

. 60

m 80

m 40
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FIG. 8. Sum spectrum of argon-ion l-ion laser for calibration of
the CCD spectrometer.

FIG. 9. Scans of (a) the ion-beam profi le and b the laser
beam profile.
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FIG. 10. Energy spectrum of 70 laser pulses at one wave-
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foil [44] upon which an aluminum film had been evap-
orated. The aluminum layer was necessary in order to
have a symmetrical electric G.eld inside the proportional
counters and to prevent scattered laser light from enter-
ing the counters. The energy resolution obtained with a
test source ( Fe, E~ = 5.9 keV) was about 30%. Thus
it was not possible to distinguish between the resonance
emission and the background x rays.

The two detectors were mounted above and below the
beam line because the linear polarization of the laser light
causes a preferential emission of the resonant x rays in
these directions. By properly choosing the proportional
counter foils a peak to background ratio of 4 was reached
in these measurements.

The signals produced by the proportional counters
(PC) were processed by a fast preamplifier (Fig. 11) form-

ing signals with a rise time of w„= 0.1 ps and a decay time
of wy ——50 ps. The gas amplification, related to the high
voltage between the anode and cathode, was adjusted
so that it was possible to detect about five simultaneous
resonant x rays before reaching signal saturation. These
signals were differentiated in a timing Biter amplifier. A
constant fraction discriminator generated separated logi-
cal pulses if the x rays were separated by a time interval of
at least v = 80 ns. If two x rays arose with a smaller delay
they were detected as one pulse. The total probability
for the detection of an absorbed photon was & 97% in the
middle of the resonance and larger at the sides. These
logical pulses were monitored in four different counters,
i.e. , two for each detector. During the erst time inter-
val the events N(t' ') and during the second the events
N(t+) were registered. The laser beam was detected by
a photodiode (PD) which furnished a fast logical pulse
to activate the electronics of the proportional counters.
This signal was also used as a start signal for two time-
to-amplitude converters (TAC). The first count of each
detector stopped the corresponding TAC. The resulting
time spectrum will indicate any electrical disturbances
from the laser.

F. Organization of the measurement and data

One full scan of the resonance curve [Eq. (3.1)j in cycle
n consisted of measuring the 28 S1y2—2p P3y2 transition
probability at seven wavelengths A, . At each of these
seven points 70 laser pulses were registered, so that one
cycle had 490 laser pulses. During one beam time period
more than n = 150 of these cycles could be measured. In
Table III the organization of the measurements is sum-
marized.

The following data were registered for each measuring
point i in cycle n: The wavelength of the laser A, , the
number of counts N, = N, (t"') in the time interval
t' ' = 7 ps in which the laser pulse irradiated the beam,
the number of background events N; = N; (t ) in the
time interval t = 7000 ps, which started 50 ps after the
laser pulse, and the laser-pulse energy P,

mc2 g em mc

MC68000

IT~el lr~cl
G I I I I

G a~ ~DL ~~ca
l

XXXYAXXX'xXXNx XXQVxhkhhiAQX
g lresltacltaclresl bg

HP 1000

Number of laser pulses
1

1PO = 70

7PO = 1 CY' =490

Measured value, action
Wavelength, pulse energy
One event in each time spectrum
Resonant and background events

Change t he wave lengt h

Store all data of one cycle

15 CY = 7500 Replace dye, adjust NMR frequency
Calibration of wavelength system

TABLE III. Organization of the measurement. PO: posi-
tion, CY: cycle.

FIG. 11. Electronic setup. PC: Proportional counter;
Amp: Preamplifier, timing filter amplifier, and constant frac-
tion discriminator; DL: Delay line; TAC: Time to amplitude
converter; Ga: Gate; PD: Photodiode; MC: Monochromator;
El: Monochromator electronics; EM: Energy meter; uP: Mi-
croprocessor. Lowercase abbreviations denote the contribut-
ing spectrum.

30 CY

60 CY

100 CY

200 CY
400 CY

15000

= 30000
= 50000

= 100000
= 200000

Replace flash lamp
Check ion-beam focus

Check energy loss, time windows

Check laser-ion beam angle

Check scattering geometry for energy loss

Calibration of beam analyzing magnet
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V DATA ANALYSIS

The entire Lamb-shift experiment was controlled by
several computers and electronic systems. The four coun-

computer with an MC68000 coprocessor. This computer
was the main computer used for the measurement. e
two TAC spectra were also assembled in this system as
were the wavelength spectra produced by the monochro-
mator system. The energy information of the laser pulses
was trans orme y anf d b an MC8748 computer to a format
compatible for storage of the data as spectra. All these
data were recorded on magnetic tape. The wavelength

pared by an MC6809 for a second MC68000 system wit
mass storage. e orga. Th rganization of the overall experimen
was controlled by the laser microprocessor MC8085. This
computer tuned the wavelength of the laser by turning
an etalon in the resonator. The grating of the monochro-
mator wavelength system was also controlled by this sys-
tem. A trigger pu se wasA 1 was generated to start the laser
and to synchronize the CCD microcomputer system. The
HP1000 computer got the information about the selected
wavelength which was necessary to synchronize all assem-
bled data. The spectra of the energy loss measurement
were also fed to the HP1000 computer and were then
stored on magnetic tape.

H. Dye laser

The laser used was developed especially by our group

A = 600 nm was needed. The energy density was to be
10 MW/cm in a focus of 1 mm . It is convenient to
have a pulse length of several microseconds. All these

ents could be fulfi. lied by a Bash lamp pumpe
dye laser. The technical details of this laser have been
described in Ref. [34]. The main features are summarized
in Table IV.

Due to the fast discharge of 400 3 of electrical energy
in the laser fI.ash lamp, a high amount of electroInagnetic
noise is genera e . o re ut d T reduce the effects of this noise the
laser system including power supply was mounted inside
a double Faraday cage.

The data recorded in three different beam time periods
were evaluated. When not indicated otherwise, all data
discussed in the following section were ta en inin the ast

1 . Th ere no significant differences in t e in-
c CDstrumentation of the previous runs except that the C

system was used only in the last beam period.

A. Wavelength determination

100—

m 80—

605. 1

598.1

599.1

600.2

I

I F . 12 th mmed spectrum of the 490-laser-pulsen ig. e su
spectra over a u sf ll scan of the resonance curve is p o-
ted. Altogether nearly 50000 laser-pulse spectra were
detected and evaluated individually. The uncertainties
of the laser wavelength determination can be classified
into four groups, namely, the following:

B2 11 lines(1) Calibration: As described in Sec. IVB
were use or spd f spectrometer calibration. T ese energies
with their associated errors were fitted with a our
order po ynomia o givd 1 1 to give the wavelength calibration
curve.

amb-(2) Measurement: Before, during, and after the Lam-
shift beam time period He-Ne calibration spectra were

d d Th spectra were used to correct or any
n of thepossible deviations caused by the transportation o e

spectrometer. e s iTh h'ft in the peak positions results in
a wavelength uncertainty.

(3 pectrome er: nt ' I particular the uncertainties
caused by the special properties of the CCD line camera(, t I response) and associated electronics (e.g. ,(e.g. , spec ra respo
amplifier drift).

(4) Corrections: The laser beam reaches the spectrom-
eter through a light tube of length l = 80 m. Thus
the wavelength dependency of the transmission as to

U3 40

TABLE IV. Characteristics of the Hash lamp pumped dye
laser.

20—

Dye
Solvent

Pulse energy (max. )
Repetition rate
Average energy
Total pulse length
Tuning range
Optical pumping

Rhodamine 6G
Water, ammonyx LO
N N-dimethyldodecyl-amine-¹oxide
1.2 3
2 s
2.4 W
6 ps
590—620 nm
Quartz flash lamp in crowbar mode

0
0 400

Channel

I

600 800

FIG. 12. Sum spectrum of 490 laser pulses of one measure-
ment c cle (CY) over the resonance. The difFerent intensitiesment cycle over

sed b the dye laser butof the wavelength peaks are not cause y e ye
of the li ht tubeb the wavelength dependent transmission o g

used. Because wavelengths wIth A ) 601 nm were obtained
in the 61st instead of the 62nd order of the grating, they are
displayed at lower channel numbers.
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TABLE V. Uncertainties of the wavelength determination with the CCD spectrometer. AE is
the contribution to the Lamb-shift error.

Source of error
Wavelength calibration
Fit
Z
Relative calibration
CCD linearity
Pixel responsibility
Pixel width
Electron statistics
Systematic background
Digital noise
Linearity A-D conversion
Z
Vacuum to air correction
Light tube transmission
Uncertainty of mean value
Z
Total Z

Wavelength (nm)
0.0052
0.0036
0.0063
0.0056
0.0009
0.0012
0.0001
0.0001
0.0006
0.0032
0.0002
0.0036
0.0059
0.0006
0.0030
0.0066
0.0113

Relative
8.7 x 1O-'
6.0 x 10
1.1 x 10
9.3 x 10
1.5 x 1O-'
20x 10
1.7 x 10
1.7 x 10
1.0 x 10
5.3 x 10
31x10
6.0 x 10
9.8 x 10
1.O x 1O-'
5.0 x 10
1.5 x 10
1.9 x 10

AE (meV)
0.019
0.013
0.023
0.021
0.003
0.004
& 0.001
& 0.001
0.002
0.012
0.001
0.013
0.022
0.002
0.011
0.025
0.042

be taken into consideration. The wavelength is deter-
mined in air, but the ions are in the vacuum so that
this correction [Eq. (3.5)] of about 0.16 nm [45] causes
an uncertainty [46]. All data are stored in groups of 70
laser pulses from which follows an uncertainty caused by
averaging the wavelength.

Table V enumerates the different uncertainties entering
into the wavelength determination. The column Relative
is normalized to the wavelength A = 600 nm. It should be
noticed that the spectrometer allows a wavelength d.eter-
mination with a relative accuracy of AA/A = 1.5 x 10
[41].

B. Doppler shift

is a deposition of residues from the beam line onto the
foils. The error bars denoted in Fig. 13 were obtained
from the statistical uncertainty of the energy of the de-
tected particles and the uncertainty of the determination
of the scattering angles. Other errors not included in
the figure are caused by possible inhomogeneity of the
surface barrier detector and fIuctuations of the counter
electronics. A more detailed. description of these sources
of error is described in Ref. [28]. The small correction
for the energy loss of the ions in the gold scattering tar-
get produces a negligible error. Table VI summarizes
the various uncertainties in the determination of the ion
beam energy.

The second parameter important for the Doppler shift

In Fig. 3 where the NMR data of the last run are plot-
ted one can see a sudden jump in the NMR frequency
12 hours after the beginning of the measurement. For
very accurate measurements it is not possible to treat
the ion-beam energy as being constant so the data were
split into two regions for which different ion-beam en-
ergy constants were fitted. Lamb-shift data taken during
the jump were not retained. The uncertainty caused by
the mean variation of the NMR frequency amounts to
LvNMR ——0.0003 MHz. This value can be converted to
the errors AE; „=0.002 MeV or LEgs ——0.002 MeV.

The calibration constant K g„,& of the 90 analyz-
ing magnet was determined to be K s„,t ——44.1528(35)
keV amu/MHz which corresponds to a relative accuracy
of AK/K' = 7.9 x 10 . The extrapolation of this cal-
ibration from B' 4 to 7 kG leads to an estimated ad-
ditional uncertainty of AB/B = 5 x 10 4 [39,38]. Fig-
ure 13 shows the energy loss versus time for phosphorus
ions in two carbon stripper foils. Foil (a) was used for
the Lamb-shift measurement and foil (b) was a reference
foil. Both foils show the same tendency to produce larger
energy loss with increasing exposition time. The reason

1200—

1000

800—
I

20
Time (h)

40 60

FIG. 13. Energy loss for two foils vs time. Foil (a) was used
for the Lamb-shift measurement and foil (b) was a reference
foil. The error bars represent only the statistical and angular
uncertainty.
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TABLE VI. Uncertainties in ion-beam energy determination, energy loss, and Doppler shift
correction. AE; „ is the uncertainty applied to the ion-beam energy and AE is the contribution to
the Lamb-shift uncertainty.

Source of error

Calibration 90 magnet

Extrapolation to working field
Slit 90' magnet
Drift 90 magnet

Geometry
Ion-beam energy
Inhomogeneity
Statistics

Ion-beam energy
Energy loss
Angle laser-ion beam

Primary

Primary energy

p pp35 keVamu
MHz'

0.0003 (MHz)
Energy loss

0.049 (MeV)

Doppler shift:
0.049 (MeV)
0.042 (MeV)

0.05 (deg)

Relative

79x10
2.5 x 10
20x10
93x10

1.7 x 10
5.2 x 10
20x10
3.4 x 10

52x10
4.4 x 10
4.0 x 10

&Eion
(MeV)

0.007

0.047
0.019
0.002

0.018
0.001
0.019
0.035

(meV)

0.007

0.045
0.018
0.002

0.017
0.001
0.018
0.034

0.012
0.039
0.011

[Eq. (3.2)] is the angle between the laser and the ion
beam. In order to evaluate it, the vertical position of
the laser and the ion beam was measured with the gauge
mounted slit (Fig. 5) in the experimental chamber. The
position of the center of the ion beam could be deter-
mined with an error of Ax; „=0.06 mm and the laser
beam center with Lx~, ——0.09 mm. The angle could thus
be calculated with an accuracy of EO'/0' = 1.6 x 10
This measurement has been done three times d.uring one
beam time period with a good reproducibility. To get the
Doppler-corrected ion-beam energy one needs the com-
plementary angle 0 = 180 —O'. This angle is known with
a relative accuracy of 4.0 x 10 . Table VI contains all
errors which acct the Doppler shift correction.

C. Number of resonant and background counts

The proportional counters described in Sec. IVE de-
tect the resonant and the background x rays. The log-
ical pulses of the proportional counters are gated with
three delay generators (Fig. 11). The first delay for
the detection of the resonant counts has a length of
t"' = 7 ps. Within this time the resonant and back-
ground events are summed. 50 ps later, a time window
t = 7000 ps for the detection of the background events
is opened. In the last beam time period the total number
of events detected in the background window amounted
to %(t ) = 8.4137 x 107 and in the resonant time win-
dow to N(t"') = 1.436 x 10

To obtain the true number of resonant counts one
needs to know the ratio of the length of the two time win-
dows t"'/t+. This ratio was measured by counting the x
rays of a radioactive source. The delays are triggered by
an external pulser. The ratio of the counting rates corre-
sponding to the ratio of the time windows could be deter-
mined with an accuracy of A(t"'/t ) = 8.0 x 10 (Ta-
ble VII). This measurement was repeated several times
during a Lamb-shift beam time period. Using this ra-

tio, the number of resonant counts N"' for every laser
wavelength was calculated according to Eq. (3.7) in Sec.
III.

D. Time spectra

A small percentage of the laser light was reflected into
a subnanosecond photodiode [47] to generate a fast time
signal. This signal was used to synchronize the gates of
the proportional counter electronics with the laser light
and to start a TAC. The TAC was stopped by the first
event registered by the proportional counters. Because
only one x ray per laser pulse was registered in these
spectra they could not be used for determining the Lamb
shift. Two summed time spectra are shown in Fig. 14.
Spectrum (a) in this figure is a normal clean time spec-
trum without high frequency disturbances produced by
the laser. Because these electric disturbances were pro-
duced by the strong discharge of the capacitor through
the flash lamp, they occur within 2 ps before the light
emission. By discriminating the proportional counter sig-
nals one can eliminate these disturbances. In spectrum
(b) one can clearly see the narrow peak at about 1.2 ps
produced by the hf disturbance. This occurred at irreg-
ular time intervals caused by the wear of the spark gap
of the laser. The electrical disturbances can be removed.

Source of
error

N (7000 ps)
N (7 ps)

Resonant counts
Time windows

Relative

1.1 x 10
2.8 x 10
28x10
8.0 x 10

AE
(meV)
0.004
0.090
0.090
0.001

TABLE VII. Statistical uncertainties related to the x-ray
detection.
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FIG. 14. Summed time spectra with (b) and without (a)
high frequency disturbances caused by the laser.

by adjusting the spark gap. Data with such disturbances
were not included in the Anal analysis.

E. Normalization of resonant counts

All measured parameters were used to constitute two
independent groups of data:

(i) Energy E, of the laser photons in the rest frame
of the phosphorus ion [Eqs. (3.2)—(3.5)]. This energy de-
pends on the laser wavelength in the laboratory system,
the ion-beam energy, the energy loss in the stripper foil,
and the laser-ion beam angle for the Doppler shift correc-
tion. All these values determine values along the ordinate
of the I.orentzian resonance curve in Fig. 16.

(ii) Number of resonant counts ¹"which determines
values on the abscissa of the resonance curve.

The number of measured resonant events N' ' is pro-
portional to the laser pulse energy P and the ion-beam in-
tensity, neglecting dead time efFects. The beam intensity
is proportional to the background counts K(t ) caused
by the decay of the metastable 2s Szy2 state. Since P;
and Ng = %(t+ ) can vary for diff'erent measuring points
i within a single measurement cycle n, it is necessary to
normalize the number of counts N, '. For this we used
Eq. (5.1):

300—

100—

I
II

II
r II"II ~ II II

II

II
I I

I
I I

I ~

QI II ~

20 40 60
(Laser energy) x (Backgro11nd) (J kHz)

80

The index i varies from 1 to 7 for the seven positions
per cycle. Because the difFerences among ¹ and P,.
in one cycle are small, the sum factors in Eq. (5.1) lead
to a ratio X;."/¹"—1, where N;." is the normalized
number of resonant counts. Thus the normalized num-
ber has the same statistics as the unnormalized number
of resonant counts. The error in the correction due to
the number of ions is small because the background was
measured with a large time window compared to the time
window for resonant counts (t /t'" = 1000). Further-
more the ion-beam intensity was not correlated with the
wavelength.

A much more delicate correction is due to the laser
pulse energy. Because this variable parameter depends
on the laser wavelength, one is able to reduce the efFect of
normalization by selecting an optimal ion-beam energy.
Specifically, if the gain profile of the laser is symmetrical
around the centroid of the resonance curve, the normal-
ization affects only the width I' and not the centroid E
of the curve.

There is another efFect which results in a systematic
error. The wavelength of the laser could be tuned only
towards increasing wavelengths [48]. It follows that the
right side of the resonance curve was always measured
with a lower laser energy than the left side because the
laser pulse energy decreased with the number of pulses.

The efFects described above can result in an apparent
shift of the resonance energy. The efFect is caused only
by the difFerent dead times on both sides of the reso-
nance curve. To verify that the effect of the dead time
of the proportional counters is small, in Fig. 15 the num-
ber of resonant counts is plotted versus the laser pulse
energy times the background counting rate which is pro-
portional to the ion-beam intensity. No clear deviation
from a straight line can be recognized. A detailed de-
scription of the dead time correction is given in [28,38].
Table VIII contains the uncertainties caused by the data
normalization.

FIG. 15. Number of resonant counts vs laser energy times
number of background counts. The good fit of the straight
line indicates that there are no significant dead time effects.
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TABLE VIII. Uncertainties caused by the data normaliza-
tion.

110—

Normalization

Laser energy
Ion-beam intensity
Dead time

Relative

(3x10
AE (meV)

0.027
0.001
0.040

100

90—

F. Resonance curve and error table
15—

The normalized resonant counts N, ' of each cycle n
were fi.tted to a Lorentzian distribution by a y fit: 10—

2

Nres NO ( 2 )
E0) + (~ )

TABLE IX. Error contributions in each of the three series
of measurements.

Source of error
Energy loss
Wavelengt h
Normalization
Ion-beam energy
Statistics
Others
Quadratic sum

I
0.079
0.096
0.057
0.069
0.100
0.058
0.192

AE (meV)
II

0.082
0.097
0.049
0.064
0.093
0.058
0.186

III
0.042
0.042
0.048
0.053
0.090
0.058
0.142

The E; are the E, for each position i. One ob-
tains from the fit to the seven points
(Ei, N z"), . . . , (E~, N 7") the three parameters
I', and E for every cycle n. The fitted FWHM I' of the
resonance is very sensitive to distortions of the data from
the Lorentzian shape. Weighted with their statistical sig-
nificance, the centroids E of all cycles were averaged to
give the resulting centroid energy (E ) of the resonance.

Care has to be taken to give an error for (E ) of a single
run and for the weighted average of all three runs. Only
the statistical errors were combined quadratically. Any
systematic error which leads to a shift of the Lorentzian
curve or to a shape change of the resonance has to be
added linearly to the overall error of the combined E .
Fortunately most efI'ects give a negligible error contribu-
tion, as for example the analytical form of the resonance
or the asymmetry of the laser wavelength spectrum.

In Table IX the errors of all three measurements are
given. The single error contributions (discussed in Tables
VI—VIII) are split into independent groups, so that it is
possible to combine the errors of various groups quadrat-
ically.

To show the consistence of the experimental data the
400 Lorentzian curves were normalized to the peak of the
average, summed, and plotted in Fig. 16. The statistics
are about 15000 counts in each of the three points near
the maximum of the resonance. The error bars represent
only the statistical errors due to resonant and background
events. In the upper part of Fig. 16, the number of reso-

—E0

0
2.20 2.22 2.24

Photon energy (eV)
2.26

FIG. 16. Curve of resonant counts vs laser photon energy.
The error bars represent only the statistical uncertainty in-

cluding that of the background. The resonant peak was nor-
malized to the average of the three measurements. These data
were combined only to show the statistics and were not used
for evaluating the Lamb shift.

nant events divided by the value of the fitted Lorentzian
curve is plotted. This Lorentzian curve was not used to
obtain the Lamb shift but only to show the statistics. For
evaluating the Lamb shift, the Lorentzian curves were not
normalized.

G. Statistical investigations

The asymmetric deviations from the Lorentzian shape
have to be treated carefully to get a reasonable error for
(E0) Symmetric d. eviations from the shape have a larger
influence on the fit parameters. The most important ef-

fect on the experimental curve is the damping caused
by dead time of the proportional counters. This can be
understood by the larger loss of events in the middle of
the resonance and is increased by larger laser-pulse en-

ergy and ion-beam current. Other effects which lead to a
changed line shape are the finite spectral FWHM of the
laser and the Doppler broadening of the photon energy.
To diminish the influence of these on the fitted centroid
E, the wavelengths A, were chosen at and symmetri-
cally around the supposed centroid. It is straightforward
that for perfectly symmetrically points there is no error
from this in the E fit parameter. Only I" and N are
afI'ected. Analytical calculations show that small devia-
tions from symmetry of the points around E lead in first
order to only an altered I' . Fixing I causes a change in
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FIG. 17. Measured centroid energy of
the 28 S1y2—2p P3y2 transition vs the pulse energy of the
laser. The fitted straight line shows that there is no depen-
dence of measured transition energy and laser energy.

FIG. 19. FWHM of the Lorentzians for the third run vs
the laser pulse energy times background counting rate. Ex-
trapolating the fit data to the ordinate, one gets FWHM
(I') = 18.4(10) meV.

N, but not in E . This shows the importance of having
N as a fit parameter.

As a second test for the independence of E from the
line shape of the resonance a fit was made with a Gaus-
sian instead of a Lorentzian curve. The deviation in the
centroids was negligible compared to the position uncer-
tainties given.

Because of the large number of measured resonance
curves several statistical investigations could be made.
In Fig. 17 for example the dependence of the measured
2s Szy2 —2p P3y2 energy on the laser-pulse energy P is
shown. One notes that there is no significant correlation.
This figure shows typical fit error bars for the Lorentzian
centroids. On the average, they are smaller for larger
laser-pulse energy because of more counts.

Figure 18 compares the histogram of the fitted E for
the last run with a Gaussian distribution of same centroid
and width. Good agreement is found. Thus it is allowed
to average the centroids to obtain an average value (E )
for the whole measurement.

The FWHM (I') of the resonance is obtained from the
values I' by extrapolation to zero laser-pulse energy and
zero background. One expects the F%'HM to be broad-
ened with increasing laser power and ion-beam current.
The straight line fitted to the data shown in Fig. 19 con-
firms this. The error bars in Fig. 19 are again the un-
certainty of the fits. As before, one can see a decreasing
error with increasing laser power and ion current due to
statistics.

H. Results

Table X contains the experimental 2s ~Sqy2 —2p P3~2
transition energies (E ) as measured with contributing
errors, the deduced Lamb shift (Er,s) with its errors, and
the experimental width (I') of all three measurements
together with the theoretical values [17,18]. The Lamb
shift was calculated with the theoretical value for the fine-
structure splitting E(2p P~~2 —2p Pqy2) = 2.314 82(2)
eV given by [17,18]. The overall error is not much dif-
ferent from the individual measurements because some
errors were systematically the same. Only the statisti-
cally independent errors were added quadratically.

30— I. Comparison vvith theory and other experiments

20 &

0

The 2s Sqy2 —2p Pl~2 energy splitting has been mea-
sured for several hydrogenlike species. Results having

TABLE X. Results of all three runs. Z indicates the
weighted average, (E ) is the measured 2s S&~2—2p Ps~2 en-
ergy splitting.

0&
2.225
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FIG. 18. Histogram of the measured centroids Eo. The
distribution can be fitted to a Gaussian of the same FWHM.
Therefore one can average the E to obtain an (E ) with a
meaningful error.

Theory
Run I
Run II
Run III

Z

(E')
(«)

2.23137(19)
2.23143(19)
2.23122(14)
2.23133(12)

(Er.s)
(meV)

83.764(50)
83.45(19)
83.39(19)
83.60(14)
83.49(12)

(r)
(meV)

20.9
19.0(5)

20.9(10)
18.4(10)
19.2(4)
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small errors have been compiled in Ref. [49]. The theo-
retical values were taken from the calculations by Mohr
[17] and Johnson and Soff [18] which both give the same
values. Figure 20 shows this comparison of experimen-
tal values normalized to the theoretical predictions. The
present value of the P + measurement falls 2.1 standard
deviations below the theory. Most of the other exper-
imental values in the region of Z & 18 determined by
various methods show the same tendency, but the devia-
tions are not statistically significant.

120—

100

t ~

80—

I I .. I I

o

J. Higher order test in (Zcx)

As discussed in Sec. II the self-energy gives the domi-
nant contribution to the Lamb shift. The uncertainty in
calculating the self-energy with Eq. (2.1) arises mainly
from the theoretical function G(Zo. ). Using the theoreti-
cal contributions not belonging to the self-energy and the
experimental data one can define a new function G(Zn).
Assuming all other terms in Eqs. (2.6) and (2.1) to be
correct, G(Zn) and G(Zo. ) should be identical. The en-
ergies in Eq. (5.3) are the experimental E,„~, and the
theoretical Eqh, values of the Lamb shift:

I I I I I I I

H He Li Be B C N 0 F NeNaMg Al Si P S Cl Ar
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Atomic number Z

FIG. 21. Experimental values of G(Zo. ) in percentage of
the theoretical predictions G(Zn). ~ indicates the two mea-
surements made by the present group. The respective ref-
erences for the other measurements (E) from H to Ar are
[50]—[53], [57], [59]—[62]. The data of Fig. 20 not included in
this 6gure have too large uncertainties to be depicted.

perimental data for Z ) 9 towards lower 2S Lamb-shift
values which was already suggested. in Fig. 20.

G(Z ) =G(Z )+ Z. .. [&-..-&'-l (53)
VI. FUTURE PERSPECTIVES

G(Zn) includes the experimental uncertainties as well as
the theoretical ones. This function allows a comparison of
different experiments in testing the significance of higher
orders in (Zn) included in G(Zn). In Fig. 21 the quan-
tity G(Zn)/G(Zn) is plotted. Although the experimen-
tal values for hydrogen have the smallest uncertainties,
the test significance for higher order terms in (Zn) for
phosphorus or sulfur is much better. This can be under-
stood by the Z scaling of G(Zn) relative to the Lamb-
shift values and the theoretical uncertainties included in
Eq. (5.3). Taking into consideration the negative values
of G(Zn), one can recognize the same tendency of all ex-

The experimental values for the Lamb shift have a ten-
dency to be lower than the theoretical predictions, but
there is not yet statistical significance to this behavior.
More accurate experiments are clearly necessary. A good
possibility to decrease the experimental uncertainty is the
newly proposed auto collimation spectroscopy for fast hy-
drogen ions described in Ref. [63]. This method uses a
pulsed bidirectional laser beam having a fixed wavelength
in connection with a high current pulsed ion beam [64].
Depending on the angle to the ion beam, monoenergetic
laser photons in the laboratory system E~ b have two dif-
ferent energies E~ and ER in the rest frame of the ions.
For a suitable wavelength two points on opposite sides of
the resonance can be measured simultaneously. If K(E~)
is made equal to %(E~) by varying the ion velocity P,
the resonance energy E is determined by

p EF+ER
2

E~~b

p2
(6 1)

0

0
I

~ —1

II
II II

s

T ~~i~~ I I I I

H He Li Be B C N 0 F Ne Na Mg Al Si P S Cl Ar
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Atomic number Z

FIG. 20. Experimental values of the Lamb shift compared
to theoretical predictions. ~ indicates the two measurements
(P,S) done by the present group. The respective references
for the other measurements (R) from H to Ar are [50]—[62].

The main advantages of this method are as follows:

(i) Only a single wavelength is necessary to determine
the resonance energy. This provides an accurate mea-
surement of both the wavelength and the laser pulse en-

ergy.
(ii) The Pcos(8) term in the Doppler shift Eq. (3.2)

cancels, thus the precision necessary in the determination
of P is decreased by one order of magnitude.

(iii) The absolute value of the angle 9 does not enter
into the resonance energy E; it determines solely the
difference E~ —ER. Changing the angle 0 the resonance
curve can be scanned.
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