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The question is studied as to which state a radiating atom has to be reset to if a photon is
detected and absorbed. This is important for applications of a recently proposed approach to photon
counts from a radiating atom which is based upon repeated gedanken measurements and associated
reductions as a technical tool. The general reset density matrix is determined. It may depend on the
atomic state shortly before the photon detection, and may thus be time dependent. It may also have
off-diagonal terms which may lead to interesting coherence effects. It is shown that the repeated
measurements together with the reset matrix lead to the optical Bloch equations for a general N-
level atom. The general photon-counting distribution for an N-level radiating atom is derived and
the axiomatic continuous-measurement theory of Srinivas and Davies [Opt. Acta 28, 981 (1981);
29, 235 (1982)] for quantum-counting processes is shown to follow in the present framework from

ordinary quantum mechanics.

PACS number(s): 32.90.+a, 42.50.—p, 03.65.Bz

I. INTRODUCTION

Experiments on single ions have become feasible in the
last years, mainly due to advances for laser cooling in
Paul traps [1]. New effects have been discovered which
are washed out if one deals with an ensemble of atoms
instead of a single one. Particularly spectacular are the
macroscopic dark periods of a fluorescing system with
two excited states, one rapidly decaying and the other
metastable, as originally predicted by Dehmelt [2] and
later verified experimentally [3] and analyzed theoreti-
cally [4-6]. In this way new and interesting theoretical
challenges have arisen in connection with photon count-
ing from single fluorescing atoms.

With such applications in mind, Wilser and the present
author [7-9] proposed an approach to photon count-
ing from a radiating atom which is based on repeated
gedanken measurements of the spontaneous photons, at
instances a short time At apart, and with ensuing reduc-
tions according to the von Neumann-Liiders rule [10]. A
very similar, if not identical, approach was then also pro-
posed independently by Dalibard, Castin, and Mglmer
[11] who emphasized applications with Monte Carlo sim-
ulations, and also by Carmichael [12]. Applications are
given by Dum, Zoller, and Ritsch [13]. The reductions
serve as a technical tool and allow the determination of
the time development in a simple way. The above ap-
proach to photon counting differs from the one of Glauber
(14] which is based on correlation functions. Our ap-
proach is particularly adapted to the description of single
radiating atoms. It lends itself to an analytic treatment
as well as to simulations; the latter point was particularly
stressed in Ref. [11].

The optical Bloch equations are not used as an input
but rather follow as a consequence. For systems with
a single ground state this was shown in Refs. [8, 11];
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the general case is treated at the end of Sec. III. In
Ref. [9] it was pointed out that the no-photon prob-
ability obtained by the approach was also compatible
with results of Porrati and Putterman [15] who calcu-
lated a no-photon probability at time ¢ with no measure-
ments and no reductions in between; this problem was
then studied in great generality by Reibold [16] using
the projector formalism. In Refs. [7-9] it was shown
that the approach leads to a simple quantum-mechanical
understanding of Dehmelt’s dark periods and to quan-
titative agreement with results of Cohen-Tannoudji and
Dalibard [5]. It was further shown in Refs. [8, 9] that
the axiomatic continuous-measurement theory of Davies
and Srinivas [17] can be derived for systems with a single
ground state by the above approach. Hegerfeldt and Ple-
nio [18] have used the approach to show that through a
coherence effect one can have macroscopic dark periods
also without a metastable state provided the separation
of the two upper levels is very small and their dipole mo-
ments for the transition to the ground state are parallel.
This explains, through the behavior of individual atoms,
the nonabsorption resonances in gases found with the
help of optical Bloch equations by Cardimona, Raymer,
and Stroud [19]. The approach can also be applied to
the A system, as pointed out in Ref. [18], and explains
in a similar way the nonabsorption resonances found by
Orriols [20].

The term “photon emission” will be replaced by the
more precise term “photon detection” in the following.
The applications in Refs. [7-9, 18] use atomic systems
with transitions to the same ground state (except for the
A system in Ref. [18]). For these simple systems it seems
intuitively clear that after detection of a photon the atom
should be in the ground state; in Ref. [7] it was pointed
out that this can be verified in second-order perturba-
tion theory. Once in the ground state it takes some time
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for the atom to be reexcited and to emit the next pho-
ton. The familiar antibunching [21] can be understood
in this way. For a general N-level atom with transitions
between various levels and for broadband detection of
photons, without frequency resolution, one might expect
a diagonal mixture of the different final atomic states.
If the levels are far apart this is approximately so, but
in general there may arise off-diagonal terms which may
lead to coherence effects. This is explicitly discussed for
the A system, a three-level system with allowed transi-
tions from the highest level to two lower levels [22]. After
a photon detection one has a mixture of both lower lev-
els with nonvanishing off-diagonal terms if the transition
dipole moments are not orthogonal. If the two lower
levels are far apart the off-diagonal terms will, for most
questions, play no role and may be omitted, but they
may lead to coherence effects for small level separation
[18]. The determination of the reset matrix is an impor-
tant question in applications since one has to know how
to continue the analysis or simulation after detection of
a photon.

In Sec. II of this paper we study to which state or

density matrix an atom has to be reset after a broadband
photon detection, provided that shortly before no photon
was found. This condition is adapted to the above ap-
proach of repeated gedanken measurements and it allows
the determination of the general reset matrix in a sim-
ple way. For an atom with transitions to a single ground
state the atom is reset to it, as expected. In general
the reset matrix contains nonzero off-diagonal elements.
It may also depend on the atomic state shortly before
the photon detection and may thus be time dependent.
For the A system the reset matrix is always the same,
independent of the prior atomic state, but it may have
nonzero off-diagonal terms which may lead to interfer-
ence effects.

In Sec. III the reset matrix is applied, in the context
of the above approach of repeated gedanken measure-
ments, to broadband photon counting. With its help
the general counting distributions are determined. It is
shown that the repeated measurements together with the
general reset matrix lead to the optical Bloch equations
and to the photon correlation function g (7). A con-
nection is pointed out with the continuous-measurement
theory of Davies and Srinivas [17] who had axiomati-
cally introduced postulates for operators of a so-called
quantum-counting process, operators which then had to
be determined semiphenomenologically. On a coarse-
grained time scale, coarse compared to the above At,
it is shown—again generalizing results of Refs. [8, 9]—
that these operators not only arise in a natural way in
our approach but can be explicitly determined.

In Sec. IV, finally, the results are discussed, especially
the importance of the reset matrix for simulations. Gen-
eralizing the results of Ref. [9] it is pointed out that the
photon counts from a single atom can be considered as a
sample path of a stochastic process constructed in Sec. III
and that ergodic properties allow the calculation of time
averages for such a sample path (i.e., for a single atom) by
ensemble averages. By simulation of such sample paths
these quantities as well as a solution of the Bloch equa-

tions can be determined numerically, just as simulations
of sample paths for the Langevin equation may be used
for a numerical solution of the Fokker-Planck equation.

II. THE RESET MATRIX

The von Neumann-Liiders rule [10] for the reduction
after a measurement states the following. Let £ be an
ensemble of systems described by a state vector | ¥) or,
more generally, by a density matrix p, let O be an observ-
able with discrete eigenvalues {a}, and let P, be the pro-
jector onto the eigenspace belonging to the eigenvalue a.
Measuring O on the systems one will in general find dif-
ferent values, unless | ¢) is an eigenstate of ©. Denoting
by €, the subensemble of systems for which a particular
value o has been found, then right after the measure-
ment &, is described by PypPy / tr(). According to the
statistical interpretation of quantum mechanics the norm
squared or the trace give the relative magnitude of &,,
i.e., the probability of finding the value a.

As a system we consider an atom, possibly driven, plus
its radiation field and measure whether there are photons
or not. As observable one may take either

Py =[ 0pn)1a{Opn | (1)
or
P=1 - P,. (2)

The subensemble with observed photons belongs to the
eigenvalue 1 of P; and is described by

Pyp Py /tx(), (3)

and analogously with Py for no photons.

The von Neumann-Liiders rule applies, by its very for-
mulation, to nondemolition measurements only. There-
fore the reduced state in Eq. (3) still contains the pho-
tons. But photon detection is usually by absorption [23],
and the above rule does not state how to describe, for a
coupled system, the absorption of a subsystem. In par-
ticular, in a resonator or with mirrors present a photon
absorption might have a reaction on the atomic system.

For infinite space, however, and without mirrors one
may argue physically that for the atomic description
alone it should make no difference whether or not the
photons are absorbed, as long as they are sufficiently far
away from the atom and are no longer interacting with
it [24]. After a nondemolition photon measurement the
density matrix for the atom alone would be given by the
partial (photonic) trace of the expression in Eq. (3),

trpn P1pPy / tr() . (4)
By the above argument this should also be the atomic
density matrix after a demolition measurement. But af-

ter absorption no photons are present any longer and the
complete system would then be described by

| Oph) (trpn ProP1) (Opn | / tr() - (%)
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Equation (5) extends the von Neumann-Liiders reduc-
tion rule to demolition measurements, and it has been
used before as the obvious procedure [25]. As an example,
for a two-level system it is usually taken for granted that
after a photon detection the system is in the ground state.
This indeed results from Eq. (5) as follows. For a nonab-
sorption photon measurement the usual von Neumann—
Liiders reduction rule and ordinary perturbation theory
yields the state | 1p4) | 1), and absorption of the photon
gives | Opn) | 1) by Eq. (5). We take Eq. (5) as a starting
point for the following determination of the reset matrix.

Let us now consider an ensemble where no photons
are present at time t, thus described by | Opn)pa(t){Oph |
where p4 is the density matrix of the atoms. By time
t + At this has developed into

U(t + At,t) | Opn)pa(t)(Opn | [U(E + AL, E)]",

where U is the complete unitary time-development oper-
ator. Performing a broadband photon measurement [26]
at time t + At, the subensemble where photons are found
is described by Eq. (5), with atomic part

P = trpn PLU(t + At,t) | Opp)
xpa (Opn | [U(t + At 8)]* / tx()

= Jpa At / tx(), (6)
which serves as a definition of the linear superoperator
J acting on p4. The size of the subensemble where pho-
tons were found relative to that described by p4 is given
by trJpaAt. Equation (6) can be evaluated by simple
perturbation theory. With an external field E.(t), the
standard Hamiltonian in dipole form and in the limit of

long wavelengths and in the rotating-wave approximation
is [27]

H=) hw|i)i| + Hp +eD) . (B + E®)

K3
+ Hec., . )
where D(=) = >is; Dij [)(j | and Dy; = (i | X |j).
Going over to the interaction picture with H3 + HJ and
retaining only terms which become proportional to At
the external field drops out in Eq. (6), and one obtains
for the numerator of Eq. (6), with w;; = w; — w; and
w = clk],

At At
h"ztrph ) e—iHoAt/R / d¢’ D . g | Oph)pa(Oph | / dt'D) . B(H) giHoAt/R
0

(]

-z

At At e2w ' o
/ dt’ / dt" 5T (Dji - €x2)(€xx - Do) € t'—t")
0 ] Py €0

i,5,6,m

i>7

£>m

xetist ghoemtqm i mumAL | ) (i | pa | £)(m ] . (8)
M

We denote the expression in curly brackets, a correlation Jpa = Z {Tjiem +Temjs} | 5)(i | pa | O){m |, (11)
function, by kjiem (7), 7 = t'—t". It vanishes rapidly for fatm
| 7 | larger than a correlation time 7. which is short com- S
pared to the inverse optical transition frequencies [28].
To exploit this, we decompose the rectangular integra- pg) - J pa /] tr( J 04), (12)

tion domain in Eq. (8) into two triangles, OAt at’ fg "dt”
and foAt dt” [ dt’. The first can be written as

At t’
dt! e iwij—wem)t / dT Kjigm(T) €7 | (9)
0 0
By a standard textbook argument [28] the inner integral
can be extended to infinity if At > 7. and gives Ljiem,
with

Tjiem = €% Dj; - Do | wem 2/ 6meohc®, (10)

where, as usual, a term corresponding to a line shift has
been neglected. Note that I';;;; = A;; is the Einstein
coefficient for the i-j transition.

Now two different ranges of At are considered. First,
let At be smaller than the inverse optical frequencies,
wz.;»l > At > 7.. Then the remaining integral over ¢’ is
At. For the second triangle one only has to interchange
(ji) and (¢m). Thus we obtain

which generalizes Eq. (16) of Ref. [9].

To this density matrix one has to reset the subensemble
of atoms for which photons were found, provided that a
broadband photon measurement at a time At earlier had
yielded zero [29] and the atomic density matrix after this
earlier measurement had been p4. Typically At is here
of the order of 10~16 sec.

Secondly, we now consider At ~ 107125, ie., At
much larger than the inverse optical frequencies but
much smaller than the level lifetimes. One now ob-
tains a slightly different but essentially equivalent result.
If two optical transition frequencies are far apart, i.e.,
| wij — wem | At > 1, then

At
/ dt/ e_i(wij—wtm)tl ~0
0

and the expression in Eq. (9) becomes for these transi-
tions
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Ciiem = Gie 8jm Tjiem - (13)

On the other hand, if two optical transition frequencies
are very close, i.e., if | w;; —wem | At < 1, then one again

obtains Eq. (10). Instead of the above reset matrix pfql)
one thus gets

pY = Fpa [ tx(), (14)

where J' is obtained from J by replacing TCjiem by
Tjiem8iedjm whenever w;; and wem are far apart.

What then is the correct reset matrix? At the end of
Sec. III it will be shown that pg) of Eq. (12) leads to the

usual optical Bloch equations while p‘(‘:)/ in general does

not. However, the only difference consists of some rapidly
oscillating terms which play no role in most applications.
One can therefore use either expression. In Secs. III it is
shown that the reset matrix can also be obtained directly
from the Bloch equations. In the following examples (i)

and (ii) pfql) does not depend on the atomic state pg
preceding the measurement, but in example (iii) it does.

(i) Single ground state. D;; = 0 unless ¢ or j equals
1, the ground state. Then pf‘ll) = | 1)(1 |, by Eq. (11).
This means that after a photon detection the atom is in
the ground state, as expected.

(ii) A system. Two ground states | 1) and | 2), excited
state | 3), i.e., only D3 and Dy3 are nonzero. Then one
has, with the Einstein coefficients A3y and Asa,

- 1 Az T'1332 + I'3213 0
Py’ = ————— | 2331 + 3123 Az 0
Az1 + Asz 0 0 0

(15)

The off-diagonal terms vanish only if D3y - Dgs = 0. The
same matrix appears in Ref. [22] as an initial condition.
For levels 1 and 2 sufficiently far apart the off-diagonal
terms can be neglected for most questions so that the
atom can be taken to be either in state | 1) or | 2) af-
ter a photon detection. On the other hand, for levels 1
and 2 close together the off-diagonal terms lead to in-
teresting coherence effects such as dark periods [18] and
quantum beats in the correlation function g(®(7) under
illumination with incoherent light [30].

(iii) Cascade three-level system. If Dy1, D3z # 0 then

pill) depends on p4(t) and thus on ¢. One has

R Az1p22
Jpa = | (Tas21 +T2123)p32 Aszp33 0
0

(T1232 + I'3212)p23 0
0 0

(16)

The dependence on the state prior to detection, and thus
on time, is easy to understand for large level separation.
If, for example, the atom were in state | 2) there would
only be a transition to | 1); if it were in a superposition
of | 2) and | 3) it could go to | 1) or | 2) or a mixture
thereof.

III. PHOTON-COUNTING PROCESSES

The approach of repeated gedanken measurements pro-
posed in Refs. [7-9, 11] and the reset matrix of the pre-
ceding section will now be used to determine the statistics
of broadband photon counting for a general N-level atom.
This generalizes the results of Refs. [7-9] for an N-level
atom with transitions to a single ground state. Starting
at time to with a state | Opn) | ¥4 (to)) the subensemble
with no photons until time ¢t = n At + to is described
by

Po U(t,t — At)Py -+ - Po U(At + to, to) | Opn) | Ya(to))

= | Opn) [ 9P ®)) . (17)

The norm squared of this is the probability of finding
no photons for the measurements bétween to and ¢ [31].
For an initial density matrix | Opn)p4(t0)(Oph | an anal-
ogous expression holds if | Opp) | 1/),(3) (t)) is replaced by
| Oph) pff)(t) (Opn | on the right-hand side of Eq. (17).
The no-photon probability is then given by the trace.

It was shown in Ref. [9] by straightforward perturba-
tion theory that the time development of | ¥4(t)), on
a coarse-grained time scale on which At is very small, is
given by a “reduced” or “effective” non-Hermitian Hamil-
tonian H,eq. Explicitly one obtains

Hred = HA(t) — ih F, (18)
L= Z Liaaj | 4){5 1, (19)
%
a<lj

where H4(t) is the atomic Hamiltonian including exter-
nal driving fields, typically given by lasers. The matrix I'
consists of generalized damping terms, determined from
Eq. (10). We define the nonunitary time-development
operator Ureq by Ued = —i/h HreaUrea and define, as
in Eq. (17) of Ref. [9], the superoperator ;.4 by

gt,to PA = Ured (t; tO)pA Ured (t, tO)* (20)

so that pff) (t) = S't,to pa(to) describes the subensemble

with no photons found between ¢ and t. Its trace gives,
if pa(to) is normalized, the probability Po(t; pa(to)) of
finding no photon between to and ¢.

The subensemble with (i) no photons found between
to and t and (ii) a photon at ¢t + At, is described by
J St,to pa(to) since J performs the resetting. The size of
the subensemble relative to the original ensemble, and
thus the probability wi(¢,%0; pa(to))At to find the first
photon after to at t + At, is the trace of this times At.
From Egs. (11) and (14) one finds

w1 (t,to; pa(to)) = tr[js't,toPA (to)]

= —% Po(t,to; pa(to)) (21)
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as expected intuitively since the decrease of the no-
photon probability in At must equal the probability of
finding a photon in At.

Analogously, the subensemble for which photons are
found at t; + At,..., t, + At but none in between and
none between t, + At and ¢ is described by

St Stnstns ISt topa(to), (22)
where S’t.-,t‘-_ﬁAt has been approximated by gtiyti—l' The
size of this subensemble relative to the original one is the
trace times (At)™, and it gives the probability for this
event. Going over to the coarse-grained time scale we
have that the probability density w(ti,...,tn; [to,t]) for
finding exactly n photons at times t; < t2--- < t, in the
interval [to,t] is given by

w(ti,...,

In this case the analysis becomes particularly easy and
many quantities can be calculated by Laplace transform
as in Ref. [8] for the case of a single ground state. The
form of the correlation functions obtained by Agarwal
and Jha [22] for a A system is consistent with Eq. (24).

The above probability densities determine a classical
stochastic process whose sample paths are given by the
photon-detection times of a single radiating atom. With-
out external pumping these paths terminate. Ergodicity
allows one to replace time averages by ensemble averages
which in many cases can be computed analytically. In
some situations it may be advantageous to simulate the
paths. If Py(t) can be calculated, analytically or numeri-
cally, one can proceed by simulating the time of the first
photon, reset the atom to the state determined by reset
matrix, simulate the next photon, and so on. In more
complex situations one may have to simulate individual
measurements, with the size of At adapted to the prob-
lem.

Between photon detections an atom may be described
by the reduced density matrix

Urea(t,8:) P4 (8)[Urea(t, )], (25)
where t; is the time of a photon detection and pfql)(ti) is
the corresponding reset matrix.

Connection with continuous measurements. In order
to describe continuous measurements Davies and Srinivas
[17] have extended the axiomatics of quantum mechanics
by postulates for “homogeneous quantum-counting pro-
cesses.” In particular, their postulates imply the exis-
tence of two superoperators J and S; which map trace
class operators to trace class operators and satisfy certain
properties. For an individual system of an ensemble de-
scribed by a density matrix p their meaning is as follows.
tr(S;p) is the probability of finding no counting event in
[0,t], and the probability density w(t1,...,tn;[0,t]) for

tn; [to, t]) = tr (S't,t,, a )) tr (JStn,tn 1pf4)) .

= Po(t,tn;pA ) wl(t'mt'n—l;pﬁ\)) e
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w(ty, - tn; [to, t])
= t1[S4,t0 TSt ta_s - JSur t0pat0)]. (23)
Putting t = ¢, the operator S’t,t,. drops out and one

obtains the probability density w(t1,...,ty) for finding n
photons at t; < --- < t, and none in between. Equations
(20)—(23) are extensions to the general case of Eqs. (14)-
(17) in Ref. [9).

If the reset matrix is always the same, as in examples
(i) and (ii) of Sec. II, i.e., if after a photon detection an

atom is always reset to the same state or density matrix
pf4 ) , then the memory is lost after each detection and one
has a renewal process [32]. Then one has from Eq. (12)
Jpa = P )tr(JpA) with the same pA) for any pa, and
Eq. (23) factorizes into single-photon probabilities,

-tr (jgtz,tlpfql)) tr [j;sh'tl,topA (to)]

-w1(t1,to; pa(to))- (24)
-
finding a counting event exactly at the times ¢;,...,¢, in
[0,1] is given by
’lU(tl, e ,tn; [Oyt])
= tr (St-—t,.JStﬂ—tn_1J . 'JStg—hJShp) . (26)

For a particular system J and S; have to be determined
phenomenologically or by intuition.

A comparison with Eq. (23) shows that just this struc-
ture has been obtained by our approach of repeated mea-
surements and reductions and that the unknown super-
operators J and S; have to coincide with our J and S,
constructed above. In contrast to the axiomatic theory
of Davies and Srinivas, the superoperators are explicitly
known in our case. In this way we have derived their
continuous-measurement theory for the general N-level
atom within the framework of standard quantum me-
chanics and the extension of the reduction rule of von
Neumann and Liiders to demolition measurements, ex-
cept that we have introduced a temporal coarse graining.
This generalizes the analogous result of Refs. (8, 7] for
atoms with transitions to a single ground state.

Connection with optical Bloch equations. For the case
of a single ground state it was pointed out in Refs. [7,
8] that the reduced atomic density matrix p4(t) for the
complete ensemble, including the measurements and as-
sociated reductions, satisfy the optical Bloch equations if
an atom is reset to the ground state after each photon de-
tection. The same result was also derived independently
in Ref. [11]. This will now be shown to hold also for

the general case with the reset matrix pf,ll) of Eq. (12).
This is proved just as in Ref. [8]. Let I(t) be the—yet to
be determined—probability density for finding a photon
at time t for the complete ensemble. This ensemble de-
composes into a subensemble with no photons until £ and
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subensembles with the last photon detection, before ¢, at
time t’. Thus, with the reset matrix pfql) of Eq. (12),

t
pa(®) = Susopalte) + [ ATE)50p DY) -
to
Differentiation yields, by Eq. (20),

. i *

pa = =7 Hreapa — paHal + 1) (2) -
Since trpg = trpg) = 1 and trp4 = 0 one obtains with
Eq. (18)

I(t) = tr{(T+T")pa(t)} (27)

From Egs. (11) and (27) one finds by an elementary
calculation that

trJpa = tr {(C+T*)pa}
(33]. Thus one has

. ) " 5
pa = _E[HredpA_pA Hiql + Jpa. (28)

This coincides with the usual optical Bloch equations
[34]. Conversely, starting from the latter one could read
off H,eq or the reset superoperator J through Eq. (28).
If the levels are far apart the off-diagonal terms in the
reset matrix will lead to rapidly oscillating terms in the
interaction picture and thus can be neglected for most

purposes. This would amount to using p;l) of Eq. (14)
as a reset matrix.

The photon probability density I(t) in Eq. (27) de-
pends on the initial condition, i.e., I(t) = I(t; pa(to)).
For a free gas of atoms, represented as an ensemble, the
initial state would usually be the ground state or a mix-
ture with Boltzmann weights. On the other hand, the
correlation function g(® (r) for a single atom in broad-
band detection involves the reset matrix pg) since g(? (7)
is proportional to the probability density for finding a
photon at time 7 provided a photon was found at time 0.
If the reset matrix is always the same, then p4(0) = pg)
in this case and

9P(r) = I(r;09) / I (29)

In cases where the Bloch equations are too complicated
to solve one may use simulations of the above-mentioned
sample paths to obtain a numerical solution or directly
relevant properties. This aspect was stressed in Ref. [11].

The relation between the Bloch equation for an en-
semble of atoms and the description of the history of a
single atom in terms of a random path of reduced density
matrices, as in Eq. (25), is very similar to that between
the Langevin equation and its associated Fokker-Planck
equation.

IV. DISCUSSION

For a single atom, the photon-detection times form a
sample path of the classical stochastic process of the pre-
ceding section, a process which is governed by quantum

mechanics. On a coarse-grained time scale the process
can be regarded as practically continuous. Without ex-
ternal pumping these paths terminate, and one can make
no definite statements about an individual system. With
external pumping, however, this is possible due to er-
godic properties of the process. Ergodicity allows one
to replace time averages over a single sample path by
ensemble averages. For a renewal process this is more
or less evident. Indeed, by resetting the atom always
to the same state after a photon detection—although at
stochastic times—one may imagine to have created an
ensemble by repetition. In the general case, with a time-
dependent reset matrix, it is not so obvious that one can
speak about an ensemble created by repetition. One uses
ergodicity to explain that although the statistical inter-
pretation of quantum mechanics deals with ensembles,
one can make certain predictions in the form of time av-
erages for a single atom.

As an alternative to an analytic treatment a simula-
tion of sample paths suggests itself, as in Refs. [18,
11]. For situations with not too many degrees of free-
dom it is in general not necessary to simulate the out-
come of each gedanken measurement, at times At apart.
Instead it is usually sufficient to simulate just the detec-
tion times using Eq. (21). This reduces the computing
considerably. With a general reset matrix one may, how-
ever, have to work with density matrices, instead of wave
functions as in Ref. [7,9,18,11]. But the time develop-
ment is still given by the effective Hamiltonian Heq, an
N x N matrix, and is therefore computationally much
easier to handle than that in the corresponding optical
Bloch equation which involves an (N2 — 1) x (N2 — 1)
matrix. For a large number of degrees of freedom it may
be numerically advantageous to simulate the outcome of
many gedanken measurements separately, in particular if
atomic momenta in a complicated external field are in-
cluded [35], and this may be an efficient way to solve the
Bloch equation numerically by simulation.

In order to describe continuous measurements Davies
and Srinivas [17] have extended the axiomatics of
quantum mechanics by postulates for “homogeneous
quantum-counting processes.” Wilser [8] and Hegerfeldt
and Wilser [9] have used the above approach of repeated
gedanken measurements, with ensuing reductions, to de-
rive superoperators S; and J that satisfy the postulates
of Davies and Srinivas for the special case that after a
photon detection the atom is reset to the ground state.
Equations (12), (19), and (23) carry this over to the gen-
eral case. It should be noted, however, that here we deal
with a coarse-grained time. We thus arrive at the con-
clusion that the axiomatic continuous-measurement the-
ory of Davies and Srinivas can be derived from standard
quantum mechanics, taken together with the extension
of the von Neumann-Liiders reduction rule to demoli-
tion measurements, if one relaxes the “continuous” and
goes over to a coarse-grained time scale.
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