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The time evolution of driven harmonic oscillators is determined by applying the Magnus expansion
in the basis set of instantaneous eigenstates of the total Hamiltonian. It is shown that the first-
order approximation already provides transition probabilities close to the exact values even in the

intermediate regime.
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I. INTRODUCTION

Recently we proposed a simple approximate nonper-
turbative approach for treating time-dependent Hamil-
tonians in the intermediate regime, i.e., situations that
are far from both the sudden and the adiabatic limits 1] .
The method is based on applying the Magnus expansion
[2] in a time-dependent basis which we called adiabatic
because it consists of eigenvectors of the instantaneous
Hamiltonian which the system would follow in the limit
of infinitely slow motion. This basis set is currently used
in adiabatic perturbation theory [3]. By analogy we shall
refer to the present approach as the adiabatic Magnus
expansion although its validity extends far into the inter-
mediate regime.

Comparison with exact calculations for various two-
state problems [1, 4] definitely shows that the method is
very effective indeed. While the generalization to sys-
tems with more than two levels is straightforward it was
not clear how the accuracy of the approximation will be
affected by augmenting their number.

In order to examine this point we consider here a class
of driven harmonic oscillators, thus passing from two to
an infinite number of levels. Such systems have been
extensively investigated in the literature because they
serve as semiclassical models for vibrational excitation
in molecular collisions [5, 6]. To be more specific, we
study the collinear collision of a point atom A with a
diatomic molecule BC. The latter is represented by a
quantum-mechanical harmonic oscillator while the rela-
tive motion of the two systems is treated classically. The
corresponding Hamiltonian reads

H(t) = Ho + Vi(t) + V(1) (1)
where
Ho = p?/(2m) + mwiq®/2, (2)
and
Vi(t) = f(t)a, Va(t) =g(t)d*. 3)
47

Here p,q are the momentum and position operators,
m = mpmc/(mp + m¢) and wp are the mass and fre-
quency of the harmonic oscillator, and f,g are scalar
functions to be defined later. For the time being we as-
sume only that both f and g vanish for ¢ — Zoc0.

In Sec. II we discuss the simpler problem in which the
quadratic term V5(t) is missing. This offers a good oppor-
tunity to compare the usual Magnus approach with the
adiabatic variant. The latter is then extended in Sec. III
to the complete Hamiltonian defined above and an an-
alytic expression is derived for the corresponding time-
evolution operator in the first-order Magnus approxima-
tion. Explicit formulas are also given for several tran-
sition probabilities. Finally, Sec. IV presents a compar-
ison of numerical results obtained from these formulas
with exact values computed by a recent operator method.
This allows us to emphasize the remarkable qualities of
the adiabatic Magnus approximation as a reliable com-
putational tool in molecular collision theory.

II. LINEARLY DRIVEN HARMONIC
OSCILLATOR

Before proceeding with the full Hamiltonian in Eq. (1)
it is instructive indeed to assume g = 0. This case cor-
responds to the well-known problem of an ordinary lin-
early driven harmonic oscillator which is exactly solv-
able by various methods, including the Magnus expan-
sion [7]). The latter has been applied in the Dirac inter-
action picture, i.e., the Hilbert space was referred to the
set {exp(—iEn,t/h)|n)}, where |n) and E, are the eigen-
states and eigenenergies of the unperturbed Hamiltonian,

Holn) = Eqln), En=hwo(n+1). (4)

In terms of raising and lowering operators, the Hamilto-
nian then reads

HD(t) = ap f(t)(e™tal 4+ e~wotq), (5)
where oy denotes the rms radius of the molecule in the
ground state, i.e.,

o = (01g®|0) = h/(2mwp) . (6)
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Clearly the commutator [H(D(t;), H(t5)] is a multi-
ple of unity and higher-order commutators vanish. The
Magnus expansion therefore reduces to just two terms
and the time-evolution operator is given exactly by

UM (t, —00) = exp[Qu(t) + Q2(t)], (7)
where
t
() = —(i/R) / dt, HD
= —i£(t)a’ —ig*(t)a, 8)

and
t t2
Qa(t) = —(1/2R2) / dta / dt, [H", H)
—o0 —o00

= —in(t). (9)
Here we used the shorthand notation H(tx) = Hj and
the functions £(t), n(t) are defined by

e=(oom) [ ansien, (10)

n = (o2/2h%) /_ dtaf(t)

t2
X dtlf(tl) sin wo(t1 — tz) . (11)
— 00
From the above equations, assuming that the oscillator
was initially in its ground state, we get in particular the
familiar Poisson distribution for the transition probabil-
ities,

Poan (t) = [(n|UD (£, —00) |0} |?
= |¢|2ne " /nt . (12)

‘We now solve the same problem in the adiabatic inter-
action picture. To do this we rewrite the total Hamilto-
nian H(t) = Hp + Vi(t) as

2 2 2
P MW 2 _ TMWp o
HE) = 2+ B2 - ) - B2,  (19)
where

0(t) = —f(t)/mwd (14)

represents the instantaneous equilibrium position of the
oscillator. The adiabatic basis set is obtained by solving
the Schrédinger equation

H(t)In(t)) = En(t)In(t)) - (15)

In the ¢ representation this amounts simply to replac-
ing g by g — go(t) in the usual harmonic-oscillator wave
functions and the corresponding eigenenergies are given
by

En(t) = hwo(n + 3) — mwigd(t)/2. (16)

Alternatively we shall refer the system to the fixed set
of unperturbed states {|n(—oo0)) = |n)}. This is related
to the adiabatic set by a unitary transformation G(t)
such that |n(t)) = G(¢)|n). Hence

(k(®)In(t)) = (kIG'G|n). (17)

Since the states |n(t)) depend on time only through go(t)
the same scalar product can be expressed as

(k(®)In(t)) = —(i/h) 4o(t) (k(t)|pIn(2)) (18)

and it is easily seen that the matrix element in the right-
hand side is actually time independent. From this we
infer

G'G = —(i/R) do(t) p. (19)

According to Ref. [1] the Hamiltonian in the adiabatic
picture reads

He = E — kGG, (20)

where E = E(t) is the diagonal matrix with elements
given in Eq. (16). At this point it will be useful to in-
troduce again raising and lowering operators. Explicitly,
recalling Eq.(14), one then obtains

Hg = hwo(ala+ §) — f2/(2mwd) + i(oo/wo) f(a' — a).
(21)
In Hg the diagonal and off-diagonal parts are clearly
separated, and the passage to the adiabatic interaction

picture proceeds very much as in the Dirac case. This
results in a new Hamiltonian

HE(t) = i(o0/wo) f(2)(e*°tal — e~0ta), (22)

which represents the counterpart of Eq. (5) and eventu-
ally leads to a Poisson law similar to Eq. (12),

Poon(t) = [(n(8)|US (¢, —00)|0) >
= |&|2re~ 16 /n1 (23)
with

— t . .
£ = i(co/huwo) /_ dt f(t1)etots (24)

The two transition probabilities are not equal for finite
t because the final state is not quite the same, but they
become so in the limit ¢ — 0o as expected.

III. TRANSLATION-VIBRATION ENERGY
TRANSFER IN THE GAZDY-MICHA MODEL

Let us now go back to the complete Hamiltonian in
Eq. (1) thus assuming g # 0. As shown in Ref. [5] inclu-
sion of the quadratic term is indeed essential for achieving
approximate equivalence with the two-dimensional scat-
tering model of Secrest and Johnson [8]. We first note
that H(t) may be rewritten as

P> mw?(t) mw?(t)

Ht)= g~ +—"la~ 2())* - qu(t), (25)
where

w?(t) = w§ + 2g(t)/m (26)
and
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P(t) = —F(8)/mw?(t). (27)

The main change with respect to the previous case is that
here both the frequency and the equilibrium position de-
pend on time (displaced parametric harmonic oscillator).
In spite of this difference the instantaneous Hamiltonian
is still easily diagonalized and the associated eigenener-
gies are found to be

En(t) = hw(t)(n + 3) — mw?(t)g5(t)/2. (28)

Using explicit analytical expressions for the normalized
harmonic-oscillator wave functions one can show that

(k@®)[n(t)) = —(i/R)(k(t)]dop — (&/4w)(pg + qp)In(t)) .
(29)
The time dependence of the matrix elements involved
is a little bit more complicated than for the linearly
driven harmonic oscillator. Eventually the analysis re-

sults in the following expression for the transformed
Hamiltonian:

Hg = hw(ala + L) = f2/(2mw?)
+i(o/w)(f - 2f@/w)(a’ - a)
+iR(w/4w) (et — a?) (30)
with o = o(t) defined by
o? = h/[2mw(t)]. (31)
Obviously, the above Hamiltonian reduces to that of
Eq. (21) when ¢ =0 .
The next step is to introduce the adiabatic interaction
picture via a unitary transformation generated by the

diagonal part of Hg [1]. As a result we get the new
Hamiltonian

HS (t) =i(o/w)(f - 2fi/w)(e*al — e%a)

+ih(u’)/4w)(62i¢af2 — e 2%i%q?), (32)

where
6= (t) = /O dt’ (). (33)

Because of the presence of quadratic terms the Magnus
expansion in this case is infinite. Retaining only the first
order yields the approximate time-evolution operator

UYL (t, —o0) ~ exp [—(i/h) /_ ; dt’ Hg)(t’)J , (34)

from which we shall derive transition probabilities for
t — 0o to be compared with the exact results of Gazdy
and Micha [5]. We henceforth specialize by using their
expressions for f, g, viz.,

ft) = (v/a)E/ cosh®(¢/T), g(t) = (v/2a)f(t).  (35)

Here v = m¢/(mp+mc), a is a range parameter, and E
is the relative kinetic energy of the system. In order to
ensure microscopic reversibility for the inelastic transi-
tions in the semiclassical approach one defines the latter
by the average value
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E = (u/2)[(vi +vy5)/2), (36)

where y = ma(mp+mce)/(ma+mp+mce) is the global
reduced mass and v;, vy are the initial and final relative
velocities, respectively. Finally T = (2u/E)'/2a is a mea-
sure of the collision time.

In view of the similar functional form of f and g one
has f — 2fw/w = (wp/w)?f. Taking into account the
parity of each function involved we arrive at

Ug)(oo, —00) =~ exp[—z'gz(aJr2 +a?) — it (af +a)]  (37)
where

& = (2wi/h) /0 = dt (o /w®)fsing, (38)

& = %/000 dt (w/w)sin2¢. (39)

Moreover, the phase ¢ can now be calculated analytically
[cf. Eq. (18) in Ref. [4]]. The result reads

¢ = (woT/2) {In[(1 + p)/(1 — p)] + 2Xarctan Ap} , (40)
where (s =t/T)
p = sinh s/(A% 4 cosh? 5)1/2 |
(41)
A = (v/woa) (E/m)"/2.

Alternatively the time-evolution operator may be writ-
ten in a simpler form,

UD (00, —00) = exp[—ita(bt* + b2) + ico] , (42)

where b = a+ 3, with 8 = £,/(2¢2) and £, = 8¢;. Notice
that the operators b, b obey the same commutation rela-
tion as a, a’. For the exponential operator in Eq. (42) we
use the disentangling formula given in Ref. [9] to obtain

exp[—i&a(bt? + b2)] = (1 — 02) /2 exp(—imab!”)
X Z —(_:‘2) bt"pn exp(—imb?),
. I

(43)

where 02 = 1 — 1/cosh2€;, 7» = (tanh2£;)/2. A little
more algebra allows us to derive closed-form expressions
for the transition probabilities generated by Eq. (42). For
instance,

Po_o = (1 — 03) exp(—28%03) , (44)
Po_1=28%05(1 — 02) exp(—28%05) (45)
Po_a = 2(13 — 4B%0273 + B%02)(1 — 02) exp(—208203) ,
(46)
Po_s = 48%03(37F — 4B%0273 + 03 /3)(1 — 02)
x exp(—262%05) . (47)

When the quadratic term V3 in Eq. (1) is missing, w = wp
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is a constant, therefore ¢ = wot and £; reduces to the
integral called £ in Eq. (24) while §&; = 0. Thus from
Eq. (37) it is apparent that the transition probabilities
Py_,,, must reduce to the Poisson form in Eq. (23). This
can be checked also in the explicit formulas above by
noticing that for €&, — 0 both o2 and 72 vanish while
2;@20' 2 — &?
IV. DISCUSSION OF RESULTS

We have performed extensive numerical calculations
for the three systems considered in Ref. [5]. Since no
results were available in that paper for the transitions
0 — 0 and 0 — 3 we decided to redo the entire exact cal-
culation independently by using the operator approach
of Ma and Rhodes [10]. Where possible we checked our
exact values against those in Refs. [5, 6] and found com-
plete agreement. The parameters defining the colliding
systems are the masses (in amu), the range a (in A), and
the dimensionless quantity a = \/57(00 /a). Specifically
the values used are as follows.

System 1: myg =4, mp=m¢c =1;a=02; a=0.3
(this mimics He-H scattering).

System 2: myq = 2, mp = m¢c = 12; a = 0.2214;
a = 0.1287.

System 8 : same as system 2, but with a = 0.3.

For an inelastic process in which the molecule BC un-
dergoes a vibrational transition 0 — n conservation of
energy gives

Ey = pv? /2 + hwo /2 = pv% /2 + (2n + 1)hwo /2, (48)

from which one readily determines the average collision
energy E in terms of the total energy E; according to
Eq. (36) .

In Figs. 1-3 we have plotted the exact inelastic tran-
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FIG.1. Probabilities of inelastic transitions 0 — 1, 0 — 2,

0 — 3 for system 1 (ma =4, mp = m¢ =1, a = 0.3) as
functions of the total energy in units of the oscillator zero-
point energy [e: = FE:/(fwo/2)]. Solid lines: exact results.
Dashed lines: adiabatic Magnus approximation.
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FIG. 2. Same as Fig. 1 for system 2 (ma = 2, mp =
me = 12, a = 0.1287).

sition probabilities Py_,,, n = 1-3, together with those
calculated from Egs. (45)—(47) for the three systems de-
fined above. The horizontal axis carries the total collision
energy in units of the zero-point energy of the oscillator,
i.e., ¢ = E/(hwo/2). We present plots in a linear scale
rather than in the semilog scale used in Ref. [5] since
otherwise one could hardly distinguish the curves from
each other. Similar results hold for all the other systems
investigated by Secrest and Johnson [8]. Needless to say,
since unitarity is satisfied in Eq. (34) the agreement for
elastic scattering 0 — 0 is equally good.

All that witnesses to the high quality of the first-order
Magnus approximation in the adiabatic picture. From

04 T T T
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FIG. 3.

Same as Fig. 1 for system 3 (ma = 2, mp
me =12, a = 0.3).
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the magnitude of the transition probabilities it is quite
obvious that in the energy range considered one is already
very far from the adiabatic regime. A rapid estimate con-
firms this conclusion. The relevant quantity here is the
ratio x between the collision time T" and the internal char-
acteristic time 2w /wg. Thus x > 1 or x < 1 according
to whether the perturbation is adiabatic or sudden. In
our case

X = woT/2m = (v/ma)(p/m)*/?e /2, (49)

where € = E/(hwo/2). For the 0 — 1 transition, for in-
stance, X is less than unity for the three systems even
at the lowest energy shown in the figures. The process
is therefore strongly nonadiabatic indeed, and the higher
the energy the closer to the sudden limit. Increasing o
should also result in a lower x, which explains the change
from Figs. 2 to 3. Nevertheless the adiabatic Magnus ap-
proximation proves remarkably accurate also under such
extreme circumstances.

Judging from the examples treated here and in our pre-
vious papers [1,4] we expect quite generally the adiabatic
Magnus approximation to be effective in the intermediate
regime whenever first-order adiabatic perturbation the-
ory adequately describes the situation near the adiabatic
limit. This covers a very wide class of problems indeed.
Special phenomena occurring only at infinite order in the
adiabatic expansion (e.g., in field theory) lie outside the
scope of our method.
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