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Electric-field ionization of Rydberg states of H3
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The stability of Rydberg states of triatomic hydrogen in an external electric field is investigated for
principal quantum numbers ranging from n =50 to 110. When excited in the presence of an electric
field, the states with an electric-field projection of the total angular momentum Mz =0 are found to be
rapidly field ionized above the classical saddle-point energy. However, a significant proportion of the
states for Mz =1 is observed to be stable above this threshold, with lifetimes exceeding 10 s. A pertur-
bative treatment of the molecular Stark effect indicates that different behavior of M&=0 and 1 Stark
states is a consequence of the stronger coupling among the states of the M& =0 manifold. Following ex-
citation under near-zero field conditions, a predominantly diabatic evolution of the Stark manifold of H3
is observed, for slew rates of a few times 10 (V/cm)/s. This behavior results from the nondefinition of
the projection of the total angular momentum of the molecule excited at near-zero field, where a broad
manifold of I states is prepared within the bandwidth of the laser. For a comparison, similar experi-
ments are carried out in atomic hydrogen and helium.

PACS number(s): 33.90.+h, 32.60.+ i

I. INTRODUCTION

Electric-field ionization (EFI) of Rydberg states has
been widely investigated in atoms as well as in molecules.
Experiments with atomic hydrogen [1,2], the prototype
for all processes involving Rydberg states, confirm pre-
cisely the theoretical predictions [3—11]. Alkali-metal
atoms, which in many aspects resemble atomic hydrogen,
have been more widely studied [12—26], and the nonhy-
drogenic effects of alkali-metal atoms in EFI have been
analyzed in detail. Investigations of the rare gases helium
[27] and xenon [28] have also confirmed that many-
electron systems behave similarly to alkali-metal atoms.
Electric-field ionization of Inolecules has been mainly
confined to the molecules H2 [29—32], Li2 [33—35], and
Na2 [36—38]. Some work on the polyatomic molecules
naphthalene and benzene has also been reported [39].

Beyond its intrinsic interest, a motivation for studying
field ionization is that it is a most sensitive and frequently
used method for detection of Rydberg states of atoms and
molecules. The method can also be selective, because the
field-ionization threshold as well as the field-ionization
dynamics depend on the binding energy of the electron
[17] and vary with the mt quantum number for a given
state [16,18,23].

On the basis of the many theoretical treatments of the
Stark effect in atomic hydrogen, field ionization in atoms
is well understood. However, many aspects of field ion-
ization of molecular states are still incompletely resolved.
Obviously core structure adds to the complexity of the
phenomenon, giving rise to processes such as forced ion-
ization [26] or field-induced rotational autoionization
[32—37].

In the present study on H3, complications related to
autoionization are avoided because we concern ourselves
with the Rydberg series that converge to the lowest rovi-
brational level of the electronic ground state of ortho-

H3 . In addition, owing to the very large energy separa-
tions between the rotational and vibrational levels of
H3+, the mixing with core excited series is generally
negligible except for specific interlopers [40].

Field ionization of Rydberg states of H3 has been a pri-
mary tool to investigate photoabsorption to excited states
of H3. In these studies, many unexpected intensity win-
dows in the ionization efIiciency have appeared and
anomalous electric-Geld-dependent variations in the in-
tensity of low- and high-Rydberg states have been noted
[40—45]. The goal of the present study was to investigate
in more detail the EFI properties of H3 and their possible
inhuence on the appearance of the absorption spectra of
H3. This article discusses two observations that we con-
sider of general interest (1) the dependence of the field-
ionization process on the projection of the total angular
momentum (Miv =0 or 1) onto the field axis, and (2) the
apparent difference between the behavior of states pro-
duced in a near-zero field and subsequently exposed to an
electric field and that of Stark states excited in a field of
the same magnitude. The latter phenomenon, which has
previously been described for atomic hydrogen [1,2,27], is
related to the loss of the quantization axis in the absence
of a well-defined external field and is largely independent
of the properties of the H3 molecule.

II. DESCRIPTION OF THE EXPERIMENT

A schematic diagram of the experimental setup [45] is
given in Fig. 1. The H3 molecules are produced as a fast
neutral beam by charge exchange of mass-selected H3+
molecules of 1.5-keV energy in a cesium vapor. The re-
sulting neutral beam is purged of residual ions by a small
electric deflection field and contains only molecules in the
long-lived rotationless level of the 82p A 2' state [41,46].
Nearly all of these molecules are also in the lowest vibra-
tional level, and all spectra discussed here involve excita-
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FIG. 1. Schematic of experimental setup.
The fast H, neutral beam is collinearly excited
by a tunable, pulsed laser beam. The neutral
molecules that survive passage through the
Stark-field region are field ionized at the en-
trance of the quadrupole deflector Qz and the
resulting ions are detected during appropriate
time gates corresponding to photoexcitation in
region 1 or 2.
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tion from the N=O, E =0, v, =v2=0 level. This state
results from the addition of a 2p electron to the lowest ro-
tational level of ortho-H3+ (N =1, K+ =0). The neu-
tral beam molecules are photoexcited in an ultrahigh vac-
uum chamber by a counterpropagating, pulsed dye laser
beam Iexcimer pumped, unfocused 0.05 —1 mJ/pulse, 0.15
cm ' (FWHM), P-terphenyl dye] along a 120-cm-long in-
teraction region. A fixed ionizating field at the entrance
of the energy analyzer, Qz, is used for detecting those ex-
cited molecules that survive passage through the interac-
tion region as neutral species. The magnitude of this
detection field (2.3 kV/cm) is the same in all the experi-
ments described here. Ions resulting from EFI in the
detection field are separated by mass in the electrostatic
quadrupole Qz and monitored by a microchannel plate
detector.

During their path along the interaction region, the H3
rnolecules successively traverse four regions of different
electric fields. These regions are separated by transition
zones where the field is not precisely defined but varies
over a few centimeters, corresponding to transit times of
about 100 ns. These four different regions (labeled 1

through 4 at the bottom of Fig. 1) can be described as fol-
lows.

Region 1 is a near-zero field region between aperture A
and the Stark plates. Here the electric field is small
(about 0.1 V/cm) and is mainly due to the motion of the
neutral molecules in residual magnetic fields. At a beam
energy of 1.5 keV, the motional electric field induced by
the uncompensated magnetic field of the earth has a mag-
nitude of 0.09 V/cm and is directed nearly parallel to the
Stark field applied in region 2. Other small residual fields
that are not precisely characterized exist in this region.

Region 2 has a well-defined transverse electric field
(hereafter called the Stark field) that is defined by two
parallel plates 45 cm long, 10 cm wide, and 2.44 cm
apart. At a beam energy of 1.5 keV, H3 molecules spend
about 1.5 ps in this region. In region 2, one component
of the motional electric field due to the earth's magnetic
field can be compensated by the applied field. In a previ-

ous publication I45], we estimated that the lowest achiev-
able value of the residual field in our experiment is on the
order of 0.05 V/cm in region 2 and -0. 1 V/cm in region
1.

Region 3 is another field-free (near-zero field) region
with the same properties as region 1.

Region 4 is a region of strong electric field at the en-
trance of Q2 (the detection field) where the Rydberg mol-
ecules are ionized before being mass selected.

Since a pulsed laser is used to prepare the Rydberg
states and since the molecules propagate through the in-
teraction region with a velocity of 3X10 cm/s, we use
the time of arrival of each ion to determine where along
the interaction region the neutral precursor to the ion
was photoexcited. Thus, with proper electronic gating
(see time scale in Fig. 1), we can simultaneously record
two distinct processes: (a) photoexcitation of states under
near-zero-field conditions in region 1 followed by passage
of the molecules through the Stark-field region, and (b)
excitation of states in the Stark field.

In both cases, the Rydberg states that survive passage
through the Stark field without being ionized reach the
detection field (region 4), where they are field ionized for
principal quantum numbers larger than n ~ 30. Ions fal-
ling into the arrival time "windows" set by gates 1 and 2
are recorded to give a near-zero-field spectrum and a
Stark spectrum, respectively. Ions formed in the Stark-
field region are bent away from the neutral beam direc-
tion by the perpendicular field and thus are lost for the
detection process. Consequently, EFI in the Stark-field
region appears as a decrease in the detected ion signal.

We perform the identical experiment with atomic hy-
drogen or helium by simply changing the mass selection
of the ion beam in the Wien filter from H3+ to H+ or
He+ and adjusting the electronic gating times for the
detection. Charge exchange in cesium vapor produces
neutral atoms in the H(2s) and the He(2s 'S') states, and
we use one-photon photoexcitation to produce either the
Balmer series or the np 'I" series members from these
states.
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III. SUMMARY OF THE THEORY OF
ELECTRIC-FIELD IONIZATION

A. Classical thresholds

where m is the projection of the electronic angular
momentum along the field axis, F is the Stark field, and
all quantities are given in atomic units (1 a.u. of electric-
field strength is 5. 1422082X10 V/cm). A zero-field
state with effective principal quantum number n * reaches
the saddle-point energy at the threshold field:

F, = 1

16n'4 (2)

The separation of the Schrodinger equation for atomic
hydrogen in parabolic coordinates [3] leads to the intro-
duction of the parabolic quantum numbers n, and n2,

-300

In discussing our experimental spectra, it is useful to
refer to three model thresholds that are often defined in
EFI work: the saddle-point energy, the "red-state" dia-
batic threshold, and the "blue-state" diabatic threshold
(see Fig. 2).

The saddle-point energy Esp corresponds to the local
maximum of the sum of the Coulomb and Stark poten-
tials along the field axis. From a classical point of view,
the states above this energy are in the continuum and
therefore ionize. This classical threshold has a hydrogen-
ic value of [12,47]

Esp = —2&F +
~
m ~F ~"+ —,', m F= 2&F—,

3 2KE(n =0, m =0)
2n

(3)

The wave function of the red Stark state is mainly local-
ized on the side of the saddle point, and therefore the red
state should ionize when E~„o~--—2V'F and the ap-

1

proximate ionization field for the n
&
=0 state is given by

1F =
9n4

This gives, for the zero-field energy of a state whose
reddest Stark component ionizes at a given field value F,

E= '&F . ——
2

(4)

This value is referred to as the "red-state" diabatic
threshold.

At very large principal quantum numbers, a variational
calculation developed by Herrick [6] gives the field value
for ionization of the bluest Stark component
(n, =n —

~m~
—1) as

where ni+n2+~m + l=n. In this framework it is pos-
sible to calculate the lifetime of each Stark sublevel
(n&, n2) against field ionization. This lifetime decreases
when n or F increases, whereas, for a given n manifold
and a given field, lifetime and energy increase with n, .

In parabolic coordinates (g= r+z, i) =r —z, r being the
distance from the ion core to the electron position and z
being the coordinate along the external electric-field axis)
the effective potential along the g coordinate is always at-
tractive while it passes over a local maximum before de-
creasing toward —~ along the g coordinate. The mag-
nitude of this local maximum depends on the parabolic
quantum numbers n, and n2 and has been termed "criti-
cal energy" by Herrick [6]. It varies between the two
limits defined below.

In first-order, the energy of the reddest member of the
n manifold (n

&
=0, m =0) in a field F is [3]

n=17

-400

32
F$ ~

4 ~

81n
(6)
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O
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C
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Equation (6) predicts the zero-field energy of a state
whose bluest Stark component ionizes at a specific
electric-field value F as

-500 Eb = '&F/2 . ——
8 (7)

n=14
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This value is referred to as the "blue-state" diabatic
threshold.

These various thresholds do not correspond to specific
ionization rates. Rather, the onset of EFI near threshold
is so rapid that the system can be considered stable below
and unstable above these thresholds.

B. Results of quantum calculations
FICx. 2. Hydrogenic Stark map in the vicinity of n =15

(mI =0). For each parabolic state (n, n1, mI =0), the curve
representing the energy as a function of the electric field ends
when the ionization rate becomes larger than 10 s '. The
dashed line labeled —2F' represents the position of the
saddle-point energy. Bold solid lines show examples of adiabat-
ic passage to ionization, while bold dashed lines give the limits
of the diabatic passage from zero field to high field for the
(n = 15, n 1

=0) and (n = 15, n 1
= 14) states.

The quantum calculations do not predict an EFI
threshold but instead a field-ionization rate. An effective
threshold field can be defined once the observation time
scale for the field-ionization process is specified. Dam-
burg and Kolosov [7] developed a semiempirical formula
for the ionization rates. Their treatment is based on the
energy expression at the fourth order of the perturbation
theory.
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E(n, n„n2, m, F)=— z+ —,'n(n, —n2)F —[17n —3(n, —n2) —9m +19]F

+ ,', n—(ni —n2)[23n —(ni —n2) + llm +39]F

10
[5487n +35 182n —1134m (n, n2—)

1024

+1806n (ni n2) ——3402n m +147(ni n2)——549m

+5754(n, n2 —) —8622m + 16 211]F (8)

In an experiment, the efT'ective "threshold" field is
defined by the average time a molecule spends in the
Stark-field region (in our case —10 s). In the vicinity
of the critical field values [for the extreme Stark com-
ponents these are defined by Eqs. (4) and (6)], the ioniza-
tion rate varies by several orders of magnitude when the
field is varied by only a few percent. As a consequence,
near the critical field, e6'ective thresholds and critical en-
ergies are similar within a few percent.

For hydrogenic ionization rates Damburg and Kosolov
[7] have given the semiempirical formula given by

(4R) e
2n2 ™+I —2g/3

n n2!(n~+m )!

X exp n —(34—n ~ +34n2m +46n2+ 7m 2

IV. EXPERIMENTAL RESULTS

Two types of spectra were examined using the ap-
paratus shown in Fig. 1. One type is obtained by scan-
ning the wavelength of the exciting laser; this spectrum is
recorded for a fixed setting of the Stark field, the detec-
tion field, and the laser polarization. A second kind of
spectrum is obtained by scanning the magnitude of the
Stark field; it is recorded for a fixed setting of the excita-
tion wavelength, the detection field, and the laser polar-
ization. EFI thresholds appear in both spectra. An im-
portant point concerning the observed EFI thresholds is
that, if a molecule is ionized in the Stark field, the ion is
also deflected by the Stark field and thus never reaches
our detector. Thus, in our spectra, contrary to the usual
experiments, the ionization thresholds correspond to a
decrease in the ion signal.

A. Threshold spectra of H3

+23m+ —", ) (9) A typical set of wavelength-dependent spectra for H3 is
given in Fig. 3. These spectra are recorded with a field of

where R =( 2E) ~ /F an—d E is the energy calculated
from Eq. (8).

The relation between the energy and the field strength
at the ionization threshold for a given n manifold de-
pends primarily on the value of n 1 and to a lesser extent
on m&. The red state (ni =0) has the lowest energy and
the highest ionization rate, because its wave function has
a high probability density near the saddle point. For an
ionization rate of 10 s ', the approximate values of the
critical field [Eq. (4)] and the critical energy [Eq. (5)] of
the reddest state diAer by only a few percent from the
threshold values calculated using Eqs. (8) and (9). On the
other hand, the bluest state (n, =n —

~m~
—1) has the

highest energy, but its wave function shows only a very
small electron density near the saddle point and conse-
quently its ionization rate is small. Numerical calcula-
tions show that, in the region of interest here
(50 (n (100), F»„, is two or three times larger than F„d
for a given n manifold, consistent with the variational re-
sults [6] (4) and (6).

The hydrogenic Stark manifolds displayed in Fig. 2
have been computed from Eqs. (8) and (9). For each n
and n 1, the energy of the m =0 Stark level is plotted as a
function of the electric field. Curves end at a field value
where the ionization rate reaches 10 s
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FIG. 3. Excitation spectra of H, with a Stark field of 5 V/cm
for states excited in zero field (a), in the Stark field with M& =0
(b), and in the field with M& = 1 (c). Esp E and Eb indicate
the positions of the saddle-point energy, the red-state (n& =0)
threshold, and the blue-state (n

&

=n —1) threshold, respectively.
Here and in the following figures, the energy scale origin is the
lowest ionization limit of H3. 29562.58 cm above the meta-
stable state.
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5 V/cm applied in the Stark region. In the top spectrum
(a), the molecules are excited in region 1 (near-zero field)
and then enter the Stark-field region. This spectrum
shows the excitation of the nd (N = 1) Rydberg series that
converges to the lowest ortho level of H3+ (N+=1,
K+ =0). This limit lies 29 562.58 cm ' above the initial
metastable state and is used as the origin of the energy
scale given. A significant decrease in the ion signal is ob-
served for n values greater than 106, and no Rydberg
molecules with quantum numbers exceeding 140 are
found to reach the detector. The conclusion is that the
higher n members are field ionized in the Stark field and
hence prevented from reaching the detection field. No
sharply defined ionization threshold exists in this case
where the states are excited prior to the ionizing field.
The model thresholds calculated for 5 V/cm are indicat-
ed in the figure. We see that the states lying between E„
and Eb, well above the saddle-point energy Esp, are
stable on the time scale required to traverse the Stark
field (-1ps).

A generally different picture emerges when excitation
occurs in the Stark-field region (region 2), as is evident in
traces (b) and (c) in Fig. 3. Rather well-defined thresh-
olds appear in these two spectra near n =90, the predict-
ed saddle-point energy for a field of 5 V/cm. The projec-
tion of the total angular momentum of the molecule
(neglecting spins) onto the field axis, Mz, is the only
quantum number conserved in the field. In the metasta-
ble state, M&=N=O. Thus, depending on the orienta-
tion of the laser polarization with respect to the Stark
field, we can excite states with Mz =0 (E~»«~~Es«„k,
center spectrum in Fig. 3) or M~ =+1 (Eh,«lEs„,k, bot-
tom spectrum in Fig. 3). In the following, we use the no-
tation M& = 1 instead of M& =+1.

We see that the M&=0 spectrum exhibits a distinct
threshold at the zero-field energy of the 90d state, with
practically all M& =0 states being ionized above the clas-
sical threshold Esp. In the M&=1 spectrum, we again
observe a sharp decrease in the ion signal at the saddle-
point energy; however, a significant proportion of the
states are observed to be stable above this threshold.

These differences are also apparent from Figs. 4 and 5,
which show the results for Stark-field values ranging
from 0 to 10 V/cm. Figure 4 gives spectra obtained by
exciting in the near-zero field and then subjecting the
Rydberg states to the Stark field indicated. The model
thresholds are shown by arrows, and we see that EFI be-
comes gradually complete between E„and Eb when the
states are prepared at near-zero-field conditions. Spectra
recorded with atomic helium under identical conditions
give results basically identical to those in Fig. 4. Figures
5(a) and 5(b) correspond to excitation in the Stark field
for M&=0 and 1, respectively. The arrows represent the
position of the saddle-point energy. For each field value,
it is clear that ionization is nearly 100% efficient above
the saddle-point energy when M&=0 but less complete
(varying from 60% for F=2 V/cm to 80% for F=10
V/cm when M& =1.

We can look at EFI in finer detail by using the second
technique described above, namely, exciting a Rydberg
state at a given photon energy and then measuring the
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remaining ion signal as a function of the magnitude of the
Stark field. Figure 6 shows such spectra at a wavelength
corresponding to excitation of the field-free 70d (N = 1)
state. The upper spectrum refers to excitation at zero
field, prior to the interaction with the Stark field. The
bold dashed line is a hydrogenic simulation based on Eqs.
(8) and (9). A small portion (about a quarter) of the mole-
cules are found to be field ionized just above Fsp, but ion-
ization only gradually reaches completion above the red-
state threshold. The blue-state threshold field for n =70
lies at —85 V/cm, outside the field scale shown in Fig. 6.
The lower spectrum in Fig. 6 corresponds to states excit-
ed in the field for M&=0. Obviously ionization is com-
plete above Fsp for M& =0 states excited in the field.

B. Threshold spectra of atomic hydrogen

Several aspects of the ionization phenomena described
so far become clearer in the context of atomic hydrogen,
for which exact calculations are available. We show in
Figs. 7 and 8 spectra for atomic hydrogen recorded under
conditions identical to those used for H3 in Figs. 3 and 6,
respectively. In the top spectrum in Fig. 7, the Balmer
series np~2s is excited in the near-zero field and subse-
quently the atoms traverse the Stark-field region, where a
field of 5 V/cm is applied. We see that the ion signal de-
creases only gradually between the thresholds E„and Eb,
quite analogous to the results for H3 in the uppermost
spectrum of Fig. 3. The lower spectrum in Fig. 7 corre-
sponds to atomic hydrogen being excited in a field of 5
V/cm with the laser polarization perpendicular to the
Stark field (m& =1). This spectrum is quite different from
the analagous spectrum for triatomic hydrogen in Fig. 3.
In atomic hydrogen, the threshold region spreads from
the saddle-point energy Esp (where n, =0 states are ion-
ized) all the way to the ionization limit (where states with
n, =n are ionized). In Fig. 7 (bottom), the thin trace
gives the experimental spectrum and the bold trace the

-1
Energy (cm )

FICx. 4. H3 Rydberg spectra when the rnolecules are excited
in a near-zero field and then exposed to a Stark field. Arrows
indicate the saddle-point energy and the red-state and blue-state
diabatic thresholds. Field ionization occurs between E„and Eb,
well above Esp.
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result of a hydrogenic calculation which shows the high
degree of reliability of the hydrogenic theory [Eqs. (8)
and (9)].

A similar difference is apparent in Fig. 8, which gives
fixed-wavelength spectra for excitation of H (n =70) that
can be compared with those shown in Fig. 6 for H3. The
dashed line in Fig. 8 (top) gives the result of a hydrogenic
simulation which fits almost perfectly the experimental
spectrum.

V. DISCUSSION
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The field-ionization properties of the Stark states of
nonhydrogenic systems depend on the strength of the
mixing between pure parabolic states of different n value
and the dynamics at the avoided crossings between these
states. However, this mixing alone is not sufticient to ex-
plain the hydrogenic behavior of H3 states excited in the
region of near-zero field, as will be detailed in Sec. V B.
Section V C gives a qualitative explanation of the
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FICx. 5. Stark spectra of H3 for different field values (0—10
V/cm) and M~=0 (a) or M~=1 (b). The arrows indicate the
saddle-point energy. The spectra clearly show a sharp decrease
in the signal at E» as well as the stability of part of the Mz =1
states above this threshold.

FICx. 7. Excitation spectra of atomic hydrogen with a Stark
field of 5 V/cm for states excited in near-zero field (a) and in the
Stark field with m& = 1 (b) (thin line: experiment, bold line: cal-
culation). Compare with the spectra of Fig. 3 to see the nonhy-
drogenic behavior of H3 when excited in the Stark field and its
hydrogenic behavior when excited in the zero field.
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FIG. 8. Same as Fig. 6 but for atomic hydrogen. The excita-
tion takes place at the energy of the 70p state in the zero field
(top) and in the Stark field (bottom), with II=1. The bold
dashed line (top spectrum) is a hydrogenic simulation assuming
ml = 1 and an ionization rate of 10 s

different EFI processes observed for M&=0 and M&=1
series. Unlike the previous point, this one is a conse-
quence of particular characteristics of H3. Finally, we
analyze the dynamic evolution of states that are excited
in the near-zero field and then subjected to the Stark field.

A. Adiabaticity and diabaticity

In the nonrelativistic approximation, the Stark levels
from different n manifolds of atomic hydrogen are strictly
uncoupled. In the nonhydrogenic case, however, the
Stark states cannot be described by purely parabolic
~n „n2,m & wave functions and the crossings between the
Stark states are avoided. The coupling among different
~n„n2, m ) states of different n value determines the dy-
namic path along which the Stark states evolve in a
time-varying electric field, and two extreme cases can be
distinguished.

If the electric field is increased gradually, such that the
mixing between the various n, , n2 components has time
to be established, then a specific state will evolve along
the adiabatic path. For example, if the zero-field excited
state was an nlm state, then the path followed toward
ionization is such that the energy of the system is forced
to stay between the zero-field energy of the n —1 and
n+1 states because all crossings are avoided. In this
case, the experimental ionization threshold follows rather
closely the classical formula 1/16n*, where n*, the
effective principal quantum number at ionization, differs
at most by about 0.5 from the original n value [32]. This
is why the saddle-point threshold is sometimes referred to
as the adiabatic threshold. Ionization can occur in the vi-
cinity of the saddle-point energy because there is always
mixing with a rapidly ionized ' red" component from a
higher n manifold.

On the other hand, if the field is increased very rapidly,
the avoided crossings may be traversed diabatically and a
zero-field state could follow along any of the paths be-

B. Properties of the "zero-field" states

States that are photoexcited in region 1 are not
prepared under truly zero-field conditions, but they are
formed in a region of ill-determined residual fields whose
direction and magnitude is not constant along the beam
path. A main component of this field comes from the
motional electric field that results from the earth's mag-
netic field ( ~ 100 mV/cm). When optical excitation
occurs under such conditions, then at time t =0 an
M&=0 or 1 state will be excited because the initial state
has N=M~=O. At the time of excitation, the quantiza-
tion axis is defined by the local field. However, this
quantization axis will be lost during the passage from the
point of excitation to the region of the Stark field, and the
total angular momentum N of the molecule will precess
around the random directions of the residual field. This
would be true even if the field was as close as possible to
zero [1,2,27]. However, if the electric field was really
negligible, the accessible values of M& would fall into the
range from 0 to +3, owing to the low values of the core
kinetic momentum (N+ =1) and the electronic angular
momentum (1=0 or 2) that can be prepared from our ini-
tial state of H3.

To explain the EFI behavior in the upper curve in Fig.
6, we first consider the result of a perturbative calculation
[45] for the oscillator strength of the Stark states belong-
ing to the n =70 manifold. The calculation used the
quantum defects listed in Table I. Figure 9 gives these re-
sults for M&=0 and 1 at E=0.1 V/cm. Calculated in-
tensities have been normalized so that the sum of the line
intensities for a given n manifold is 1. Two results from

TABLE I. Quantum defects used in our calculations.

Orbital
symmetry

pa
pe'

f
d

l&3

Quantum
defects

0.07
0.05
0.39
0.02
0.01
0.00

Reference

[45]
[43]
[43]
[41]
[4&]

tween the "red" (nr =0) state and the "blue"
(n, = n —

~

m
~

—1) state from zero field to ionization. As a
consequence, we would expect to observe a gradual ion-
ization of the different Stark sublevels at field values be-
tween I're~ and Fb&„,. This difference is indicated in Fig.
2, where the bold tracks give examples of adiabatic pas-
sage to ionization whereas the thin lines are examples of
diabatic passage.

Direct evidence for both adiabatic and diabatic behav-
ior is apparent in the upper trace in Fig. 6. Some H3 mol-
ecules (about 25%) are observed to ionize near the
saddle-point energy, while the remainder show a field
dependence similar to that seen for atomic hydrogen
(compare with top curve in Fig. 8). To explain this obser-
vation we first have to characterize the nature of states
excited in region 1.
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FIG. 9. Perturbative calculation of the oscillator strength for
the n =70 manifold of H3 in a field F=0. 1 V/cm. The top
spectrum shows results for Mz =0 and the bottom spectrum for
M~ =1.

Fig. 9 are important for the discussion of the ionization
behavior seen in Fig. 6.

(1) The energy spread of the n=70 Stark manifold at
an electric-field strength of 0.1 V/cm is ~0.08 cm
Our experimental resolution is given by the laser band-
width (~0. 15 cm '). Thus the laser will excite all the
components of the manifold under the conditions that ap-
ply to the top spectrum of Fig. 6.

(2) The intensity of each unresolved Stark component
is approximately proportional to the square of its d (l =2)
character. The oscillator strengths show that the intensi-
ty is distributed over the entire manifold. The strongest
line bears 27% of the total oscillator strength for M& =0
and 5% for M~= 1. The intense transitions on the red
side of the manifolds correspond to the states that corre-
late to the nd states at the zero-field limit. More general-
ly, all the lines on the red side of n =70 correlate to states
with a positive quantum defect in zero field, that is, with
low-I states (l (3), while the lines between —22. 42 and
—22. 36 cm ' correspond to the hydrogenic complex
(p-0) ofhigh-l states.

In our calculation, the quantum defects are nonzero for
I 3, which corresponds to the ten lowest states of the
manifold for M&=0 (the nine lowest for M&= 1). The
sum of the line intensities of these Stark states is 0.341 for
M& =0 and 0.078 for M~ =1. When these data are com-
bined with a 1:2 statistical branching ratio for M&=0
and M& = 1, this leads to a total of
(0.341 X —,'+0.078X —', ) —17% of the intensity going into

low-$ components when broadband excitation occurs at
0.1 V/cm. This information can now be used to estimate
the composition of states that enter the Stark-field region
under the conditions of Fig. 6: For a given l value, the
total angular momentum N with N+=1 may take any
value from 0 to l, and so does ~M~~. If we assume an
equal partitioning of all the M& values for each N subset
(this is strictly true only if no quantization axis exists),
the probability that an excited molecule is in a low-M&
state (say, ~M~~ &3) is 0.17 (the 17% corresponding to
the low-l components) plus -0.05 (the proportion of low
M~ for high-l: high-N states -3:70). In other words,
only about 22% of the molecules excited in region 1 enter
the Stark region with M&~ &3.

The experimental results in Figs. 5(a) and 5(b) suggest
that, for n =70, about 100% of the M&=0 states and
about 80% of the M& = 1 states will be field ionized above
Esp when a field of —13 V/cm (value of Fsp from n =70)
is applied. Similarly, we can assume that a significant
proportion of M&=2 states are also ionized, but states
with high Mz should behave purely hydrogenically, since
no states with significant quantum defects participate in
the M~ & 2 manifolds.

The above considerations suggest that about 22% of
the excited molecules should ionize at the saddle-point
energy or in its vicinity (depending on which adiabatic
path they follow, Esp may correspond to an effective
n*=n+ —,'), while the remaining 78% of the molecules
should ionize hydrogenically. This result fits almost per-
fectly the top spectrum in Fig. 6, where we see that about
25% of the molecules excited in the n =70 manifold in
region 1 are field ionized just above Fsp while the remain-
ing signal follows rather precisely the hydrogenic simula-
tion shown by the dashed line (see also the experimental
results for atomic hydrogen in Fig. 8). We observed rath-
er similar behavior in experiments in atomic helium, and
it is obvious from the above discussion that such behavior
should be observed whenever the laser bandwidth encom-
passes the entire Stark manifold.

C. Influence of M& on the electric-field
ionization process

In Figs. 3 and 5, we note a difference in the behavior of
the M&=0 and M&=1 Stark states. A significant pro-
portion of M&=1 states are stable, on the time scale of
about 1 ps, above the saddle-point energy while nearly all
M&=0 states ionize within this time frame. The fraction
of Mz states that are "stable" decreases as the field
strength increases. For M& = 1, almost 40% of the mole-
cules are stable above Esp, when F=2 V/cm. This frac-
tion decreases to 30 at F=5 V/cm, and to 20% at F=10
V/cm. For M&=0, the fraction is 15% at F=2 V/cm,
less than 5% at F=5 V/cm, and not measurable at
F= 10 V/cm. According to Eq. (2), these field values for
Esp correspond nsp (values of the effective quantum
number at the saddle point) of113, 90, and 75, respective-
ly. Below, we attempt to explain the difference in the
M& =0 and 1 spectra by using the results from a pertur-
bative description of the Stark manifold of H3.
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er couplings occurring among the M& = 1 states is not ob-
vious a priori. Inspection of the perturbation basis for
M&=0 and 1 shows that their only difference is the ab-
sence of the (np, N=O) element in the IMP=1] basis.
Experiments described in Ref. [40] show that the
(np, N =0) state is a strong mediator between the s and d
states.

The lack of the (np, N=0) element in the M~ = 1 case
therefore appears to lead to a diminution of the coupling,
and we consider this lack to be the origin of the different
behavior of states above the saddle-point energy. The
width of the avoided crossings is a measure of the
strength of the couplings between states from neighbor-
ing n manifolds and hence also of the importance of the
mixing between these states. A comparison of Figs. 10
and 11 therefore suggests that the M&=0 manifolds are
more strongly coupled and mixed than the M& = 1 states.
The magnitude of the avoided crossings suggests that this
difference is about one order of magnitude. This
difference is a particular characteristic of H3.

D. Dynamic evolution of Stark states

Po& =exp— I01
(10)

where

The results of the perturbative calculation presented in
Figs. 10 and 11 can be used to analyze the dynamic evo-
lution of states that are excited in a near-zero field and
then subjected to a Stark field. We choose the example of
Fig. 6 (top spectrum), where molecules are first excited to
n =70 in a near-zero field and then enter (in about 100 ns)
the Stark-field region. We examine the dynamic path fol-
lowed by the M&=0 and M&=1 components. To apply
the results in Figs. 10 and 11, we extrapolate these calcu-
lations to n -70. The matrix elements of the Stark Harn-
iltonian between two neighboring states are proportional
[45] to n F The field s.trength corresponding to the onset
of n mixing is F, =(3n )

' (in a.u. ). Hence, in the region
of the avoided crossings, Stark Hamiltonian matrix ele-
ments between adjacent states are proportional to n
The width of the avoided crossings is directly proportion-
al to these matrix elements. Therefore the width of the
avoided crossings for n =70 should be about (—'„') times
smaller than that for n =20. In the n =70 manifold, the
width of the large avoided crossings between each triplet
will be of the order of 2X10 cm ' for M&=0 and
2X10 cm ' for M&=1. Using the Landau-Zener for-
mula [48], we next calculate the probability for the sys-
tem to jump from a diabatic state 0 to a diabatic state 1

at the crossing

BFU=
Bt

Eo and E& are the Stark energies of states 0 and 1, and

Vo, is the matrix element between the two states (one-half
of the width of the avoided crossing). For the extreme
members of two neighboring manifolds [(n, n, -n ) and
(n+ 1,ni-0)] and for the values n =70, F=10 V/cm,
b, t = 100 ns, Eq. (10) leads to

2X10 (for M&=0)
1 Poi =

2X10 (for M~=1) .

The number of large avoided crossings that a given
state encounters is on the order of (nFsp/F, ), which is
about (3n /16). Under the (very crude) assumption that
Po& is of similar magnitude at each crossing, the total
probability that the system remains in the same diabatic
state when F is increased from 0 to Fsp is about

ptot (p )3n /16
01

In the present case this gives

0 (for M~=0)
p tOt

0.83 (for M& = 1) .

We conclude that under our experimental conditions
the evolution of the M&=0 components is globally adia-
batic while the evolution of the M&=1 components is
mainly diabatic. This discussion also shows that diabati-
city and hydrogenic behavior are far from synonymous.

VI. CONCLUSIONS

Ionization of high-Rydberg states of triatomic hydro-
gen in an external electric field has been investigated.
The experimental results have demonstrated a fundamen-
tally different behavior between states prepared in the
electric field and those prepared prior to application of
the electric field. A significant difference in character be-
tween the M&=1 states and the M&=0 states has been
found. Both results have been discussed in the frame-
work of a perturbative treatment of the Stark effect. The
first aspect has been shown to be a rather general conse-
quence of the lack of a durable quantization axis in a
near-zero-field region. The second point is related to the
weaker couplings that exist between the M&=1 series
members and it results mainly from the absence of the np
(N =0) component in the Mz = 1 manifold.
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