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Isothermal shear-induced heat flow
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By performing molecular-dynamics simulations of a fluid under the influence of a sinusoidal transverse
force, we point out that heat flow can be induced in the absence of a temperature gradient. This heat flux
is observed to be proportional to the gradient of the square of the strain-rate tensor. We show that this
shear-gradient-induced heat flux is of the same order in the pressure gradient as the heat flow produced

by viscous heating.
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I. INTRODUCTION

In this paper we perform nonequilibrium-molecular-
dynamics simulations of a fluid subject to a sinusoidal
transverse force. This force, directed in the x direction,
is a function of the y coordinate, and thus induces a
sinusoidal transverse velocity gradient. If the wavelength
of the transverse force field is sufficiently large, one can
use the observed values of the transverse velocity field or
the sinusoidal shear stress to calculate the shear viscosity
of the fluid. Indeed, the “sinusoidal transverse force’
method (STF) [1] was one of the earliest methods pro-
posed for calculating the shear viscosity of fluids. This
method is not competitive with modern homogeneous
shear methods such as the Sllod algorithm [2] (so named
because of its close relationship to the Dolls tensor algo-
rithm).

Our purpose in studying the STF system is not to ob-
tain estimates of the shear viscosity but rather is to study
the complex interactions between heat and mass flows
that arise in inhomogeneous shear flows. Because the
strain rate varies sinusoidally with respect to position, the
STF induces a sinusoidal temperature gradient with a
spatial frequency which is double that of the velocity
profile. The amplitude of the temperature modulation is
at small fields, proportional to the square of the applied
field. These temperature modulations drive a sinusoidal
heat flux whose magnitude is again proportional to the
square of the applied STF.

One could, of course, also study these interactions by
modeling boundary-driven Poiseuille or Couette flows us-
ing molecular dynamics [3]. We do not do this because:
(a) atomic packing effects at the boundaries manifest in
strong density oscillations, propagate long distances [3]
into the bulk of the fluid, and (b) such simulations are
vastly more expensive in computer time, requiring tens or
even hundreds of thousands of particles rather than the
1000 particles used in the present work [3].

Using Gauss’s principle of least constraint [2], a num-
ber of variations were possible. In addition to thermos-
tatting the zero-wave-vector component of the tempera-
ture field, we designed equations of motion which allowed
us to independently control the amplitudes of the har-
monic modulations of the temperature field and the heat
flux vector.
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When simulations were carried out in a system where
the temperature modulations were suppressed, we ob-
served something quite surprising. We observed that in
the absence of harmonic temperature modulations, a heat
flux was still observed to flow from regions of high strain
rate to those of lower shear. Further, the magnitude of
this isothermal, shear-induced heat flux was observed to
be proportional to the square of the applied STF and
hence does not vanish when compared to the
temperature-driven heat flux, in the linear zero STF limit.

In the following sections we describe the methods used
to carry out these simulations; then we review the results
before discussing some of the implications of the iso-
thermal shear-induced heat flux for both hydrodynamics
and for irreversible thermodynamics.

II. DESCRIPTION OF THE STF SYSTEM

A. Characterization of a fluid under a STF

The sinusoidal transverse force method of Gosling
et al. [1,4] is less convenient and much less efficient than
the homogeneous Sllod algorithm [2] for calculating the
shear viscosity of dense fluids. The sinusoidal external
field F,(y), defined as

F (y)=F,sin(q,y), (1)

where g, =(27/L,), and L, is the length of the molecular
dynamics cell in the y direction, generates a y-dependent
streaming x-velocity profile. The amplitude of the modu-
lation is determined by the magnitude of the constant,
F,,. Because the shear rate ¥ =0du, /dy is dependent on
the y coordinate, the whole system can be viewed as a
collection of open nonequilibrium steady-state (ness) sys-
tems characterized by different shear rates, in mutual
thermal and mechanical contact. The neighboring fluid
layers can exchange heat and mass, and can establish
mechanical equilibrium. These properties make the
sinusoidal transverse force system an interesting model
for studying the conditions of thermal “equilibrium” be-
tween Ness systems.

For sufficiently small F,; we expect the induced veloci-
ty field to take the form

u,(y)= ¥ u,(q,l)sin(g,y), n=13,5..., (2)
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where ¢,=(2wn/L,). In the linear regime where
F,;—0%, u,(q,) is the only nonzero term. At higher
fields the odd harmonics only are excited. This is because
the velocity profile must be symmetric about y =L, /4
and 3L, /4. For very high fields and high Reynolds num-
bers the induced velocity field becomes turbulent. In this
work we only consider the weak nonlinear regime, where
only the odd harmonics are excited.

Starting from the Fourier expansion of the velocity
profile (2), we can describe the variations of all the impor-
tant properties of the system. The velocity profile implies
a strain rate profile, du, /dy =y (y):

Y(¥)= X qau.(g,)cos(g,y), n=1,35.... ()
The xy element of the pressure tensor, P, , also exclusive-
ly involves odd cosine harmonics,

P, (y)=3 P,(q,)cos(q,y), n=1,3,5.... (4)

Since the variations in the temperature, the number and
energy density and the diagonal elements of the pressure
tensor are proportional to y2, their expansions can only
involve even cosine harmonics. For example the y depen-
dence of the temperature profile must be expressible as

T(y)= 3 T(2q,)cos(2g,y), n=1,2,3,.... (5)

The y component of the heat flux vector J,, is propor-
tional to d7T /dy, and thus should involve only even sine
harmonics:

Jo,(¥)= X Jp,(2q,)sin(2g,y) , n=1,23,.... (6)

The correctness of these expansions was tested during the
course of the simulations, confirming that the omitted
terms are really zero within statistical uncertainties.

The determination of the coefficients of the expansions
can be done directly, utilizing the instantaneous micro-
scopic representations of the relevant quantities in
Fourier space [2]. An alternative way to do this is the
least-squares fit of the expansion [2]. We used the latter
method to determine the streaming velocity u,(y). In
this method, u, (y) is defined as that velocity which mini-
mizes the sum of squares of deviations from the particle
velocities, p;, ;. Let R be that sum of squares
2
Pix
m

N
R=3 )

— > u,(q,)sinlq,y;)
i=1 n

Equating the derivatives of (7) with respect to u,(q,,), to
zero we find

dR
du,(q,,)
pix
m

sin(g,,y;)=0 .

N
=23 — > u,lq,)sinlg,y;)
i=1 n

(8)

The above matrix equation is solved at every time step
during the simulation to obtain the coefficients of the

Fourier expansion for u,(y). It has been shown [2] that
the least-squares method described by (7) and (8) gives a
correct expression for the Fourier space decomposition of
the velocity field.

All of the other properties can be determined either by
the least-squares-fitting procedure or by direct expansion.
The averages of the properties for the entire system were
taken as the zero-wave-vector terms of the expansion. It
is important to note, however, that unlike the case of
homogeneous shear, the calculated system properties are
highly interrelated. For instance, the estimate for the
streaming velocity determines the peculiar velocities of
the particles, c; =p,/m —u(r;). This is then used to com-
pute the y-dependent peculiar kinetic-energy density
K (y) of the peculiar kinetic energy K =3 ;mc?/2. Hav-
ing determined the y dependence of the number density
n(y), the y dependence of the kinetic temperature can be
determined from the equation

T(y)ZM 9

gkgn(y) ’

where g is the dimensionality of space. The kinetic tem-
perature T'(y) is then used in a feedback mechanism to
thermostat the system. This means that the determina-
tion of the Fourier coefficients must follow a hierarchical
order.

B. The thermostatting mechanism

Since the continuous work done by the external field (1)
is transformed into heat, we need a mechanism which re-
moves this heat in order to maintain a NESS. Thermo-
statting techniques for homogeneous systems are well
known and well understood. We will need to distinguish
two features of these deterministic thermostats. First, we
need to know the algebraic form of the thermostatting
equations. This form involves a thermostatting multi-
plier, usually written as a. In all routinely used thermo-
stats, the form of the equations is obtained from Gauss’s
principle of least constraint [2]. Having determined the
form of thermostatting equations, an expression for the
thermostatting multiplier a needs to be obtained. At this
stage a variety of approaches are possible. Such an ex-
pression can be determined from the Gauss principle (in
this case a becomes a phase function), or  can be treated
as an extra coordinate in the system satisfying an integral
feedback equation, as in the Nosé-Hoover method [2,5].
The critical element of constructing a thermostat is the
determination of the form of the thermostatting equa-
tions.

To fix the zero-wave-vector component of the tempera-
ture profile, Gauss’s principle shows that the form of the
thermostatting equations of motion is

R
=,
m

pl:Fl+1FX(yl)

(10)
—aolp; —miu,(y;)] .

The thermostatting multiplier o, can then be treated ei-
ther as a differential or integral feedback multiplier and
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evaluated from either Gauss’s principle or a Nosé-
Hoover equation.

In order to determine the form of equations of motion
that are required to fix the nonzero-wave-vector com-
ponents of the temperature profile, we again appeal to
Gauss’s principle. From Eq. (9) we see that
J

. 2K (y _aTW) | i =24 fi _
T(q fdy ngn y) > q dn or n
22K,6(y,——y)
=fdy i _a(y)T(y) ity
gkgn(y) n(y)
_s mlpi/m it )b /m i
- i gkgn(y;)

From Gauss’s principle we know that the form of the
thermostatting equations of motion required to ensure
that dT(q)/dt =0 is determined by the coefficient of ac-
celeration in the differential form of the constraint equa-
tion [2]. This can be read quite simply from Eq. (12),
since the last term on the right-hand side does not involve
particle accelerations. The form of the thermostatting
equations of motion is therefore

p;,=F,+iF (y;)

0+2 [p;—miu,(y;)],

cos( 2q,¥;)

n=1,2,3,..., (13)

where r;, p;, and F; are the position, momentum, and in-
teratomic force on particle i. i is the unit vector in the x
direction, ¢ is the usual thermostatting multiplier which
fixes the temperature of the whole system (i.e., the aver-
age temperature), while the a, terms fix the Fourier com-
ponents of the temperature profile. Expressed in words
rather than mathematics, we see that in order to fix the
various Fourier components of the temperature, we re-
move random kinetic-energy density (i.e., peculiar kinetic
energy per particle) at the corresponding wave vector and
phase.

Using Nosé-Hoover feedback, the equations for the
various thermostatting multipliers a, can be written as

T—T, T,(2q,)—T,(2q,)
, a,= , (14)

Q() Qn
where T is the instantaneous, zero-wave-vector Kinetic
temperature of the whole system, T, is the target value,
and Q, is an undetermined intensive constant which con-
trols the time scale of the Nosé-Hoover feedback. Analo-
gously, the second equation of (14) constrains the
coefficients of the Fourier expansion of the temperature.

Before passing to the technical details of the calcula-
tions, some remarks are in order concerning the thermo-
dynamic state of the system. Our NESS has three in-
dependent state variables. These three variables are the

ag=

2K(y)  A)T(y)

T(y)=
) gkgn(y) n(y)

(11)

If we Fourier transform this equation, we see that the
time derivative of the wave-vector-dependent tempera-
ture profile is

1,2,3,...

(12)

a(y)T(y) oy
n(y)

—
average temperature T, the average number density n,
and the amplitude of the external sinusoidal field F,,.
Because the external field is inhomogeneous, it generates
inhomogeneities in the temperature profile and the local
number density. With the use of our thermostat we can
control the low-wave-vector amplitudes of the tempera-
ture profile.

Because the NESS is by definition in mechanical equi-
librium, the yy element of the pressure tensor, P,,(y), is
constant. One can apply a second external field to elimi-
nate the low-wave-vector density variations, but this will
then destroy the constancy of P,,. Under the sinusoidal
external field F,,, one cannot simultaneously eliminate
the temperature, density, and P,, variations.

III. DETAILS OF THE CALCULATIONS

The calculations were performed for systems of both
540 and 1080 WCA particles [6]. The WCA potential as
a function of distance r is ¢(r)=4(r 2—r %) +1 if
r <26 and zero otherwise. All simulations were per-
formed at a zero-wave-vector kinetic temperature T, of
0.722 and at an overall density of 0.8442.

The simulation box length in the y direction L, should
be chosen long enough to ensure that for the two or three
lowest nonzero wave vectors, q=417/Ly, 67T/Ly, the
transport coefficients, in particular the thermal conduc-
tivity A, and the shear viscosity 7, are equal to their
zero-wave-vector values, within statistical uncertainties.
This can be done economically by replacing the usual cu-
bic shape of the simulation box with a rectangular box
which contains several cube-shaped cells in the y direc-
tion. We used two systems: the smaller one with N =540
particles employed a unit cell of 5X 108 particle cubes
(L, =25.194), while the larger system employed 10X 108
particle cubes (L, =50.388).

We used three types of simulations. The overall tem-
perature of the system was fixed in all three cases
(Ty,=0.722). Type-I simulations employed only a zero-
wave-vector temperature constraint ({(T)=T,=0.722,
a, :0=0). In type-II calculations we also constrained the
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first harmonic [cos(2q,y )] of the temperature profile to
be zero ((T)=T,=0.722, (T,(24,))=0, a,.,=0),
while in type-III simulations we adjusted the value of
T;(2q,) to that value required to set the first term in the
heat flux vector expansion to zero ({(T)=T,=0.722,
(Jg,(29,))=0, a,.,=0). This is easily done by replac-
ing the second equation in (14) with the following feed-
back equation for the first-harmonic temperature multi-
plier:
Jo, (2
&= Jot2a) (15)

Q

We calculated only the first four symmetry-allowed
terms in each harmonic expansion. The convergence was
very rapid, with the third- and fourth-order terms often
being barely distinguishable from zero. In principle all of
the coefficients of the temperature expansion could be
fixed. In practice, however, it is difficult to constrain the
higher-order terms due to their small values and high
spatial frequency. Thus the constraints in type-II and
-IIT simulations have been made only in the first term of
either the temperature and heat flux expansions. This
fact does not seriously limit our calculations for two
reasons. First, the higher-order terms, in most of the
cases, are essentially noise, being orders of magnitude
smaller than the leading nonzero harmonic. Secondly,
there are no direct couplings between higher-order terms
and those of lower order. For example, the first term of
the heat flux vector [sin(2g;p)] can only be generated by
the gradient of the first term of the temperature
[cos(2g,y)] but not by higher-order terms.

We performed a sequence of simulations for both sys-
tem sizes (N =540 or 1080) and calculated the coefficients
of the Fourier expansion as a function of the amplitude
F_, of the sinusoidal external field for several properties.
The largest possible amplitude of the external field was
determined by the numerical stability of the program.
For the larger system the maximum useful value of F,,
was four times smaller than for the smaller system.

The length of the calculations was 200000 time steps
(At =0.004). Unlike equilibrium or homogeneous none-
quilibrium simulations, the time necessary to reach a
steady state is reasonably long for the STF system. This
is caused by the interrelated nature of the expansion, as
we alluded to above. We performed at least 50 000 time
steps of equilibration before collecting averages. In Table
I we summarize the simulations that were carried out.
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Unless otherwise stated, the calculations refer only to the
first symmetry-allowed coefficient of the respective ex-
pansions, and we refer to the kinetic temperature defined
by (9) as simply the temperature.

IV. RESULTS

In Fig. 1 we show u,, as a function of F, for all three
types of simulations performed on the smaller system
(N =540). The large modulations in the streaming veloci-
ty for type I are substantially reduced if the temperature
profile (type II) or even more if the heat current (type III)
is fixed to zero. The convergence of the velocity expan-
sion is good, particularly for smaller external fields and
for simulations of type II and III. The difference between
the first and second terms of the expansion is at worst one
and at best three orders of magnitude. In Table II we
show the first three coefficients of the velocity expansion
for 540 particles (type I). The first term in the strain rate
expansion is ¥, =gq,u,;, where g, =0.2494 for N =540 or
0.1247 for n =1080. We can obtain a direct estimate for
the viscosity 7, from the constitutive relation
P,, = —m47,- Alternatively, the viscosity can be calcu-
lated from the amplitude of the first harmonic of the ve-
locity field induced by the applied STF,

. (16)
77111: .
q%ux(ql)

This equation is easily derived by substituting Eq. (1) into
the Navier-Stokes equation [4]. The viscosity values cal-
culated either way can be used as a crosscheck of the
simulations. In Tables IT and III we see excellent agree-
ment between 17,, and 71,, in the linear limit, where the
linear Navier-Stokes equation can be expected to be valid.

In Fig. 2 we show 7, as a function of y]’2. The
straight line is a fit [7] of the homogeneous planar
Couette simulations of N =2048 WCA particles using the
Sllod algorithm [2]. The largest discrepancies from the
homogeneous simulations can be seen in the type-I calcu-
lations when the temperature and the density changes
from layer to layer and there is also a heat flow in the y
direction. The 7,, values of the other two types of simu-
lation are close to the corresponding Sllod values. In the
small-field limit all three types of calculations correctly
approach the zero strain rate limiting value. The results
shown in Fig. 2 show that the shear viscosity is affected
by the presence of induced heat flows. The figure clearly

TABLE I. List of simulations performed (x =200 000 time steps) for types I, II, and III for N =540

and 1080.
N =540 N =1080
I 11 111 F,.,(540) 1 11 111 F,,(1080)
X x X 0.05 X X X 0.05
X X X 0.10 X X X 0.10
x X x 0.20 X X X 0.15
x x X 0.40 X X X 0.20
x X X 0.60 X X 0.25
X X x 0.80
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FIG. 1. The first allowed harmonic of the velocity that is in-
duced by the STF. In type-I simulations, denoted T, the zero-
wave-vector temperature is fixed but the higher harmonics of
the temperature and heat flux are free. In type-II simulations,
denoted T, ;, the zeroth and first harmonics of the temperature
are fixed (the first harmonic is set to zero), while in type-III
simulations, denoted T,,J,, the zeroth-temperature harmonic
and the first allowed heat flux harmonic are fixed (again the heat
flux harmonic is set to zero). N =540.

shows that the results from the sinusoidal transverse
force algorithm agree most closely with the homogeneous
Sllod algorithm when the induced heat flux is removed
(type III). Estimates of the homogeneous flow shear
viscosity obtained using the type-I STF method are quite
inaccurate at larger strain rates.

In Fig. 3 we show J,,; as a function of F,,. In the un-
constrained case (type I), energy is transferred from the
high to the low shear regions of the liquid. The heat
current increases substantially with the field as it might
be expected.

For type-II simulations where the first symmetry-
allowed harmonic in the temperature field is set to zero,
heat continues to flow from the high to the low shear re-
gions. Heat flow is generated in the absence of a temper-
ature gradient. The heat flux J,,, increases with y, or
equivalently with F,,

The simplest phenomenological explanation for this
surprising behavior is to postulate a new constitutive re-
lation which predicts that a heat flux will be generated
not only by temperature gradients but also by a gradient
in the square of the strain rate:

Jp=—AVT —£V(Vu(Vu)T) . amn

(Note there are no contributions to the y heat flux arising
from V?u, since this term is parallel to the x axis.) In

type-II simulations the coupling coefficient £, which de-
scribes the isothermal generation of heat flux by a gra-
dient in the square of the strain rate, can be evaluated
directly, since the first allowed harmonic of VT is zero.
In type-III simulations the ratio £/A can be easily calcu-
lated, since J 0 is zero.

In Fig. 4 we see that for the unconstrained case (type I)
the temperature of the high shear regions is much higher
than that of the low shear regions. The amplitude of the
modulation increases with the external field until it
reaches saturation, where the amplitude approaches the
absolute value of the kinetic temperature. At such strong
fields the temperature of low shear regions is close to
zero, i.e., these layers are solid. Type-II results are not
shown in the figure because T'; is zero for this case. Since
in type-I1I simulations the heat flux is zero, T must be
negative in order to cancel the heat flux generated from
Vy2. This means that at zero heat flux (type III), the ki-
netic temperature of a high shear region is lower than the
kinetic temperature of a coexisting low shear region.

In Fig. 5 we show the first term of the number density
expansion p;. The maximum variation in p, is 0.8442.
Since p; is not constrained, it varies with the external
field for all three types of calculations. For type I it also
approaches saturation at the highest fields, while for type
III the changes are quite small. All the changes in the
density are negative, which is simply a manifestation of
shear dilatancy. The high shear layers have lower density
than the low shear layers.

In Fig. 6 we show the heat flux (Jy,;) as a function of
dy?/dy for simulations of type II. The curves for both
systems have very similar characteristics, although for
the larger system we had to confine the simulations to
much smaller variations in y. This similarity shows that
for N> ~540 the number dependence of our results is
slight. From our postulated constitutive relation (17), we
see that the derivative of Jy,; (type II) with respect to
dy?/dy gives the cross coupling coefficient £, which gets
smaller for stronger fields. The derivative does not seem
to either diverge to infinity or decrease to zero in the
zero-field limit. This suggests that the form of (17) is
correct and that £ should not, for instance, be defined in
terms of d|y,|/dy. In Fig. 7 we show £ as a function of
dy?t/dy.

Another interesting property of this system is that the
heat flux (J,,) for type-II simulations is proportional to
—P,,y, which is proportional to the work done by the
external field on each liquid layer (see Fig. 8). This leads
to the important conclusion that in the small-field limit

TABLE II. The first three symmetry-allowed terms of the velocity expansion (2) for N=540 as a
function of F,, for type-I simulations. We also show values of 7,, and 7.

Fy n=1 n=3 n=>5 MNhi Nd1
0.05 0.302 —0.002 0.002 2.25 2.24
0.10 0.612 0.002 —0.001 2.22 2.22
0.20 1.377 0.033 0.001 1.97 1.98
0.40 3.435 0.206 —0.006 1.58 1.64
0.60 6.709 0.480 —0.026 1.21 1.30
0.80 12.792 —0.006 —0.269 0.85 0.93
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TABLE III. We show values of 5,, and 7,4, for N=1080
simulations of the three types.

F., 1 11 111
MNa1

0.05 2.102 2.222 2.246

0.10 1.784 2.098 2.118

0.15 1.364 1.978 2.009

0.20 1.203 1.885 1.913
Mh

0.05 2.089 2.226 2.252

0.10 1.724 2.097 2.118

0.15 1.242 1.973 2.011

0.20 1.074 1.876 1.911

F.,=07", the heat flux induced by the temperature gra-
dient is of the same order in the field as the heat flux in-
duced by the gradient in the strain rate.

Having determined £ values as a function of dyi/dy
from the type-II simulations, we can calculate the
thermal conductivity using Eq. (17) from type-I and
type-111 simulations. These calculations of the thermal
conductivity can then be compared with a completely in-
dependent calculation of the same quantity using the
standard NEMD algorithm for thermal conductivity [2].
In Fig. 9 we compare the thermal conductivities for the
N =540 system. In the figure, A(I) and A(III) denote the
thermal conductivities obtained from type-I and -III
simulations. The thermal conductivity obtained from the
standard algorithm is denoted simply by A. The x axis
denotes the applied heat field in the standard NEMD al-
gorithm, Jy,, /A in the type-I simulations and 2¢,7,/T
for type-III simulations. With this choice for the x axis
we can perform an approximate comparison of the non-
linear dependence of the thermal conductivities obtained
by the various methods. It is only in the zero-heat-field,

2.50
o
220 &
x D ee
< i
1.90 .
My - i
160 Al — = -SLLOD
o TypelIL T J,
1.30 = Typell, T“_l
x Type LT,
1.00 F=———= T - -
0.000 0.500 g7 1.000 1.500

1

FIG. 2. Estimates of the shear viscosity obtained from
N=1080 STF simulation with the conventional homogeneous
Sllod algorithm (N =2048). Clearly, the nonlinear viscosity of
type-I simulations is different from the homogeneous nonlinear
viscosity. The nonlinear viscosities obtained at constant tem-
perature, type II, and zero heat flux, type III, agree very well
with the homogeneous viscosity. In the zero shear rate linear
limit all techniques are in agreement.

3.0 +

1|~ TypeLT, 5
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FIG. 3. The first allowed heat flux harmonic as a function of
the STF for N=540. For type-III simulations this harmonic is
constrained to zero. Surprisingly, although the temperature is
uniform in type-II simulations, heat continues to flow from the
high shear to the low shear regions. This means that estimates
of the thermal conductivity from type-I simulations will overes-
timate the thermal conductivity because previously they did not
take account of the isothermal shear-induced heat flow shown
here.

linear regime that the standard NEMD algorithm is
known to predict the correct thermal conductivity [2].
As can be clearly seen from the figure, all three estimates
of the thermal conductivity are in excellent numerical
agreement with each other.

In Fig. 9 we also show the thermal conductivity that
would be obtained from type-I simulations if one ignored
the effects of our postulated shear induced heat flux (i.e.,
if one simply determined the thermal conductivity by di-
viding the heat flux by the temperature gradient). It can
be clearly seen that these results, denoted A+EVY?E/VT,
overestimate the true thermal conductivity by about
25%. This overestimate is much larger than the statisti-
cal uncertainties of any of the estimates for the thermal
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FIG. 4. The first allowed temperature harmonic as a function
of the applied field for N=540. For type-II simulations this
harmonic is zero. In order to maintain a zero heat flux (type
II1), the temperature must be reduced in the high shear region
in order to cancel the heat flux that occurs in the absence of a
temperature gradient.
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FIG. 5. The first allowed density harmonic as a function of
the STF for N =540.

conductivity, and results from the fact that in type-I
simulations the heat flux is the sum of the heat flux in-
duced by the temperature gradient and the heat flux in-
duced by the gradient in the strain rate.

V. CONCLUSIONS

Our calculations show that a uniform temperature in
nonequilibrium systems does not guarantee that the heat
flux will be zero. We have interpreted our numerical ex-
periments by introducing a cross-coupling term which
couples a gradient in the square of the shear rate to the
heat flux. The fact that by using this postulate we can
correctly predict the thermal conductivity from
sinusoidal transverse force simulations, while in the ab-
sence of the postulate one would overestimate the
thermal conductivity by 25% strongly supports the
correctness of our postulate. Our postulated constitutive
relation means that in systems where the shear rate is not
uniform in space, as in planar Poiseuille flow, then no
matter how close the system is to equilibrium, the heat
flux generated by the variations in the strain rate is of the
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FIG. 6. The first allowed harmonic of the heat flux as a func-
tion of V(y?) for both system sizes. These curves are only weak-
ly dependent on system size. These results were obtained from
type-1I simulations. The ratio of the heat flux to V(y?) gives the
cross-coupling coefficient &.
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FIG. 7. The cross coupling coefficient & as a function of
v(yd.

same order as that generated from the shear-induced tem-
perature differences.

We will now apply our proposed constitutive relation
(17) to a simple hydrodynamic problem, namely planar
Poiseuille flow. Consider a fluid sandwiched between two
parallel plates separated by a distance b. We assume the
plates are located at the planes y =0 and . We use stick
boundary conditions and assume that the two plates are
maintained at a fixed temperature T,,. The flow is gen-
erated by a constant pressure head, H =3dp /dx.

Since the heating and the shear-induced heat flux
effects are second order in the pressure head while the in-
duced velocity profile is of linear order in H, we will ig-
nore the possible effects of heating upon the velocity
profile. The solution for the velocity profile u, (y) is
therefore

u (== y(b—y)+0H?) . (18)
27
For this geometry, the leading-order heat equation is
J 3 2 3 2
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where we have used our constitutive relation (17) for both
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FIG. 8. The heat flux is for type-II simulations, a linear func-
tion of the viscous heating rate.
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FIG. 9. The thermal conductivity computed from type-I
[AD] and type-III [A(III)] simulations agrees with that obtained
independently using the standard NEMD algorithm (A) for
thermal conductivity. If one ignores the effects of isothermal
shear induced heat flow (A+£Vy2/VT), one overestimates the
thermal conductivity by ~25%.

thermally induced and shear-induced heat flux together
with the knowledge that the divergence of the velocity
profile is zero.

The equation for the steady-state temperature profile is

d*T(y) d*y*(y)

where y(y) is the strain rate du, /dy. We can solve this
equation using the solution (18) to the velocity equation.
We find that the leading-order steady-state temperature
profile is

2
Ty)=—SORLOX) () 5y
4n°A
_ (9p/3x)*
19272

where the integration constant D is related to the wall
temperature 7,=T(0)=T(b) and is equal to
E(3p /3y 120> /4mPh+(3p /3y b /1929A+ T, . This
equation shows that in the zero-flow limit, the contri-
bution to the temperature profile arising from the
shear induction term is of the same order as the
usual temperature-driven term and is of order (3p /dx )>.
The shear-induction term will dominate when

(b—2y)*+D , 1)
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(b—2y)<V'48£/m. The shear-induction term will
change the shape of the temperature profile near the
center of the flow, from quartic to parabolic, and could
have important consequences for highly inhomogeneous
flows in narrow channels, i.e., in lubricating contacts.
For planar Couette flow, the contribution to the tempera-
ture profile from the shear-induction term is identically
zero because (apart from the Knudsen layer) the strain
rate is constant and therefore Vy2=0.

A recent simulation of boundary-driven Couette flow
by Liem, Brown, and Clarke [3] offers some support for
the presence of quadratic terms in the temperature profile
for Poiseuille flow. They performed a molecular-
dynamics simulation of the flow of some 40 000 atoms be-
tween moving boundaries that were modeled atomically.
Because of velocity slip at the boundaries, the velocity
profile was observed to be a nonlinear function of the po-
sition within the channel. In their calculations they cer-
tainly did observe “‘significant deviations” from the sim-
ple hydrodynamic prediction of a parabolic temperature
profile. Unfortunately, their paper contains insufficient
information to make a quantitative comparison with our
work.

Our present work points out a difficulty with attempts
to propose a nonequilibrium generalization of the zeroth
law of thermodynamics. It would be natural to postulate
that when two steady-state systems have the same ‘“‘ther-
modynamic” temperature when under steady-state condi-
tions, heat ceases to flow from one system to the other. If
we apply this postulated zeroth law to our sinusoidal
transverse force system, we arrive at a paradox. Consid-
ering fluid layers at different y coordinates as coexisting
steady-state systems, our results predict that close to
equilibrium, layers with identical kinetic temperatures
have strain-rate-dependent ‘‘thermodynamic tempera-
tures,” and that those layers with the higher strain rate
have the higher “thermodynamic” temperature. The
difference between these two ‘‘temperatures” would be
proportional to 2. Recent computer experiments using
the Green expansion [8] for the entropy S suggest that
based on the definition T'=(3E /dS)|y ,, the thermo-
dynamic temperature decreases with increasing strain
rate at constant energy and volume [9].
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