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A projection superoperator is introduced that is able to extract (from the full nonequilibrium exciton-
phonon density matrix) the bare- as well as the dressed-exciton (exciton-polaron) single-particle density
matrices. Applying it to a standard model of the exciton interacting, via a linear local coupling, with
harmonic phonons in a linear chain, a general theory of exciton propagation is constructed. This theory
well interpolates between the standard generalized stochastic Liouville equation (GSLE) approach and
the Grover-Silbey (GS) theory [M. Grover and R. Silbey, J. Chem. Phys. 54, 4843 (1971)] depending on
an interpolation parameter determining details of the basis used. As this parameter (not connected with
the model but depending just on our choice of the mathematical language used) can have no impact on
the regime as well as the time dependence of the exciton propagation (measured by site occupation prob-
abilities), all famous contradictions between GSLE (or stochastic Liouville equation) and GS approaches
are interpreted as only formal and, in fact, seeming. This regards mainly the lack of the local y, parame-
ters and dependence of the y, parameter on the exciton resonance integrals in the Grover-Silbey theory.

PACS number(s): 05.30.—d, 05.20.—y

I. INTRODUCTION

The microscopic theory of the exciton propagation un-
der the influence of a quantum bath has existed in its de-
tailed form since 1971, when Grover and Silbey (GS) pub-
lished their (today almost classical) paper [1]. Though
the approach containing elements of the canonical trans-
formation theory (but in fact, avoiding this transforma-
tion) became quite popular, it became also quite often
misinterpreted and so far has not been well understood in
general. In order to illustrate this assertion, let us men-
tion the problem of lacking [as compared to formally
analogous equations of the stochastic Liouville equation
(SLE) method by Primas [2], Haken and Strobl [3], and
Reineker [4], derived in a completely different way] the
Yo parameter describing (in the Haken-Strobl parametriz-
ation [3,4]) the influence of the local energy fluctuation
on transversal relaxation and, via that, on the character
of the exciton motion. This fact was noticed by Kenkre
[5-7], but has never been well explained. The most pop-
ular explanation of the origin of the lack is that it is due
to restriction, in the GS approach, to only a linear (in the
lattice points displacements) exciton-phonon coupling.
This invterpretation became, however, clearly insufficient
when Capek [8] and Capek and Szdcs [9] derived basic
equations of the SLE method starting (as GS) from just
the linear exciton-phonon coupling but refraining from
substitution of the influence of the quantum phonons on
the exciton by a classical stochastic potential field as in
the SLE method. [This method, being physically more
general as far as temperatures and nonperiodic systems
are concerned, is sometimes called the generalized sto-
chastic Liouville equation (GSLE) approach.] The final
equations did, however, contain (in contrast to GS) the
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local energy fluctuation parameter y,. Another problem
deserving attention regarding comparison of the GS and
GSLE (or SLE) approaches is the pronounced depen-
dence of the nonlocal ¥, parameters on the exciton reso-
nance (hopping) integrals in GS, but in contrast to that,
full formal independence of these parameters on these in-
tegrals in SLE and GSLE approaches.

The paper is organized as follows. In order to show
that these (seemingly serious) differences between the
above two groups of theories are in fact (from the point
of view of the exciton propagation problem and in the
sense specified below) unphysical, we construct here a
theory that (being dependent on a parameter of our
choice, having in principle no impact on, e.g., the exciton
site-occupation probabilities) interpolates between GS
and GSLE theories. In the next section, basic notions
and preliminary reasoning are given. In Sec. III, our
theory (of the generalized master equation form) is con-
structed. Its interpolating character between GS and
GSLE theories is discussed in Sec. IV. Conclusions can
be then found in Sec. V.

II. PRELIMINARIES

For the sake of simplicity, we will work here with just
a linear periodic chain containing one exciton. The
reason is that extension of the present theory to more di-
mensional and complex systems is straightforward and
brings no relevant additional information. Simultaneous-
ly, for simplicity only, we will treat just the case of a sin-
gle molecule per elementary cell.

Our Hamiltonian then reads

= o+ H o+ H 2.1)

ex-ph »
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where
Hox 28 )aja, = EJmnaLa,, ,
m?n
e(k)=3 J,,e katm=n (2.2a)
a, = 1 2“ e—:kam
k ‘/]—V- - m ’
Hon= 3 fiw,bb, (2.2b)
q
1
Hexon=—= 3 f(@)a) + a, (b, +b' )
p vV'N Pyl +q q q
(2.2¢)
‘/N qu et ala, b, +b" ),
fl@)=tiw,g,

Here J,,,, €(k), ,, and g, are the exciton hopping (reso-
nance) integral, corresponding exciton band energy, pho-
non frequency, and dimensionless exciton-phonon cou-
pling constant, respectively. In, e.g., the transformation
formulas from the localized-exciton (a,,) to the band-
exciton annihilation operator [see (2.2a)], the combina-
tion am means position of the mth molecule, i.e., a is the
lattice constant and m is an integer.

From the very beginning, the reader should be warned
not to expect too much from our oversimplified Hamil-
tonian [(2.1) and (2.2)]. Its main drawback is, at first
sight, the lack of the site off-diagonal exciton-phonon
coupling. Thus our model is able to reproduce basic
equations of the stochastic Liouville equation model (see
the generalized stochastic Liouville equation theory in
[8,9]) but in, e.g., the Haken-Strobl parametrization [3], it
then necessarily yields (as will be also seen below) all the
off-diagonal Haken-Strobl parameters equal to zero
(¥ mn =0, m5=n). This is certainly the simplest case that
might induce attempts to generalize our treatment here
to also include the site off-diagonal exciton-phonon cou-
pling.

We do not do that for two reasons. First, technically,
we simultaneously want to include, as in the opposite lim-
iting case, the theory of Grover and Silbey [1], which was
formulated just for the diagonal exciton-phonon cou-
pling. The second reason is deeply physical. Wagner and
Koengeter [10,11] have recently raised serious objections
against the adiabatic approximation that is inherently
connected with the adiabatic representation working with
the basis of states of moving (vibrating, librating, etc.)
molecules. The only alternative to this representation is
that of the crude or rigid basis, where molecular states
used to expand field operators are taken at, e.g., equilibri-
um nuclear coordinates (see, e.g., [12]). In this crude rep-
resentation, exciton site off-diagonal terms in the Hamil-
tonian are solely owing to the electron-electron coupling
(the only two-electron operator in the Hamiltonian),
which is, however, fully independent of the nuclear dis-
placements. So, no site off-diagonal exciton-phonon cou-

pling term appears in the Hamiltonian in this representa-
tion.

Detailed discussion of the relation of the rigid basis
and adiabatic basis formulations of the Hamiltonian can
be found in [12]. Admittedly, while the adiabatic repre-
sentation is handicapped technically (owing to the adia-
batic approximation mentioned above), the rigid basis
representation is handicapped physically. This makes it
necessary to describe electronically unexcited molecular
states with shifted (deformed or turned) nuclear skeletons
via unshifted (undeformed or unturned) and electronical-
ly unexcited or (monoexcited as well as higher) excited
states. The same applies to, e.g., moving electronically
monoexcited states. So, formally, the exciton nonconser-
vation may appear though the number of real excitations
remains conserved. Some aspects of this phenomenon
necessarily accompanying the crude (rigid basis) repre-
sentation are discussed in [13]. Here, we will not deal
with these complications in detail.

The standard approach to the problem given above is
via a canonical transformation to the small polaron basis
[1,14]. In accordance with GS [1], we introduce new ex-
citon creation and annihilation operators

A,=e Sa,eS, A,j:eﬁsa:es . (2.3a)
Similarly, new phonon annihilation and creation opera-
tors read

B,=e SbeS, Bl=e SbleS, (2.3b)
where
s=—s" ——zxg e mala, (b —b). (24

Here A is a new real parameter that remains to be
specified.  Clearly, this canonical transformation
preserves the usual commutational relations. Let us also
notice that from Egs. (2.3a), (2.3b), and (2.4), one obtains
1 igan; . T —
Ay =ayexp | s 3 Ag,e b, —b,)  =a,0,
q
) (2.5)
B, =b,+ —\/—]V 2 Ag_,e 7"1""(1:0,,
Thus, e.g., AT creates, in addition to the exc1ton in its
center, a lattice polarization cloud, while B creates a
phonon in the chain already deformed by the presence of
the exciton. (The magnitude of these lattice effects de-
pends, however, on the chosen value of A, which remains
still unspecified.) Therefore,

H=H,t%H,, (2.6a)
Ho=S {(1=8,,1,nn (656,
1
+8,, (M =20 3 fiw,lg, I’ Al 4,
q
+ 3 #iw,B/B, , (2.6b)
q
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FH\= ‘/N zﬁwng(1—x)e'q“"AJA,,<Bq+B‘f_q)
+ 2 J. (606, —(616,)14] 4, , (2.6¢)
m#n
with
6, =exp {N_I/ZZqueiq""(Bq—BT_q)
q
(2.7)

=exp ’N_l/zxkgqei"“"(bq—blr_q) | .
q

Consequently, as in GS [1] (and formally but not physi-
cally as in, e.g., [14], because we do not as a matter of
fact apply the canonical transformation to # in contrast
o [14]), we merely reexpress our (old) Hamiltonian # in
terms of our new operators A, B, etc. For A=1, the
above transformation is the standard small polaron
(dressed-exciton) one. For A=0, no transformation to
new operators A,B,... is performed. Thus for
A€(0,1) (though other values are not in principle ex-
cluded), we have an interpolation between the bare- and
dressed (polaron)-exciton picture (i.e., the partially-
dressed-exciton polaron). One should add here that the
idea of the intermediate polaron transformation appeared
n [15]. Let us add yet here that A is still a free but un-
physical parameter on which neither the energy spectrum
nor the time dependence nor regime of the excitation
transfer (as far as criteria for its determination are chosen
as A independent) depends. So, no unambiguous physical
interpretation (as is usual when A=1) should be given to,
e.g., separate A-dependent terms in (2.6a) or, for instance,
to the energy spectrum of #,. [Notice that, e.g., the po-
laron shift, i.e., the second term in the parentheses in the
first term in (2.6b), starts to increase when A exceeds uni-
ty, which can hardly be well interpreted.]

In (2.6b) and (2.6¢), { ) designates as usual the thermal
average (see, e.g., GS [1]) with respect to (2.6b). Direct
calculation yields

(616,,)=exp|—N"'3 A?lg, [*{1—cos[ga(m —n)]}
q

Xcoth(Bfiw, /2) | , (2.8)

which again turns to the usual small-polaron exponential
reducing, e.g., the small-polaron bandwidth (with respect
to the bare-exciton bandwidth) when A=1. Again, how-
ever, A in (2.8) is in fact so far arbitrary and should thus
not (as far as we were able to avoid approximations) enter
physical conclusions.

The quantity of our interest is

Ponn (V=P (A, 1)=Tr[p(1) 4, 4,,]

=Tr[p(0)A4)(1)4,,(1)], 2.9

where p(t) is the total exciton-phonon density matrix.
Clearly, p is (for general A) the partially-dressed-exciton
(single-particle) density matrix. For A=0 or A=1, it
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reduces to the bare (single-exciton density matrix or
9,m (1) parameters of Grover and Silbey [1], which thus
form (up to the interchange of indices) nothing but the
(fully) dressed (single)-exciton density matrix. Direct in-
troduction of (2.3) yields

Prn(A,8)=Tr(p(1){a}a,, +[a}a,,,S]
+1[[afa,,S,S1+ - }).

(2.10)
With S being given as in (2.4), one can easily verify that
P, (t)=p,, (A1) =Tr[p(t) A} A4, 1=Tr[p(t)a} a,]
(2.11)

is A independent providing the site-occupation probabili-
ty of finding the exciton (bare for A=0, partially dressed
for 0<A <1, or dressed for A=1) at site m. Please notice
that we cannot exclude the possibility of the ‘“over-
dressed” exciton for A>1.) On the other hand, the off-
dlagona] elements p,,(t), m#n are (because then
[a a,,,S 170 in (2.10)) clearly A dependent, which makes
these elements different in, e.g., the generalized stochastic
Liouville equation model (see, for instance, [8]) when
A=0 and in the Grover-Silbey theory [1] with A=1.

III. GENERALIZED MASTER EQUATIONS

Assuming just one exciton in the system, we adapt our
projector, which we choose in the form of the Capek-
Barvik [16] projector

D=3 Tr(4, - A))A;pA
=S Tr(4; - A )A] poA,._, (3.1a)
klykz 2 1 2
1 —ik
A — — 1kan . .
In (3.1a), 0 is an arbitrary operator with property

Appo= poA =0 [otherwise the identity D= D would not
necessarily be fulfilled, i.e., (3.1) would not have the idem-
potency property required for projectors]. We choose

‘ﬁth
po=lvac, ) (vac,|® 3.2)

—-BH
Trphe g

ph

here. Our projector D is then to be applied to either the

Nakajima-Zwanzig [17-19] or Shibata-Hashitsume-

Takahashi-Shingu [20,21] identity in order to obtain ei-

ther the time-convolution or time-convolutionless gen-

eralized master equations (TC-GME or TCL-GME) for

the reduced information provided by our projector D.
First, let us introduce

pry=e""*

p(t)e “iﬁo’/ﬁze’l t
Then

Op(t) . (3.3)
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9 - R t
a Dp t) 2 Ampo at [Amp(t)An]

= 2 ArthOA - Tr(Am[ﬂo’P(t)]AJH" 2 (e—iLOI)mnrsTr A’%)‘A:
_|_ “iloty ap(t) ,+
h D[Hy,p(t)]+ 2 Alp,A, 2 )pnrs TT | A, 3 A (3.4)
A. TC-GME
The Nakajima-Zwanzig identity [17-19] reads in the interaction picture
9 . _
3, DP=—iDL,(1Dp(1) fDL (t)exp._ —zf D)L (r)dr, {(1—D)L(r)Dp(r)dr
—iD.L,(t)exp {‘iftt(l—D).Ll(T) ](I—D)p(O) , (3.5a)
0
Lin=e"re ™ ro=tw . (3.5b)

Thus we can calculate, using (3.5), term-by-term contributions to (9/9¢ )Tr( A,ﬁA:) on the right-hand side of (3.4). Itis
from (3.5) and (3.1a) to the second order in .£, (both GS [1] and SLE [2-4] or GSLE [8,9] are effectively second-order
theories):

S Ahpod,Tr | 4, 80 4] —; S ALpod,Tr{ A, (e e " alpya,) AT Tr 4,p(0 4]]
m,n m,n,r,s
ﬁz b Al pod,Tr [A,,, [l ot M —prs (dry 4] | (3.6)
Here, we have already omitted the last (initial condition) [H#1,apoa, ] < (b, +b+_q Je PHon , (3.10)
term on the right-hand side of (3.5a), assuming the initial
condition
; which always yields zero when taking Trp,. In (3.9), we
p(0)=AopoAo 3.7 have introduced the operators F, and #| which are
nothlng but HH, and Ff, in (2.6a) and (2.6b), with only
. , A, , and B being substituted by a:,r,, a,,, bq, and
ie. +
’ by, respectlvely
Further, for similar reasons, one can replace the term
(1=D)p(0)=0. (3.8) (1—D) in the commutator in the second term on the

right-hand side of (3.6) by unity. Thus

One should realize that our initial condition (3.7) is A
dependent [i.e., p(0) depends on our choice of A], mean-

ing that a partially (with degree given by A) dressed exci- 9%
ton is initially created at site zero. This A dependence  Tr Am—aBA:,r
should be kept in mind when comparing SLE and t

Grover-Silbey theories, in particular at short .
Itis + ¥
~—— 2 f dr Tr{ A, [H,(0),[#,(1), A]po 4,114, }
Te(A,, e 1, (e~ 4fpo 401 4))

X Tr[ 4,p(1) 4] ] (3.11)

=Tr{a,, [#(1),a]pea,]a]} =0, (3.9

owing to the fact that and (3.4) yields
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” _
g’;—m(nz - S U= PO 1+ ,, 3 [ dr Tl dpe OIH0,171(1), Ajpodg[147)Ppg(7)
pq
] ~ —i iLgr
= é]Z[ TonrPon ()= Py (T 1+ [—— 2 Jdr ey e H 0, (0,0 04,1145 (1)
’ - AT Tr( A [F, [ H)), Alpo 4, 11405, (1) . (3.12)
~ =% | 2 UnPn =P 0T 1+ | =55 | [ arTea, 1, Jpod 1A pL (1) . G
|
Here, in the third equali?y, we have employeq the stan- iDﬁ(I)=—l'DLl(t)l+if‘g(t,r)(1~D)_Z(r)
dard Markov approximation; further, the notation ot 0
: XDG(t,7)dr™!
T =T mn 616, ) =T, (A (3.13)
mn mn( n m) mn ) X[Dp'(t)+9(t,0)(l—-D)p(0)] N (3.14)

[see (2.8)] has been used.

B. TCL-GME

We start from the Shibata-Hashitsume-Takahashi-
Shingu identity [20,21] in the interaction picture

9(t,r)=exp._ [—ift(l—D)Zl(s)ds] ,
G(t,r)=exp._, [if’[l(s)ds] ,

though other equivalent possibilities [22,23] are also
available (compare [24]). In the second order in £, and
applying (3.1) with (3.8), we obtain (extending integra-
tions to infinity)

d 1 iL —
3iPmlt l—— ] S Uninon ()P (T 1+ [—ﬁ— 3 [7 drTr A 4,1 T, 4lpoA 1141050
(3.15)
which is nothing but the last equality in (3.12).
IV. HAKEN-STROBL PARAMETRIZATION
First, we introduce

Y mn = Mz J° dTE [ Dy, mel FT T T, HE D, ) P - @.1)
Here u,v, . . . designate eigenstates of 7, i.e., [owing to (3.8)], P8, is the initial density matrix of the reservoir (pho-
nons). From (2.6¢c), we obtain

1[01'7{ ),

mnrs —

- 1 o
= ———ﬁ;fwdfrrum[ﬁ,,[

Alpoa, 114D

= # fi)wde (7{1 )mv,ru(j{l(T))sp,nva +(7{1(T))mv,r,u(7{l )Su,nvpy
o, v

80 2 (H D, g (FET)) g P —
q

8m 2 (FET) s, g\ FE 1) g, mpP 4.2)
g
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Thus Emnnm = 277)71"
Z omnn =2V mns MR 4.3) =1 ro
nn Vomn _;f‘wde[(ﬁl)mv,np(?{l(T))m,u,nv
and (neglecting some renormalization and less important L
terms [8,9)) HFHT)) oy, H D sy nn 1P -
Emnmn == 2 [‘VGM +y{7n ] ’ m_/_/:n N (4'4) (4-7)
a Neglecting all other [than (4.3), (4.4), (4.6), and (4.7)]
) coefficients =, - and accepting the above notation, we
Further, because in general thus have the Haken-Strobl parametrization. This pa-
rametrization has originally been suggested for the sto-
> s =0, (4.5)  chastic Liouville equation model [3,4], but formally, it
m can also be used here. Notice that for A=0, we thus get
the Haken-Strobl parametrization in the generalized sto-
chastic Liouville equation model [8,9].
we have from (4.2), .
One should first of all realize that this parametrization
_ _ is not in general exact but becomes so in the limit of di-
Emmmm — T (; )27/nm . (4.6) minishing #f, and generally well includes most of the im-
n m

Finally, for m#n, we designate

1 + 1 .
= A (0) ] — _ igar 4T
Y mn 2ﬁ2 f—wdT< m( )l\/N %ﬁwq(l }\.)gqe Ar(T

+2J

portant terms. Let us now specify the form of y’s intro-
ducing (2.6¢) into (4.1).
_7{1,

It is, still in the second order in

)A(1)[B,(T)+BL ()]

6,(1)81(r)—<06,6!)) 4} (r)4,(r) 4] (0)

X |8, ‘/ zfm (1—A)g e (B +B" )+ (1=8,,)),, (6,,61 —(6,,6} )} ]) . 4.8)
Here ( ) means the exciton vacuum average with respect to
exp(—BH ) /Trlexp(—BH )] -
Because 6,0/ —(6,61) ~2,
T 1
an()»)~+8mnﬁzlgq qu 228 w4 + —sz) [1+42np(fiw,)]
q
ESmnYmm(o))nB(z)z[exp(BZ)_1]_ 4.9)
when A—0, while
'}/mn()\.)—*(l 2 2 —ikya(r—n)+ik,a(s— M)_I;J,SJ",,,
k pky s #i
w Ty =, /A
x1 e (6,06l (1)— (6,60)}16,,61—(6,,6]) } Ydr (4.10)
[
for A—1. Clearly, (4.9) is the Haken-Strobl result, with still mean on the other hand that this “disappearance of

the diagonal y,,, parameter dominating over the off-
diagonal y’s (in our case, owing to our local exciton-
phonon interaction, the latter parameters are even exact-
ly zero). Simultaneously, we obtain from (4.9) that still in
the second order in ¥, ¥ ,,,, —0 when A—1 and J,,, —0.
This means that in this order, y,,, is not a parameter
given exclusively by the bath. This does not, however,

the site-diagonal dephasing” with diminishing the reso-
nance hopping integral persists even in higher orders in
Ff,. We shall return to this point later.

Formula (4.10), applicable when A— 1, deserves some
further attention. Before doing so, however, let us
remember that it means a full disappearance of the local
(m =n) Haken-Strobl parameter (site local dephasing), in
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accordance with GS [1]. In order to proceed in finding a
correspondence with the latter work, let us notice that
using the Grover- Silbey [1] notation,

?’mn(}"zl)z(l_amn)#|jmni2’}/nmmn(+8)

1

F (4.11)

=(1—8,,,)— T pn |27 (+ )

for the nearest neighbors, which is exactly the Grover-
Silbey result at long times. The careful reader can recog-
nize that in [1], the ¥, coefficient depends in general on .
Here we get its infinite-time limit, owing to the Markov
approximation used in (3.12). Working as in (3.14) and
(3.15), excluding the extention of integrations to infinity,
reproduces the result of Grover and Silbey completely.
In (4.11), we have only omitted .7,(1 and .7,(2 [as small

quantities in the exponent under the time integral in
(4.10)]. Thus, at A=1 (where A is, as stressed above, still
a fully unphysical parameter having no impact on the
real regime of the transport as well as its time depen-
dence as far as we are able to avoid approximations), we
have the Grover-Silbey result, while at A=0, we recover
the GSLE [8,9] theory in the Haken-Strobl parametriza-
tion. Thus, any formal difference between GSLE [8,9] (or
its limit SLE [2,4]) and GS theories [1] is just owing to
the above arbitrariness in the choice of A, i.e., in the
choice of representation.

V. CONCLUSIONS

As already stated, we do not see (on grounds of the
above arguments) any physical difference between the
SLE or GSLE theories on the one hand and the GS-like
theories on the other hand. In the above model of the ex-
citon in the periodic chain interacting linearly and locally
with harmonic phonons at least, appearance of the local
Yo parameter, absence of nonlocal y, parameters, and
lack of polaron renormalization in the SLE or GSLE ap-
proaches is connected with our (possible but ambiguous)
choice A=0. Thus, it is not dictated by physics as usually
assumed. This is clearly seen when choosing (again hav-
ing no arguments provided that we were able to avoid ap-
proximations) A=1, which then turns our approach

(without changing, e.g., the value of the diffusion con-
stant) to the GS [1] one with zero local y, parameter,
generally nonzero nonlocal (and J dependent) parameter
7 1» and exciton-resonance (hopping) integral renormaliza-
tion. (This choice corresponds also to another approach
[25], which, however, starts from a different projector
and works with just diagonal elements of the dressed-
exciton density matrix, i.e., exciton site-occupation prob-
abilities.) Moreover, other (even greater than unity)
values of our formal parameter A (having no impact on,
e.g., the regime of transport) are possible and cannot be
physically ruled out. The only arguments that might lead
to some preference in the choice of A is that one cannot
in fact avoid approximations. Then special values of A
(i.e., picture with or without, e.g., the local parameter )
might become more appropriate than others. This situa-
tion must be, however, investigated case by case. To our
knowledge, there is still no general criterion for such a
choice.

At this point, one should mention that probably the
most elaborate and physically deep way of choosing the
physically “optimal” value of A is made by Yarkony and
Silbey [26,27]. This method is based on an approximate
variational estimate of the equilibrium free energy. (It
remains an open question whether one could use such an
equilibrium optimizing procedure in our situation, which
is clearly nonstationary.) As a consequence, A (though
slightly different notation is used in [26,27]) then results
in temperature dependence, which yields several interest-
ing phenomena believed to be observed in experiment.
One of them is the abrupt extended versus localized tran-
sition (exciton localization) of the equilibrium exciton
predicted by this approach for sufficiently broad (with
respect to the phonon bandwidth) bare-exciton band-
width with increasing temperature. Transition to such a
(self-) localized state (as a time-dependent process) is
commonly believed to be observed in, e.g., the delayed ex-
citon luminescence. On the other hand, serious argu-
ments appeared in the last a few years against the possi-
bility of such an abrupt transition [28—39]. The problem,
which was not the aim of the present work, deserves fur-
ther attention. That is why we shall not dwell on this
point any longer. One should admit, however, that quali-
tatively (except that our parameter A is fully free in our
approach here) the analytical structure of our formulas
corresponds to that of [26,27].
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