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It is demonstrated that semiclassically both the self-reaction and electromagnetic field fluctuations
satisfy the condition that the field acting upon the electron is that due to its own charge and current fluc-
tuations. The electron-field interaction energy can be found using the fluctuation-dissipation theorem,
and equals %1’1 multiplied by the sum of the frequency shifts as in the theory of dispersion forces. For an

atom in an excited state, the self-consistently obtained frequencies have an imaginary part for #ikc ap-
proximately equal to the atomic energy-level differences, giving spontaneous emission. Since the fields
are real, the physically correct or Hermitian separation into self-reaction and electromagnetic contribu-

tions is obtained.

PACS number(s): 03.65.Sq, 03.65.Bz
I. INTRODUCTION

Dispersion forces between neutral atoms and macro-
scopic bodies are the result of correlated charge and
current fluctuations and their associated electromagnetic
fields and include the Casimir force. The dispersion ener-
gy can be found by obtaining the frequencies that self-
consistently satisfy Maxwell’s equations and the
Schrodinger equation and evaluating 7% multiplied by the
sum of the frequency shifts [1]. This procedure has been
justified by invoking an oscillator model of the atom, but
equivalent results can be obtained using linear response
theory and the fluctuation-dissipation theorem [2]. A
perturbation at one point in a molecule causes a response
that can be characterized by a spatially dependent dy-
namic susceptibility.

The Lamb-shift energy can be evaluated within this
framework and gives, in lowest order, precisely the quan-
tum electrodynamic (QED) result [3]. Both electromag-
netic field fluctuations and the self-reaction contribute in
the proportions obtained using Hermitian operators, and
hence representing the physically meaningful separation
of these effects [4]. In the absence of interactions the elec-
tromagnetic modes satisfy the dispersion relation w=Kc,
while the self-reaction takes place at the quantum-
mechanical transition frequencies w,.,=(E,—E,)/#,
where {E,] are eigenvalues of the zero-order
Schrodinger equation. When interaction between the
particles and the self-consistently obtained fields is in-
cluded, both these frequencies are shifted. The shifted
quantum-mechanical frequencies w,., are the result of
the radiation reaction and the electron’s Coulomb field,
and the combination will be called the self-reaction fol-
lowing Ref. [4].

This natural separation into self-reaction and elec-
tromagnetic contributions might be considered a
significant success of the dispersion energy formalism,
since the equivalent result is not easily obtained using
quantized fields. In the latter case the ordering of opera-
tors determines the physical interpretation [5]. When
normal ordering is used, the radiative energy shift of an
atom appears to be due to the radiation reaction. How-
ever, with symmetric ordering, the Lamb shift can be at-
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tributed to vacuum fluctuations.

The shifted frequencies will be obtained from the self-
consistency condition that the field seen by the electron is
the same as the field due to its own charge and current
fluctuations. Thus both the radiation reaction and the
electromagnetic parts can be attributed to fields produced
by a fluctuating electron current. This implies that an
electromagnetic field of the same magnitude as that nor-
mally identified with vacuum fluctuations can be attribut-
ed to the presence of matter. The question of whether
the vacuum fluctuation energy is physically real or virtual
is a fundamental one [6,7].

Using the dispersion energy formalism [1] the self-
reaction and the electromagnetic modes can be treated
symmetrically. The interaction energy comes from the
frequency shifts, and any connection to the zero-point en-
ergy fiw /2 depends on the justification made for adding
them to obtain AE=1# [ Awy ,, +Aw.]. A cor-
responding zero-point energy of 1%y .»,., is not nor-
mally invoked, and there is no a priori reason to assume
that the electromagnetic modes necessitate zero-point en-
ergy in the absence of matter.

For current fluctuations induced by an external poten-
tial, the total vector potential goes as (@*—k2c?)”!in ac-
cordance with Maxwell’s equations. The susceptibility x
that relates the total potential to the external potential
has poles at the frequencies w,., and kc. The current-
potential correlation function, which can be obtained
from the imaginary part of ), describes fluctuations at
both the self-reaction and the electromagnetic frequen-
cies. There is a resonance, and hence dissipation, at
o=kc in addition to the quantum-mechanical resonance
at o,,. Thus, according to the fluctuation-dissipation
theorem, electromagnetic as well as self-reaction fluctua-
tions occur as a consequence of the mathematical rela-
tionship between the correlation function and susceptibil-
ity.

The discussion here will be limited to a single electron
in free space except possibly for a nucleus of infinite
mass. Zero temperature will be assumed. In Sec. II the
relationship between charge and current fluctuations and
the electromagnetic vector and scalar potentials required
by Maxwell’s equations and the Schrodinger equation
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will first be obtained. Susceptibility will be defined and
the self-consistency condition will be found. In Sec. III
the interaction energy will be written in terms of the
imaginary part of susceptibility using the fluctuation-
dissipation theorem and shown to equal 1 times the sum
of the frequency shifts. Emission from excited atomic
states which have complex frequency shifts will be exam-
ined. Finally, the results and their relationship to QED,
especially the master equation approach [4], will be dis-
cussed.

II. DERIVATION OF SUSCEPTIBILITY
AND THE SELF-CONSISTENCY CONDITION

The self-consistency condition will be derived by ob-
taining expressions for the ratio of current to potential
from Maxwell’s equations and the Schrdédinger equation
and requiring that they be the same. The current density
can be calculated once the perturbed wave function is ex-
pressed as a function of the as yet unknown potentials.
The Lorentz gauge and the four-vector current J =(pc, j)
and potential 4 =(¢@/c A) will be used where j is current
density, p is charge density, and A and ¢ are the vector
and scalar potentials. This is for convenience in writing
Maxwell’s equations. The potential and current will be
written in Fourier expanded form which, for the mode of
frequency o, is

A(r,1)= A e*cos(wt +0) , (1)
k

with a similar expansion for the current four vector.

The interaction term in the Lagrangian is
f (A-j—p@)d3r and the source term in the electromag-
netic field equation is the derivative of the Lagrangian
density with respect to potential. Thus the quantum-
mechanical current looks like a source in Maxwell’s equa-
tions which become

(k2—a?/c) A =pd, . @)

Treating j as a physical current density is not consistent
with the probability density interpretation of *1. Since
J is a probability density, 4 must be interpreted as the
potential due to a moving point charge weighted by the
probability that this charge has a particular position and
velocity.

For the Schrodinger equation, interaction between the
electron and the field results from the perturbation
A'=A'+A' where

r__ife o Y —

A= S (VA+AV)—ed, 3)
2

l:e 2

ﬁz_—zmA . 4)

If a self-consistent solution is to be found it is essential
that the nonlinear 42 term can be neglected. In QED, 4
is proportional to ¥~ !/ for the mode with wave vector k
restricted to a volume V. While the source in Eq. (2) is
the current weighted by the probability density, in the
Schrédinger equation the coefficient of A4 is ¥ indepen-
dent. Thus A 5 can be expected to approach zero relative
to H 1 as the volume goes to infinity. To compensate, the
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number of modes in a given volume of k space goes up
proportional to V. The validity of neglecting A 2 will be
discussed later after the frequency shifts have been ob-
tained, allowing the calculation of A.

The A2 term is a correction to the electron’s rest mass
and is a factor #ik,,/mc smaller than the Coulomb self-
energy [4] where k,, is the cutoff wave vector. Thus for
nonrelativistic particle speeds and k small in comparison
with the de Broglie wave vector, the lowest-order rest
mass and kinetic-energy corrections are given by the
Schrédinger equation with the perturbation A 1 only.
This perturbation then describes an electron, whose speed
is small compared with that of light, interacting with field
modes of wave vector k <mc /# where m is the unrenor-
malized mass.

If the system is in state |n ) to zero order, the wave
function can be written as ¥, (r,t)+3,.a,(t)¥,.(r,t).

The current component with frequency o,
J=3,ay(t),,+cc., can then be found using
Pun=—eVYr¥, . and

I =(ifie 2m) (VY VY, — ¥, V¥Y) | (5)

where p,., and j,, satisfy a continuity equation, as do p
and j. Solution of the time-dependent Schrodinger equa-
tion in the presence of a potential 4° that is turned on
infinitesimally slowly from t=—c as e gives {a,.(t)}
which can be used to calculate J. This can be substituted
into Eq. (2) to give a matrix equation for the potential.
A=(@/c,— A) and J=(pc,—j) will be introduced to
obtain the correct signs, since j- A and pg have opposite
signs in the Hamiltonian. Using i to represent (k,a)
where a indexes the components of J,

A= 3 x;(0) Af . (6)

J
A*“ is the external potential in the definition of suscepti-
bility [8], or the self-consistent potential in the descrip-
tion of fluctuations. For an input 4¢ proportional to

et the susceptibility tensor is

2V Ji nn’j' n'n
(w)=— pe R nnj, ,
Xt fil(w—ie)*—k2c?) 2 ¢ O, to—ie
™
Jiwn=V e ™, ), (8)

and € is to be allowed to go to zero. In the notation used
here J is the self-consistent current, J,., is defined in Eq.
(5), and the subscript i or k denotes the corresponding
Fourier components. The angular brackets stand for the
integral over volume. Re symbolizes the real part of
everything to its right. The last factor is due to the
Schrodinger equation and gives the real current resulting
from a complex potential. The first factor then converts
this source current to a potential according to Eq. (2).
For w#kc, w,,, and a real 4° where both » and —w
contribute, the susceptibility becomes

uec ZV 2wn’n"i,nn"7j,n'n
lw?—k2c?) < 0*—w?

n'n

Xij(w)E - 9)

This can be used to find the in-phase response. The 90°



6848

out of phase or imaginary part must be obtained from the
full Eq. (7).

III. REAL AND COMPLEX FREQUENCY SHIFTS

The self-consistency condition that determines the fre-
quencies is obtained if 4° is set equal to A4 in Eq. (2) giv-
J

2
_ 8,U.C WDprp

k%’ +wl,t prr

wi= (k%c*—w?,)?

a

In Ref. [3] the frequency shifts were obtained from the
trace of 3 ,x"/r. The lowest-order shifts are approxi-
mately, for the modes of wave-vector k,

a,n'n )

2 . . ~
Awkc_———& 2 (elk'rJa,n"'>(e“lk'rJ
Va =

WOy'y
X[(ke)—w2., 17 "=,  (lla)
ke
Awk,n’n = Vfﬁ 2 (elk'r']a,nn’ ><el—‘k.r‘,a,n’n>
X[(ke)—w?, 17" . (11b)

k is the magnitude of the mode wave vector but w,,, can
be positive or negative. The longitudinal current can be
eliminated using the charge-current conservation equa-
tion which implies that ¢?p?—j2=[1—(w/kc)*]c?p?, re-
moving the pole at @ =kc. The factor [(kc)*— w2, ] 'in
Egs. (11) is then replaced by (kc) 2 as in Ref. [3].

For longitudinal fields alone the energy in the electric
field E is %eofd3r E-E=%fd3r p@, or half the expecta-
tion value of the perturbation. Thus half the expectation
value of —eg is just the energy in the electron’s Coulomb
field. In the presence of current fluctuations, —eg is re-
placed by A 1| with an additional contribution from the
electromagnetic field. The factor 1 compensates for dou-
ble counting. The imaginary part of x,; is 7/# times the
correlation function of the response A4 in Eq. (6) and the
coefficient of the external driving force 4 in A }- Thus
it is the correlation function of the potential 4 and the
current operator. The fluctuation-dissipation theorem (at
zero temperature) then takes the form

_ _ h e
AE—(%ﬁl)—Efo doIm [;xii(w)] . (12)

The longitudinal part is just Callen and Welton’s
original result [9] in the form %eofd3r E-E
=(eo/7) [dotfiwo (w) with €0 'o=Im(ey/€)
=Im(3¥;x;;), o being conductivity. The interaction ener-
gy is thus given by the trace of the imaginary part of the
susceptibility matrix.

A general mathematical relationship between frequen-
cy shifts, the imaginary part of susceptibility, and the
correlation function can be found using the solvability
condition for Egs. (6) and (9). The frequencies can be ob-
tained approximately by setting » equal to its zero-
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ing |8;;—x;;|=0. The matrix y given by Eq. (9) is diago-
nal in k in the case of a free electron for which
k, =k, +k and ., =#(k*+2k-k, )/2m. For discussion
of emission by an atom one self-reaction frequency w,.,
will dominate. Neglecting off-diagonal terms which are
of order [(w—kc)w—w,,)x]* and higher, the self-
consistency condition implies that

172
3 (™ Ty ) (e T T ) ] l . (10)

[
order value except where it occurs as a frequency
shift. After solving for this shift Aw; and using
lim,_o[1/(x —i§)]=P(1/x)+ind(x), it can be seen
from Eq. (7) for € approaching zero that

Imy; =mAw;[lo—w;)—8lo+tw,)] . (13)

The difference of 6 functions implies a 90° phase shift be-
tween the external and the total potential and the use of
imaginary numbers is merely a mathematical convenience
here as in circuit theory. From the fluctuation-
dissipation theorem, Eq. (12), the interaction energy is
then AE =1#Y Aw;. Thus the dispersion energy expres-
sion for interaction energy in terms of frequency shifts
for self-consistently determined frequencies is equivalent
to the fluctuation-dissipation theorem. For the electron-
fluctuating field interaction considered here, w; is w,, and
@y ,n- The transverse contribution to this energy is then

ety (e *TT
k(kec +w,,)

a,n'n )

L
AE =" 5 (14)
The subscript ¢ indicates that transverse currents only
should be included.

The Fourier expanded interaction energy is
AE= ——%VE,-AJ[ where i represents k and a as in Eq.
(8) and A, and J; are defined by Eq. (1). Thus J; is the
kth term in the Fourier expansion of a particular com-
ponent of the current four-vector matrix element. The
self-reaction modes are associated with virtual transitions
to a state |n’) and the corresponding current fluctuations
and J; and hence A, are proportional to ¥ ~!. For the
electromagnetic modes, the Schrodinger equation re-
quires that j,=—(#V) 2w,,(k*?—w?,)"'A,, and
Eq. (11a) implies that the transverse potential fluctuations
satisfy Al=#icu/2kV as in QED [10]. These elec-
tromagnetic field fluctuations induce virtual transitions to
excited states and the coherent current due to these tran-
sitions sustains the field. (A ) is the same as in the con-
ventional QED treatment, but here only half this expecta-
tion value is taken. The other half of the photon emis-
sion contribution comes from the radiation reaction. The
use of (A ') is consistent with A4 being external, while
the use of  is appropriate if the field is the result of the
electron current itself. Since A, is proportional to ¥~ '/?
for the electromagnetic modes and V! for the self-
reaction modes, the neglect of the A,Z( term in H' was
justified when deriving the self-consistency condition for
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the mode with wave vector k.

If the electron is initially in an excited state, that is if
®,, <0, then the frequencies that satisfy Eq. (10) are
complex for kc~w,,. Since AE=1#3 Aw; the decay
rate I is proportional to the sum over wave vectors in the
range where @ given by Eq. (10) has an imaginary part.
The real frequency, approximately kc, is greater than T
and the solution is effectively self-consistent over time
periods short in comparison with I' ™!, If the sum is con-
verted to an integral, I is proportional to the area under
the frequency shift versus electromagnetic field frequency
curve,

VA
flsz [44 — (ke —w,, ] *dke =274 , (15)
where
clwy,| o
A= B 3 (Mg e T ) (16

27Vk

For the range of k values for which w is complex,
0=wy*+il" /2 where oy and I" are real. There is a decay-
ing and a growing solution, but the latter is not physical-
ly acceptable since it would make |a,|?>> 1. The width of
the imaginary frequency shift peak goes to zero as ¥ ~1/2
and the height of the peak goes to infinity as V172
after multiplication by the density of states p(k)
=V (27) 34mk?. Thus the integrand is a & function mul-
tiplied by the area given by Eq. (15) and p(k). Since |a,, |?
is proportional to |exp(iwt)|? integration over wave vec-
tor gives

'=2mrAdp(k)c . (17)

This is numerically equivalent to using Im(kc +w,,) "}

=mdlkc +w,,) in Eq (14). However, I' here comes
directly from the imaginary frequency shifts and there is
no need to introduce this procedure.

1IV. DISCUSSION

The results obtained here in the dispersion energy
framework can be compared with the QED-based
master-equation formulation of Cohen-Tannoudji and
co-workers [4]. These authors define a velocity-velocity
correlation function Cg for the system, a reservoir
potential-potential correlation function Cg, and corre-
sponding susceptibilities that link particle velocity to the
vector potential and vice versa. The radiation reaction is
obtained from the frequency integral of the product
XrCs and the energy due to vacuum fluctuations from
the integral of y3Cg. The former is essentially the same
as the contribution to AE of the w,, modes here, and the
latter is equivalent to the contribution of the w;, modes.
Other than the use of the long wavelength approximation
in Ref. [4], the main difference between their results and
the present ones is that the factor [(kc)’—w?.,]” ! in Eq.
(11b) is replaced by (kc)~2 in Ref. [4]. This allows sepa-
ration of system and reservoir fluctuations. Here it is the
product of vector potent1a1 and current that is averaged,
where the factor [(kc)>—w?,,]7! takes into account re-
tardation for the modes with frequency @y

The rate of energy loss is the real part of the scalar
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product of current and electric field, that is
Re(E-j)=Re(iwH |) per unit volume. Only the trans-
verse modes can contribute divergent frequency shifts
due to the factor (kctw,,)”'. If Im(kctaw,,)”!
=78(kctw,,) is used, the radiation reaction Eq. (11b)
looks like it generates loss at a rate of
—(6m€c®) " jnl’@2,. This is the energy radiated by
an accelerated charge classically. For an atom in its
ground state the shifts in the electromagnetic frequencies
[Eq. (11a)] contribute an absorption term of equal magni-
tude as in Ref. [4]. However, from the perspective of the
present self-consistent theory, these frequencies are shift-
ed away from each other and there is only virtual emis-
sion and absorption. The approximation used to derive
Egs. (11) is invalid for k¢ =w,;, and only for an atom in
an excited state is there an imaginary frequency shift that
represents emission.

The present calculation gives identical energy shifts
[Eq. (14)] to conventional QED in the nonrelativistic lim-
it [10]. This is discussed in Ref. [3] in the case of electron
mass renormalization and the Lamb shift. It is based on
self-fields, and is complimentary to the formulation of
Barut and Dowling [7]. On the other hand, the separa-
tion into radiation reaction and electromagnetic parts is
obtained in a unique way here. It results from the fact
that the current and potential are real. This aspect is
consistent with what is obtained in Ref. [4] by requiring
that the self-reaction and vacuum fluctuation contribu-
tions to the rate of variation of any atomic observable be
Hermitian. There is thus no indetermination in the sepa-
ration of self-reaction and electromagnetic effects. From
Eqgs. (11) it can be seen that the radiation reaction contri-
bution is approximately state independent and hence
represents renormalization of the electron mass. The
state dependent or Lamb-shift part of AE comes from
electromagnetic fluctuations to leading order in w,.,/kc
as with symmetric ordering in QED.

It can also be seen from Egs. (11) that the electromag-
netic and radiation reaction contributions combine so as
to eliminate the factor (k¢ —@,.,)”" that would result in
divergence. This cancellation is essential to avoid pre-
dicting the absorption of photons at zero temperature.
Only terms proportional to (k¢ +w,,)” ! that imply
emission of virtual photons remain. It is remarkable that
this result falls naturally out of the dispersion energy for-
malism. Imaginary frequencies satisfy Eq. (10) only for a
particle in an excited state for which w,,., <0. In this re-
gard the present calculation is qualitatively different from
the formulation in Ref. [7] which is based on the self-
reaction only and where both emission and absorption
terms occur. It is the balance between the radiation reac-
tion and electromagnetic effects which removes the ab-
sorption term at zero temperature that is most charac-
teristic of the present formulation. This is perhaps best
illustrated by interplay between the radiation reaction
and electromagnetic frequencies required to obtain com-
plex frequency shifts in Eq. (10).

In summary, the interaction of an electron with fluc-
tuating fields has been analyzed in the dispersion energy
framework where the electron is treated quantum
mechanically and the field is real. The field induces virtu-
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al transitions to excited states described by the time-
dependent Schrodinger equation and hence produces a
fluctuating current that is the source term in Maxwell’s
equations. The frequencies that satisfy these equa-
tions self-consistently are the self-reaction modes at
frequencies ®,,+Awy ,,, and the electromagnetic
modes at kc +Aw;.. The interaction energy is AE
=13, (3 Awy T Awy. ] as in the theory of disper-
sion forces, and agrees with the electron-fluctuating field
energy obtained using conventional QED arguments. It
is equivalent to using the fluctuation-dissipation theorem
to find the expectation value of the perturbation. Since
the fields and current are real, the separation of AE into
self-reaction and electromagnetic contributions is the
same as is obtained by defining Hermitian operators cor-
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responding to these two components. Spontaneous emis-
sion is obtained naturally in a range of frequencies for
which the self-consistent solutions are complex. The de-
caying solutions are obtained only for an atom in an ex-
cited state as the shifted frequencies are always real for
an atom in its ground state. In the present theoretical
framework, both the radiation reaction and electromag-
netic field fluctuations of the magnitude of vacuum fluc-
tuations in QED result from current fluctuations that
they themselves produce.
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