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A phenomenological equation of motion for an unstable planar crystalline interface is derived and

used to describe the early stages of hill and valley formation. We calculate the critical wave number for
the growth of instabilities and the scattering structure function. Predictions for the temperature depen-

dence of the width-to-length ratio and the front propagation velocity in Si are presented. The impor-

tance of an elastic interaction on the domain formation process is demonstrated and shown to explain

existing experiments. Elastic interactions are also found to modify the decay rate of perturbations of
stable surfaces at arbitrarily long wavelengths.

PACS number(s): 64.75.+g, 68.35.Rh, 68.35.Bs

I. INTRODUCTION

Thirty years ago, Cabrera and Mullins observed that
the thermodynamics of the thermal faceting of a crystal-
line surface is closely analogous to the spinodal decompo-
sition of a binary alloy [1,2]. At that time, investigation
of the time dependence of the latter process had scarcely
begun, but recently this has been the subject of intense
study, especially since the discovery of dynamical scaling
during the late stages of growth. The purpose of this pa-
per is to resurrect Cabrera's observation and explore the
consequences for the dynamics of thermal faceting of sur-
faces in light of the present day understanding of spino-
dal decomposition. To this end, we derive the equations
of motion for interfaces that are the analogs of the Cahn-
Hilliard equations for binary alloys. Our analysis of the
linear theory including thermal fluctuations identifies the
characteristic size of the early time instabilities and gives
the form of the scattering form factor. We calculate the
width-to-length ratio of the initial domains and the prop-
agation velocity into the unstable state for quasi-two-
dimensional systems like vicinal Si(111). Surface stress is
found to have a profound effect on the dynamics preclud-
ing the possibility of dynamical scaling.

Thermal faceting is the process in which a planar crys-
talline surface spontaneously breaks up into a hill and
valley structure following a change in temperature. For a
NaC1 surface at 600'C, only the [100] planes are stable,
and all other surface orientations break up into these
planes. Thus if the surface of a pure NaC1 crystal is
prepared to coincide with the (111)plane and allowed to
anneal in equilibrium with its vapor, the initially flat sur-
face becomes tiled with the stable orientations; that is,
the surface breaks up into pyramids. The equilibrium
crystal shape is the Legendre transform of the surface
free energy, which implies that the various stable orienta-
tions are analogous to phases of a bulk thermodynamic
system and the breakup of the surface is an analog of a
phase-separation process. The NaC1 surface has three
stable orientations and therefore three coexisting phases,
as does a ternary alloy. Two-surface phase coexistence is
realized for vicinal surfaces of Si(111) near the 7X7

reconstruction transition [3,4], which produces a quasi-
two-dimensional pattern and exhibits only two coexisting
orientations.

Cabrera [1] showed that the excluded orientations are
precisely analogous to thermodynamically unstable states
within the coexistence curve of a binary alloy. The
amount of each facet produced is given by a lever rule,
similar to the relative proportions of the coexisting
phases in a binary alloy below the consolute point. The
coexisting orientations are found by a double tangent
construction on the relevant free energy. All important
properties of coexisting binary alloys find direct analogs
in thermally faceted systems. Section II contains our
principal results, the presentation of the equations of
motion for an interface during thermal faceting, and the
consequences for small-amplitude behavior. As in the
case for spinodal decomposition, we find that there is a
critical wave vector, below which the initial surface is un-
stable. We calculate the scattering function in the linear
regime. The domain shape and propagation velocity for
Si are computed. Section III adds an isotropic surface
stress to the equations of motion and investigates the
modifications to the linear theory. We find that surface
stress significantly alters the dynamics. We conclude
with a discussion of the possibility of observing dynami-
cal scaling.

II. CRYSTALLINE SURFACE DYNAMICS

We now proceed to develop the equation of motion for
the approach to equilibrium of an unstable planar crystal-
line interface. The analogous equation for the binary al-
loy system is the celebrated Cahn-Hilliard equation. Our
work is closely related to that of Di Carlo, Gurtin, and
Podio-Guidugli, who considered the dynamics of unsta-
ble grain boundaries [5].

A. General theory

We consider two substrate dimensions, and proceed by
proposing an effective free energy that includes interfacial
effects. The ensuing effective chemical potential is con-

46 6505 1992 The American Physical Society



6506 JOHN STEWART AND NIGEL GOLDENFELD 46

stant in equilibrium and leads us to propose an equation
of motion that is the simplest equation in the effective
chemical potential that obeys the conservation laws.

The coarse-grained free energy F for an unstable crys-
talline surface has two components: the surface free en-
ergy and the energy to form an interface between two
coexisting orientations on the surface:

I'= f —[V z(x,y)] +P(p, q) dS,2

the surface:

j=—B Bp Bp
Bs~ Bs

(2.5)

where ds„=(1+p )' and B is a generalized mobility,
which for simplicity we take to be isotropic. Substituting
into the continuity equation and including evaporation,
the full equation for crystalline interface evolution is

P(p, q)=tz(p, q)(1+p'+q')' ' .
(2.1) 8 +8 —A(1+ + )'

at ax as. ay as,

@=A,V V z(x,y)— B BP B BR

Bx Bp Bg Bq
(2.2)

The (V z) addition to the free energy is also used in the
free energy of membranes, although it arises in a com-
pletely different manner [6].

Equations of motion are derived by assuming that the
system makes local changes to equalize the chemical po-
tential while satisfying conservation laws. There are two
available modes of evolution: surface diffusion and eva-
poration, neglecting changes to the crystalline bulk. The
rate of evaporation is proportional to the difference of the
chemical potential from its equilibrium value and the sur-
face area, giving to linear order in p:

Here A, is a coefticient related to the free energy to form a
corner on the surface; z(x,y) is the distance to the surface
from the initially fiat orientation, p=Bz/Bx, q=Bz/By,
dS is an element of substrate area; a(p, q) is the free-
energy density of a plane with slopes p and q in the x and

y directions, respectively; and P(p, q) is the projected
free-energy density. This form anticipates the lineariza-
tion of the full result about an initial flat plane coincident
with the x-y plane and assumes p «1 and q «1. The
free energy F can be expressed in terms of surface invari-
ants by replacing the (Vz) with the curvature squared
[5]. This introduces complications that do not affect the
linear results, and are not treated here. From F, we com-
pute the effective chemical potential of the interface
/2 =5F/5z to give

X ~V'Vz- ' B/' —' + (, t)
ax ap ay aq

(2.6)

where we have specialized to an infinite plane with

JM,&=0. We also include a Gaussian noise 21(r, t) with mo-
ments

( rt( r, t ) ) =0,
(2.7)

(2)(r, t)2)(r', t')) = —2ksT(BV A)5 (r——r')5(t t'),—

so as to include the effects of the thermal fluctuations
that guarantee that the system eventually reaches
thermal equilibrium; d' =d —1 is the substrate dimension
[7]. This equation generalizes the result of Mullins [8]
with the addition of kV' V' z and the noise. Mullins de-
rived expressions for A and B:

A =P 0 /"t/2aM (ksT)

B =vD, Q /k~ T,
(2.8)

(2.9)

where Po is the vapor pressure of the infinite plane, 0 is
the molecular volume, M is the mass, kz is Boltzmann's
constant, T is the temperature, v is the surface density of
diffusers, and D, is the surface diffusion constant.

The equation of motion is a nonlinear partial
differential equation when the free energy is of the
double-well form appropriate for phase coexistence. The
early stages of the dynamics after a quench can be inves-
tigated by linearizing the equations about the initial uni-
forrn state. Let

evaporation

= —A(p —
/2, ~)(1+p +q )' (2.3) z =pox +qoy+5z exp(ik I+cot ), (2.10)

where A is an evaporation rate and p, is the equilibrium
surface chemical potential, which is zero for an infinite
plane. Note that peq would not be zero for a free crystal,
because the equilibrium configuration is not flat, i.e., does
not have zero curvature everywhere. We now proceed to
the equation of motion for surface diffusion.

Surface diffusion locally conserves the area under the
interface, so z(x,y ) should obey a continuity equation

az

surface diffusion

(2.4)

where j is a surface area current. The current j is pro-
duced by local gradients in the surface chemical poten-
tial. The gradients are in terms of arc length, since the
distance a diffusing particle must travel is measured along

B2P

Bp p=p Bp Bq p =po, q =qo

S =no q=qp

where k =k cos(8) and k =k sin(8). If k is sufficiently
small and if/3 &0 or /3 &0, there will be an orientation

where po and qo specify the initial orientation, 6z is a
small constant, and co(k) is the growth rate. Substituting
into (2.6) and keeping only terms linear in 5z yields the
dispersion relation:

co(k)= k(Bk +A)[ik—+/3 cos (8)

+2/I cos(8)sin(8)+/3~~sin (8)],
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+P sin (8)] . (2.12}

If evaporation is the dominant surface process, then
8 =0, and the fastest growing wave vector, which sets the
characteristic domain size, is k,„=—,'k, (8). At low equi-
librium vapor pressure, surface diffusion will be the dom-
inant mode, in which case the fastest growing wave vec-
tor is k,„=—', k, (8). As in the Cahn-Hilliard theory, the
crystalline interface equations predict that the initial flat
interface is unstable, and that it will separate into
domains of a characteristic size.

With the linearized equation of motion for crystalline
system, the evolution of its structure function at early
times can be calculated. Define the structure function for
a crystalline surface by

S(r, t) =(z(r, t)z(O, t) ), (2.13)

where ( ) denotes an average over initial conditions and
over the Gaussian noise; r is a vector in the substrate
plane. The calculation of the Fourier transform of the
structure function is straightforward [9] and gives the re-
sulting time evolution of S(k, t ):

0 where co) 0 and the interface will be unstable. This as-
sumes po and qo are small compared to 1. Normally, the
projection plane for p is chosen so that po =0 and qo=0.
The theory exhibits a critical marginally stable wave vec-
tor k„where co(k, )=0:

k, (8}=——[P»cos (8}+2P cos(8)sin(8)
1

B. Quasi-two-dimensional results

Now we consider the dynamics for a system in the un-
stable regime with p &0 and p &0. For simplicity, we
take p»q =0, which selects the rotation of the x-y coordi-
nate system to be the one coinciding with the principle
curvatures of p (which will change as the substrate orien-
tation is altered). This allows the unique separation of a
maximally unstable and a maximally stable direction.
The pattern of lines that forms should point in the maxi-
mally stable direction, so that condition p»q=O selects
the rotation of the domains. The theory above predicts
that the region is produced with dominant wave vector
k, =k, and k„=0. In Cahn-Hilliard theory, the charac-
teristic wave number is identified as that which rnaxirn-
izes c0(k). This contains the assumption that the popula-
tion of a mode in the initial configuration S(k, O) is fairly
constant over the range of wave vectors near k, . In the
binary alloy system, co(k) is isotropic and this assumption
should be fairly good. In the crystalline system, the criti-
cal wavelength is a function of the direction of the criti-
cal wave vector. The growth rate co(k) is maximized by
k =0 but this represents a domain of infinite extent in
the y direction. The population of infinite length fluctua-
tions should be very small compared to finite-size fluctua-
tions. We then make the following hypotheses: The waue
vector that represents domain formation is the k with the
maximum k» such that tv(k)&0, i e , the. .most compact
marginally unstable domain. This condition is satisfied if
dk, /d8=0, k, =k, sin(8). Using the expression for the

S(k, t ) =S(k, O)exp [2'(k)t ]

ktt T(8k + A )
[1—exp[2co(k)t]] .

co(k)
(2.14)

The above results apply for any unstable crystalline
surface. There are two interesting cases.

Case I. p» & 0, pqq & 0: All directions on the substrate
are unstable and we expect a three-dimensional pattern to
form, as seen with the (111) surface of NaC1 breaking up
into pyramids with I 100] sides.

Case II. P» &0, Pqq & 0: ~ave vectors are unstable in
the x direction, but stable in the y direction, which im-
plies that only modes with wave vectors near the x axis
grow and a two-dimensional pattern is produced. An ini-
tially flat surface forms a quasi-two-dimensional hill and
valley pattern along what we take to be the x axis. The
pattern is uniform in the y direction and therefore ap-
pears as a pattern of lines from above. This behavior is
indeed observed in vicinal Si(111) [10]. Additional pre-
dictions can be extracted for this case in the form of the
width-to-length ratio of the initial domain and the propa-
gation velocity into the unstable state. Because of the
two-dimensional nature of the system we were also able
to produce a model of the temperature dependence of the
free energy. We will continue to discuss the results of our
theory in terms of Si and NaC1 because of the existence of
decomposition experiments on the pure systems.

Vy
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(b)

Lx

FIG. 1. Domain propagating into an unstable state. (a) Top
view, (b) cross section.
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critical wave vector (2.12) and setting P =0, the charac-
teristic wave vectors for the domain shown in Fig. 1 are

kXC

kyc

~PP )

~PP ~PP

2(13m

(2.15)

(2.16)

The initial domain size L is given by L =2m. /k, . This
immediately gives a prediction for R:

' 1/2LR-:
L

(2.17)

C. Calculation of the velocity of spreading

Re[/(k) ]=0, ay(k) ay(k)ak„' ak,
(2.18)

To simplify the calculation, we specialize to Si and assess
the relative importance of surface diffusion and evapora-
tion. The factor A +Bk appears in the dispersion rela-
tion. The relative size of the two terms determines
whether evaporation or surface diffusion dominates. The
product By, where y is the average isotropic surface free

energy, is extrapolated from experiment [12], and is es-

timated to be By=5.93X10 cm /sec. The product
Ay=1. 65X10 ' cm /sec is calculated from (2.8) using

Po =4. 3 X 10 kPa extrapolated from experiment
Q =2 X 10 cm, and y = 1J/m is a typical value for
surface energy. For k, take k=2~/L =0.009 A ', so
that Byk =4.8X10 ' cm /sec. Surface diffusion is

dominant, so in computation of the velocity we set A =0.
Inserting the dispersion relation from (2.11) into these
stationary phase conditions yields

3/2

(2.19)

D. Temperature dependence

To predict the temperature dependence of k „R,and

v„, we take the simplest form of the free energy consistent

with observed phenomena and relate the parameters to
the functional form of the coexistence curve as a function
of temperature. The simplest surface free energy con-

The final observable to be calculated is the rate at
which the initial domain grows in the y direction. This is
done using the marginal stability technique [11]for com-
puting the velocity of a stable state propagating into an
unstable state. The velocity is postulated to be constant
and selected by the marginal stability hypothesis, as fol-
lows. Consider a perturbation moving with the front exp
[ik„x+ik y'+P(k)t], where P(k) =(tvk)+iv k is the
phase and y' is measured in a frame moving with velocity
v . The phase is required to be stationary so that the
form of the front in the moving frame is maintained, and
is required to be purely imaginary so that the front per-
sists. The velocity, then, is determined by

sistent with experimental observation is

13(pq)y+(p2+q2)1/2+[(p2+q2}1l2]3+p2
a 3

(2.20)

fjpp= ', G[3Po 2-P (T)l—, (2.21)

+ Gpo
apo

(2.22)

where po is the substrate orientation qo =0. The spinodal
line is defined by p P

=0 and is located at orientation

p =2p /3. Substitution of P and P~ into the expres-
sions for k„„R,and vy predicts the temperature and ini-

tial orientation dependence (qo =0) of the observable pa-

rameters, providing that the coexistence curve is accu-
rately measured. Note that we have assumed po &&1, as
is the case in Si, since we have not fixed pa=0. For
higher substrate angles, P must be transformed so that

po =0.
Using the above results, crude estimates of L, R, and

v are made as follows. The surface energy of the (111)
plane sets the energy scale for P. We estimate

Ppp= —yP*, where —P*=3Po—2P . As the temPera-

ture is raised from T=0, p* approaches zero. The condi-
tion p'=0 locates the spinodal line where the system

turns from unstable to metastable. The corner energy
can be estimated as A, =a y, where a is the lattice spac-
ing. Using a reasonable p* for Si deeply in the unstable

region, p*=0.1, L„=2vra/(p*)'~2=30a. As the spino-

dal is approached, p
*~0 and the region size grows rap-

idly. It should be possible to detect the unstable region

by looking for this rapid increase in domain size. Using
the same estimates R =(p*/2)'~2 = —,', so that the domain

where y is the surface free energy of Si(111),r is the free
energy per unit length to form a ledge on the surface, G
represents the entropic repulsion of adjacent ledges, and
I is the simplest term that models the loss of convexity
required for phase coexistence. The first three terms are
the standard expression for the surface free energy of a
vicinal surface due to Gruber and Mullins [13]. The rota-
tionally symmetric nature of the first three terms is clear-
ly inappropriate since they should reflect the threefold
symmetry of the (111) surface. The predictions below
were made setting q0=0, and no qo dependence that is
extracted from the free energy should be taken seriously.
The predictions only apply to the orientations for which
a coexistence curve is known. The last term is added to
account for the fact that the x direction is unstable and
the y direction is stable. The parameters ~, 6, and I are
related to the coexistence curve defined as p ( T), the
orientation of the minority phase, by a double tangent
construction that makes P convex in the x direction. For
P to exhibit the observed coexistence, the following rela-
tion holds: I (T)=2Gp (T)/3. It is assumed that since
I produces the loss of convexity that vanishes at the 7 X 7
transition, it carries all of the temperature dependence
near the transition. Using I'(T) the linearized second
derivatives P and P are computed:
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is elongated in the y direction. This assumes Pzz «Pqq.
As p*~0 the domain becomes increasingly elongated.

02 3
0

Finally, v~=Byp' /a =5X10 A/sec and the growth of
the region slows as the spinodal is approached.

E. Discussion of existing experiments

The physical systems of primary experimental impor-
tance are NaC1 and Si.

NaCl. Knoppick and Losch [14] investigated the
decomposition of NaCl(111) in equilibrium with its va-

por. The equilibrium form of NaC1 is a cube formed of
the [100] planes until T & 650'C [15]. In the decomposi-
tion experiment the (111)surface remained unstable up to
the maximum experimental temperature of 800'C, which
indicates a significant impurity concentration changing
the surface free energy. We will analyze the experiment
as if the surface were evolving under the influence of a
surface free energy that does not change over the lifetime
of the experiment, i.e., neglecting impurity dynamics.
There is some precedent for this: Mullin's linear facet
growth theory was successfully applied to Cu covered by
H20 [16]. A (111)surface preannealed at 500'C for 1 h is

quenched to different temperatures in the unstable range
and annealed for another hour. Domains in the form of
pyramids with [100] sides form. The domains shrink
with further annealing. While a separated surface per-
sists until the experimental maximum temperature of
800'C, the maximum domain size occurs at 700'C with
pyramid edge 3400 A after 1 h, decreasing to 1400 A
after 9 h. The preannealing and evident impurity con-
tamination make it dangerous to apply the ideas
developed above to this experiment, since they assume an
flat initial state and a pure system. Nevertheless, the ob-
served behavior is consistent with our expectations when
the effects of stress are included in the analysis, as shown
below.

The simple theory presented above explains the break-
up as resulting from p~~ &0 and pqq &0 and predicts the
form of the structure function, but many experimental
features are inexplicable. The domain shrinkage upon
annealing is completely unexpected from the binary alloy
analog. The experimenters propose that the domain
shrinkage results from a change of an equilibrium state
resulting from the balance of the energy benefit of pro-
ducing large domains against the entropy penalty as de-
tailed by Lacmann [17]. Upon annealing, dislocations
migrate and heal, and impurities segregate; this changes
the free energy and therefore the equilibrium domain
size. The existence of this equilibrium state is contradict-
ed by the work of Shore et al. [18], who map the (111)
surface onto an Ising model and find no nontrivial equi-
librium state. Later we will suggest that the presence of
long-range elastic forces may account for the decoarsen-
ing behavior. The temperature dependence of the initial
domain size is also unexpected. The (111)plane of NaC1
should represent a critical quench into the coexistence
curve; as such the spinodal line should coincide with the
coexistence curve. Therefore, the initial domain size
should consistently shrink with temperature as predicted
by (2.21). The peaking of the domain size at 700 C is

what we would expect for an off-critical quench where
the spinodal line is crossed at the temperature of the peak
in domain size. Simply put, in the NaC1 experiment the
spinodal line is not where we expect it to be.

Si P. haneuf, Bartelt, and Williams [10) made time-
resolved measurements on the order of seconds of the
decomposition of vicinal surfaces of Si near the (111)
plane. The surface was misoriented by 4 toward the
[211] direction and was annealed at a temperature of
848'C, which is 3'C below the 7X7 to 1X1 reconstruc-
tion transition temperature. An initially flat surface
forms a quasi-two-dimensional hill and valley pattern
along what we take to be the x axis. The pattern is uni-
forrn in the y direction and therefore appears as a pattern
of lines from above. The coexistence curve has also been
measured [4]. The orientation of the coexisting rough
surface, which we call the minority phase, increases with
decreasing temperature, Fig. 2(a). The functional depen-
dence has a striking similarity to an alloy coexistence
curve where one of the phases is constrained to be pure.
The critical point for the coexistence curve is assumed to
be the 7 X 7 reconstruction temperature T, . At T, —3 'C
the domain formation rate is slow enough that individual
domain formation and propagation can be observed. The
domain formation rate increases rapidly with decreasing
temperature. Very near the (111) orientation the forma-
tion and extinction of nuclei is observed [19], which
strongly implies the decomposition mechanism is nu-
cleation. This contradicts the simple expression for the
free energy given in (2.21) and the resultant placement of
the spinodal line in Fig. 2(a). Once again the spinodal
line is not where we expect it to be. The y extent of the

(a)

0)
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O
L
Ol
O.
E

Orientation

(b)

o
0)
CL

E
I—

Orientation

FIG. 2. Si coexistence curve (solid line) and spinodal line
(dashed line). (a) Without stress, (b) with stress.
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0
domains increases with a velocity 1000+200 A/sec.
From the estimate in the previous section,
v =Byp* /a =5X10 A/sec and is therefore four or-
ders of magnitude higher than the observed velocity, giv-

ing further evidence that the process is nucleated.

III. ELASTIC INTERACTIONS

To investigate a conjecture of Phaneuf, Bartelt, and
Williams about the role of stress in the dynamics of Si, we
now consider the effects of a simple isotropic elastic in-

teraction. We have chosen such an interaction in order
to simplify the analysis: a detailed theory would need to
include the anisotropy of the crystal. The effect of stress
in a binary-alloy system is to depress the location of the
spinodal line in temperature. If the same effect were
found in crystals, then the temperature dependence of the
domain size in NaC1 would be explained. This would
also explain why nucleation behavior is seen very near
the (111)orientation in Si, while (2.21) predicts an unsta-
ble mechanism. Marchencho [20] showed that under cer-
tain circumstances stress creates a nontrivial crystalline
equilibrium in two-dimensional systems like Si. A non-
trivial elastic equilibrium would nicely account for the
deterministic decoarsening of NaC1. What follows is a
continuum generalization of Marchencho's [20] work
with an isotropic surface stress.

A. General results

forces at each corner

6z, = ~2
m. Y a r

(3.2)

where r, is the distance between the points of application
of f; and f .

The next step is to develop a continuum representation
of the stress relaxation of an arbitrarily curved surface in
terms of a downward force per unit area. The force den-
sity is simply given by g V' z, where g is the surface stress,
just as if the surface were a stretched membrane. This
represents a long-wavelength approximation, because we
have used the Laplacian instead of the principle curva-
tures. The energy due to stress relaxation becomes

C
d (V2 )q+ d, V z(r)V z(r')

(3.4)

where C=(1 o)g /—nYand .the a in the first term
comes from converting a force density to a force. With
this addition the total free energy of the surface becomes

and the total elastic energy is E= —
—,'f, 5z& —,'f&5—z~

The total energy of n corners is

f ff,
(3.3)

To produce the elastic interaction term for the free en-

ergy, we first compute the elastic interaction of a set of
corners on the surface. Consider an isolated corner. If
we view the corner as composed of a pyramid of atoms
with base lattice spacing a, then an isotropic surface
stress acts along the base of the pyramid to produce a
force on the corner of order ga, where g is the isotropic
surface stress. The sign of the force, whether a corner is
pushed up or down, depends on whether the stress is
compressional or expansive. The stress force causes the
bulk crystal to elastically deform until a mechanical equi-
librium is reached. Since this process is spontaneous, it
must result in a lowering of the free energy (the heat dis-

sipated in the relaxation is removed by the thermal reser-
voir). The free-energy loss due to dissipation of kinetic
energy during the relaxation is approximated by
E = ,' f5z, where f—is —the force on the corner and 5z is

the distance the corner travels in the deformation. If the
corner is modeled as a point force on the bounding sur-
face of an infinite isotropic elastic half space, then the dis-
placement at a point on the interface a distance r from
the force is

2 2F, = f dr —(V z) +P(p, q }

C d, V z(r)V z(r')
dr

Ir r
(3.5)

where k'=A, —Ca. Taking the functional derivative gives
the chemical potential

, V z(r')
p, =p' —C dr' (3.6)

co, (k) co (k=) '(Bk—+ A )Ck h(k), (3.7)

where co' is the dispersion relation from (2.11) with the
modified corner energy and h (k) is the Fourier transform
of 1/r with cutoff

h (k) = exp( —ka ) .=2~
a

(3.8)

where p is the chemical potential in (2.2) with the re-

placement k~A, '. Using the convolution theorem the
dispersion relation becomes

5z(r) = (1 cr) f—
nY r

(3.1)
To zeroth order in ka, h (k }=2m. /a, which gives a disper-
sion relation

where Y is Young's modulus and o. is Poisson's ratio for
the crystalline bulk [21]. The free-energy change of an
isolated corner due to stress is E= —~ f5z(a), where the

singularity is cut off at a lattice spacing. Now, consider
two corners a distance r apart. The distortion 6z, at
corner one is the sum of the distortions from the two

co, (k)= (Bk + 3 ) A, 'k +—Ppp+ a

(3.9)
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The result of adding stress is to depress the spinodal
curve in temperature, as shown in Fig. 2(b). Instead of
becoming unstable at p~~ =0 the system becomes unstable
at p +2Cm. /a=0. If we define p =p +2Cn. /a and

pzz
=pqq+2Cn/a 'and use A, ', then a~ll the results derived

without stress are valid with the substitutions p ~p
P ~P, and A, ~A, '.

Having computed the stress modified coefficients, we
now evaluate the size of the effect in Si. First, an effective
Young's modulus and Poisson's ratio must be estimated
from the cubic elastic constants c», cIz, and c44, by iden-

tifying c&z and c~ with the Lame coefficients. This gives
the shear modulus as c~=73.5 GPa and the bulk
compressibility as cI2+ 2c44/3 = 108 GPa, yielding
Young's modulus as Y=180 GPa=1. 125 eV/A and
Poisson's ratio as o.=0.22. The surface stress for the
7 X 7 plane is g =0. 185 eV/A [22]. This gives C =0.009
eV/A, 2Cn/a =0..024 eV/A, Ca =0.02 eV. We have
chosen the lattice spacing to be the nearest-neighbor dis-
tance in the bulk, namely 2.35 A. It is possible that the
reconstructed unit-cell size a=47 A should be used,
which would decrease the stress effect. To compare we
take p~~ to be of order the surface energy estimated as
y=lJ/m =0.0625 eV/A and we see that the stress
depression of the spinodal 2Cn /a is of the same order as

p~~ and therefore is a major effect. The corner energy at
T=O can be estimated as A, =a y=0. 3 eV [23]. There-
fore the stress contribution to the corner energy —Ca is a
minor effect. If k'=A, —Ca &0 the system is unstable to
the formation of domains at the smallest length scale of
the system, which would seem to represent surface buck-
ling. From the crude calculation above, the system is far
from this transition: the surface stress would have to be
increased by a factor of 3 to produce the instability.

B. Discussion of existing experiment

The nontrivial elastic equilibrium state allows the fol-
lowing interpretation of the NaC1 experiment: Normally,
the (111)plane would represent a critical quench and we
would expect the spinodal (unstable) line to coincide with
the coexistence curve at this point. Using the generic
domain size results from Sec. II, the domain size should
steadily decrease with temperature. The unexpected peak
at 700'C is explained by the stress depressing the spino-
dal line to this point. So in the range from 800 to 700'C
the surface is metastable and below 700'C the surface is
unstable to infinitesimal perturbations. The Marchencho
equilibrium state explains the decoarsening. Below the
spinodal line, the domain size is controlled by the local
unstable dynamics. As the spinodal is approached the
domain size diverges and it is possible that the initial
domain size is larger than the elastic equilibrium size. If
this were the case the initial domains would shrink under
the inhuence of the elastic forces. This kind of elastically
driven shrinking is more palatable dynamically than a
force based on entropy alone. The entropy depends very
weakly on domain size and so should make a weak driv-
ing force. The decoarsening in NaC1 happens on a time

scale consistent with normal crystalline decay experi-
ments, suggesting an energetic driving mechanism such
as elasticity.

C. Implications for decay experiments

The dispersion relation (3.7) applies equally well to the
decay to equilibrium of a perturbation of a stable planar
interface. Although the elastic interactions were added
to account for experimental features of decomposition ex-
periments, the calculations deriving the dispersion rela-
tion are completely general. Specifically, a surface
ruled with one-dimensional sinusoidal pattern
z(r, O) = Aosin(kx) should evolve as z(r, t )

=Aosin(kx)exp[co, (k)t]. Experiments that use the de-

cay rate of sinusoidal interfaces to compute diffusion con-
stants contain an uncontrolled systematic error due to
elastic interactions. The simple computation above is
insufficient to give exact quantitative information about
the size of the effect but should give an order-of-
magnitude estimate.

IV. DISCUSSION

Spinodal decomposition has been extensively studied
because of the dynamical scaling of its structure function
found in neutron-diffraction experiments. Our investiga-
tion of this system began with the hope of finding dynam-
ical scaling. The equilibrium correspondence with the
Cahn-Hilliard problem and prevalence of scaling behav-
ior in driven surface systems [24] made scaling a very
likely prospect. We however found that the simple local
theory put forth in Sec. II did not explain existing experi-
ment. The addition of a nonlocal elastic interaction qual-
itatively explained experiment and direct computation
showed that the stress interaction could not be ignored as
small. The elastic interaction generates a nontrivial equi-
librium state, which precludes dynamical scaling at
asymptotically long times, because the equilibrium
domain size becomes a relevant length scale. The experi-
mental equilibrium domain size is of the order of a few
thousand angstroms so the coarsening process is a simple
approach to equilibrium. It is possible that a crossover
form may exist if systems can be found where the initial
domain size is much smaller than the equilibrium domain
size. This situation is found for block copolymer systems
where there is also an equilibrium state characterized by
a finite length scale [25]. The above analysis calls into
question whether simple local interface models represent
actual physical systems.
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