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A general theory of the micromaser is described. The model is based on treating the input atomic
beam as a two-component quantum field so that the two-level atoms in the beam are “quanta” of this
field. This approach makes it possible to formulate a general quantum Langevin description of the dy-
namics with the input atomic field as a source of quantum noise. The passage to a master-equation
description is then effected by use of an adjoint-operator method, and by introducing a general class of
statistical states for the atomic beam known as generalized shot noise. The result is a (non-Markovian)
master equation for the field inside the cavity which is valid for a broad range of statistical properties of
the input atomic beam. The approximate steady-state solutions to this master equation for the photon
statistics of the cavity field for sub-Poissonian (antibunched) atomic beams found by other researchers
are regained. The theory is then extended to treat super-Poissonian (bunched) atomic beams. An exact
result is found in the limit of a strongly bunched beam in which the cavity-field state is shown to con-
verge to a mixture of a thermal-field state and the state produced by a random beam of twice the intensi-
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ty. A physical explanation of this result is also presented.

PACS number(s): 42.52.+x, 03.65.—w, 42.50.Lc

I. INTRODUCTION

Recent experimental developments in the field of cavity
quantum electrodynamics have made it possible to inves-
tigate the quantum-mechanical dynamics of a single
atom, or perhaps only a few atoms, interacting with the
(quantized) electromagnetic field. One such experimental
setup in which the interaction of small numbers of atoms
with a quantum-mechanical electromagnetic field is
directly subject to study is the so-called micromaser. The
experimental realization [1-3] of the micromaser essen-
tially consists of a beam of Rydberg atoms prepared in
states with very high principal quantum number passing
through a superconducting microwave cavity of extreme-
ly high Q. The atomic flux is sufficiently low that at most
one atom is present in the cavity at any time. The theory
of such a device, developed by Filipowicz, Javanainen,
and Meystre [4], predicted the existence of novel features
such as sub-Poissonian photon statistics for the cavity
field and the presence of abrupt transitions in the field
state [5], which are averaged out in usual masers and
lasers because of the large and fluctuating numbers of
atoms interacting with the field.

Although macroscopic averaging effects are no longer
present, the low-flux atomic beam is still nevertheless a
source of noise in that the number of atoms entering the
cavity in a given time interval will undergo random fluc-
tuations. In particular, under typical experimental condi-
tions, the number of atoms entering the cavity during a
given time interval obeys, to a very good approximation,
a Poisson distribution. Although it was this case with
which Filipowicz, Javanainen, and Meystre were princi-
pally concerned, they also pointed out that if the atomic-
beam noise is suppressed, the sub-Poissonian nature of
the cavity field is further enhanced. The limiting case is
of course that of a “quiet” or noise-free beam in which
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the atoms are equally spaced—so-called regular pump-
ing. The fact that regular pumping of lasers can lead to
the generation of sub-Poissonian light had earlier been
shown by Golubev and Sokolov [6] and more recently by
Haake, Tan, and Walls [7]; Kennedy and Walls [8]; and
Marte and Zoller [9] and demonstrated experimentally
for a regularly pumped semiconductor laser by Yamamo-
to and co-workers [10]. Even earlier, theoretical and ex-
perimental studies had shown that pump fluctuations in
dye-laser systems [11-18] resulted in the light generated
being more noisy than that expected on the basis of stan-
dard laser theory.

In the specific case of the micromaser, a number of
theoretical investigations have been undertaken by Ber-
gou et al. [19] and Benkert et al. [20] which have also
looked more closely at the role of atomic-beam statistics.
While the principal aim of these investigations was, once
again, to determine the effects of atomic-beam-noise
suppression on the statistical character of the cavity field,
dealing with this specific problem initially requires look-
ing at a far more general one: how to take account, in
the theory, of the random nature of the incident beam.
This is, in its own right, an interesting problem in the
theory of open systems, and a number of different
methods have been proposed to attack it. Apart from
direct computer simulation of the cavity pumping
[21,22], these methods have taken the form of a general-
ized master-equation treatment for the -cavity-field-
density operator [19], or a Langevin equation description
[20]. As well as employing different mathematical
language, these two approaches treat the problem of
modeling the statistical properties of the atomic beam in
different ways. The overall equivalence of the two resul-
tant formalisms remains to be established. Nevertheless,
each of these investigations concluded that for the micro-
maser there is further narrowing of the photon distribu-
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tion in the limit of regular pumping.

In this paper another very general method of formulat-
ing the micromaser problem is presented. The central
feature of the method is the treatment of the atomic beam
as a quantum field so that the statistics of the atomic
beam are embodied in the quantum state of this field.
The field then acts as a quantum-noise source in a
manner completely analogous to the more familiar radia-
tion field counterparts that arise in the usual Langevin
equation methods of quantum optics. A modified version
of Gardiner’s adjoint operator [23] is then employed to
derive a generalized master equation for the cavity-field-
density operator that is valid for a very broad class of sta-
tistical states of the atomic beam ranging from regular to
Poissonian to super-Poissonian. Under certain condi-
tions, the results of Ref. [19] are regained. The theory is
then extended to the case of atomic beams with super-
Poissonian statistics for which it turns out to be possible
to obtain exact results.

The rest of the paper is organized as follows. In order
to introduce the main ideas underlying the method to be
described here and to show how it relates to the work of
others, it is necessary to give a general theoretical over-
view of the micromaser. This is done in Sec. II. Section
IIT is specifically concerned with introducing the
quantum-field model for the atomic beam. In particular,
the space and time evolution of this field is determined
for a cavity of finite width leading to equations describing
the propagation of the atomic fields through the mi-
crowave photon “medium.” The adjoint operator for the
micromaser is introduced in Sec. IV. The “point-cavity
limit” is defined in Sec. V and the generalized master
equation derived for the cavity field for a class of atomic-
beam states known as generalized shot noise. It is here
that contact is made with the results of others. The gen-
eral method is then used in Sec. VI to determine the
steady-state properties of the cavity field for a super-
Poissonian atomic beam. Some new results, including an
exact result in the limit of a strongly bunched atomic
beam, are obtained here. In particular, as expected, the
photon distribution is found to be super-Poissonian, but
this is found not to be due to a simple broadening of the
photon distribution peaks: The thermal cavity field aris-
ing from the coupling of the cavity to a thermal reservoir
is shown to play an important role in producing this re-
sult. A summary and discussion is presented in Sec. VII,
and a number of mathematical results are derived in the
Appendixes.

II. GENERALIZED MODELS
OF THE MICROMASER

In the standard model of a micromaser, a beam of
two-level atoms, assumed to be all prepared in their excit-
ed states, is incident on a high-Q single-mode cavity.
Each atom crosses the cavity in a time 7, during which
time the atom-field system evolves according to the stan-
dard Jaynes-Cummings model. Thus, if immediately pri-
or to the arrival of the ith atom, the field in the cavity is
in a state described by the density operator p(¢;), then as
this atom leaves the cavity, the field is in the state
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plt;+7,)=[1+Fp(t;) , @2.1)

where the superoperator 1+F describes the Jaynes-
Cummings evolution (see Sec. IV) and is identical to the
operator M in Ref. [19].

The time of flight 7. is assumed to be sufficiently small
that cavity damping can be ignored as each atom crosses
the cavity. However, between successive atoms, cavity
damping is taken into account, this being done in the usu-
al way by assuming the cavity field is coupled to a
thermal bath of simple harmonic oscillators. Thus, im-
mediately prior to the arrival of the (i +1)th atom in the
cavity, the field-density operator is

plt)=exp[—L(t, , —t;—7)[1+Flp(r;), (2.2)

where L is the cavity-field damping superoperator. At
this point an approximation is made [4], specifically that

Ly =L T =L,
so that we write Eq. (2.2) as

p(ti+l)=exp[_E(ti+l_ti)][1+ﬁ]P(ti) . (2.3)

This approximation is equivalent to treating the cavity
field as a point harmonic oscillator (see Sec. V) that is
kicked at the time ¢; in such a manner that the change in
the field-density operator effected by each kick is, for
infinitesimal €,

plt,+e)=[1+Flp(t,—e) , 2.4)

with the oscillator decaying between kicks. Repeated ap-
plication of the above operations then gives the state of
the cavity field resulting from a sequence of kicks and de-
cays.

The arrival times ¢; are, in general, random. Two ways
of taking this into account have been employed, each
motivated by one or the other of two essentially comple-
mentary ways in which the statistical character of the
beam manifests itself. In the work of Ref. [19], the focus
is on the fact that in the time interval (0,¢), the total
number of atoms that will pass through the cavity is a
randomly fluctuating quantity. The state of the cavity
field at time ¢ will then depend on the number of atoms
that entered the cavity during the time interval (0,7). The
density operator p(t) for the cavity field is then obtained
by taking an average of the field state over the probability
distribution for the number of atoms. Cavity damping is
initially ignored, and a continuous-time limit approxima-
tion is made, appropriate for a high-flux beam [see Sec.
V]. The loss contribution due to cavity damping is then
added in, thereby yielding a master equation for p(¢)
given by

. ~ R

p=’—Lp+—p—ln[l+pﬁ]p , 2.5)
where R is the atomic flux intensity (atom/s) and p is the
probability of an atom in the beam entering the beam in
an excited state, and appears in the formalism through
the way in which the statistics of the atomic beam are
modeled. For p =0, corresponding to the case of a ran-
dom (Poissonian) atomic beam, the master equation takes
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the form, familiar from Scully-Lamb theory [24],

p=—Lp+RFp . (2.6)

At the other extreme, that of regular arrivals where
p =1, the equation for p becomes

p=—Lp+Rm[1+F]p . 2.7

This work has shown that (nonclassical) sub-Poissonian
fields are produced if noise is suppressed in the atomic
pump beam, the extreme case of this, of course, being
that of regular arrival times. An equation similar to Eq.
(2.7) has also been obtained in the case of regular pump-
ing of a laser [6,7].

The alternative approach [20] is to treat the arrival
times #; as random variables and to take the average over
the joint probability distribution for the ¢;’s. The sim-
plest such averaging procedure arises if the fluctuations
can be characterized by a waiting-time distribution,
which is the conditional probability density f(7) that
given that an atom has entered the cavity at a time ¢t =0,
the next one will arrive at time ¢t =7. It is this second ap-
proach that is eventually adopted here although initially
the statistical properties of the beam are left largely
unspecified. Furthermore, a master-equation-type ap-
proach is followed in contrast to Ref. [20] where
Langevin methods are used.

Essentially, the method developed here entails model-
ing the atomic beam as a stream of very sharp wave pack-
ets, all moving with the same mean velocity. The initial
positions of these atomic wave packets, as specified by the
choice of initial state of the beam, typically a mixed state
as these initial positions will be random in general, then
fix the time interval between successive atoms entering
the cavity. For such a multiparticle system, the use of
second-quantized fields is a natural step to take and one
which also allows the problem to be cast in the quantum-
optical language of quantum-noise theory in which the
atomic field acts as a Langevin noise term. This intro-
duction of quantum degrees of freedom to describe the
atomic-beam pump parallels a similar approach used by
Marte and Zoller [9] in which a quantum description is
used for the radiation field pumping of a laser.

The theory is also formulated in such a way that the
point-cavity approximation, leading to Eq. (2.4), is not
made initially. The distribution of the atoms in the input
atomic beam across the width of the cavity, i.e., the possi-
bility of there being more than one atom in the cavity at a
time, is included under an adiabatic approximation. This
more general problem will be considered elsewhere, only
the point-cavity limit is considered here.

III. QUANTUM-FIELD MODEL
OF THE MICROMASER

A. Quantum-field model for the atomic beam

An important feature of the work to be described
below is that the atomic beam is modeled, using second-
quantized formalism, as a one-dimensional space- and
time-dependent quantum field. This is done for three
reasons. First, such an approach presents a direct way of
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introducing the possible statistics of the input beam
through the choice of the initial state of the beam.
Second, the spatial dependency of the beam as it propa-
gates across the cavity can be treated in a very compact
manner. Finally, the field picture also leads to a useful
formalism for calculating the properties of the atomic
beam as it exits from the cavity. It must be borne in
mind that the use of a quantum-field description is not in-
tended to imply any treatment of a fundamental nature of
the properties of the beam. The field formalism here is
used more in the way of a convenient calculational de-
vice. Such wave-mechanical phenomena as wave-packet
spreading are not included in the theory: In fact, it is re-
moved from the problem, in the present approximation.
Indeed, in the final analysis these fields take on more the
character of space- and time-dependent classical process-
es. The question of the true quantum properties of the
beam as implied by the role of the quantum statistics of
the identical particles making up the atoms is a difficult
one and is not addressed here.

With these provisos in mind, we can define the quan-
tum fields appearing in the problem as follows. The
atoms are taken to be two-state systems, with the lower
state |1), energy #io, and upper state |2), energy #w,.
Two one-dimensional fields are introduced:

¥,00)= [ 7dk ¢, (0)by,, s=1,2 (3.1)

where

Y (x)=(27) " 12k (3.2)

is the free-particle wave function for a particle of momen-
tum 7k and energy fiw, with

_ 7k

2m (3.3)

ﬁ(l)k
The quantum nature of the fields ¥ (x) enters through
the annihilation operators b, whose effect is to annihi-
late an atom in state |s ) with center-of-mass momentum
fik. These operators are assumed to satisfy the boson-
commutation rules

[bisrbis 1= 8,:8(k —k') . (3.4)

With this choice, it is possible to model atomic-beam
states that range from bunched through to regular (anti-
bunched) beams.

The Hamiltonian for the atomic beam, including the
center-of-mass motion, is then

Hbeamzzf_+:dk o, +w, )b by, . (3.5)
s

The atomic beam will be assumed to be prepared in
many-atom states consisting of well-defined wave pack-
ets, positioned along the x axis, and all with the same
mean center-of-mass velocity. Attention will be confined
to those states in which all the atoms in the beam are ex-
cited. The details of how these states are constructed are
found in Sec. V and in Appendix C.
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B. Total system Hamiltonian

The atomic beam is assumed to interact with the cavity
field over a region 0 <x <L. The interaction Hamiltoni-
an is therefore taken to be of the form

V=#K fOde[WI(x)wz(x>a*+\v;<x)\vl(x)a] , (3.6

where K is an atom-field coupling constant and a,a’ are

the annihilation and creation operators for the cavity-
field mode. The cavity-field Hamiltonian is

Hygg=fioa'a 3.7)
where the detuning from resonance is given by
A=wy—wy; . (3.8)

Including the coupling of the cavity field to a thermal
bath of simple harmonic oscillators then gives the final
form for the total Hamiltonian

H=Hgg+Hyeu+ V+ [ dg figcle,

+\/yc/2ﬂ'qu[c;a +can] , (3.9)
where ¢, and c; are the boson annihilation and creation
operators for the bath oscillators. Following Gardiner
and Collett [25], the g values are assumed to range over
+ o <g < + o so that the Markov approximation can be
applied directly and shift terms are automatically exclud-

ed.

C. Intracavity evolution of atomic-beam fields

The Heisenberg equations of motion for the atomic-
beam operator b, is given, after integrating over time, by

by, (t)=exp[ —i(w; +w,)t by ,(0)
—inthexp[—i (0 +o )t —7)]
xf dx Yi(x

with a similar equation for b,,(¢). From the defining ex-
pression Eq. (3.1), we find for the Heisenberg operator
\I/l(x,t):

x)¥,y(x,7)a Yy, (3.10)

W, (x, )=V (x,1)
—th de dx'a T)exp[ —iw,7]
XW,(x",t—7)G(x —x',7),
(3.11)
where
G(x,t ———f “dk expli(kx —w,t)] (3.12)

is the free-particle Green’s function and
ng’(x,t)=f " dk ;. (x)by (0)exp[ —i(w; +,)t ]
(3.13)

is the free-field operator for the atomic beam for atoms in

J. D. CRESSER 46

state |1). A similar result follows for ¥,(x,1).

It is at this point that an important approximation is
made. It is assumed that the atomic beam is prepared in
a state in which the center-of-mass momentum of the
atom is sharply peaked around a mean value #ik, corre-
sponding to a mean velocity v,. The mass of the atoms is
assumed to be sufficiently large that any change in their
momentum as they cross the cavity can be ignored and
that any wave-packet spreading can also be ignored (i.e.,
the center-of-mass motion is treated classically). In view
of the assumed sharpness of the distribution of k values
around k, this approximation can be incorporated into
the analysis by linearizing w; in the Green’s function
around k,. The result obtained is

G(x,t)=exp[+ikox [8(x —wvyt) . (3.14)
Under this approximation, the integral in Eq. (3.10) can
now be performed. In terms of the operators

D, (x,t)=V,(x,t)expli(w,t —1kox)], n=1,2
(3.15)
A(t)=a(t)expliow,t],

the result Eq. (3.11) becomes for 0<x <L and for

t>L /vy

®,(x,1) =DV (x,1)

—iK [, d7 4T "®x +vo(r—1),7)
(3.16a)
D,(x,1)=dP(x,1)
—iK [, d7T AD® (x+vr—1),7)
(3.16b)

Effectively, the atoms (i.e., the ‘“quanta” of the atomic
fields) under this approximation all move with the same
unchanging velocity v, and all in the same direction.
However, there still remains the freedom to define wave
packets (which do not spread) with a limited extension in
space.

Equations (3.16a) and (3.16b) can be transformed into
wave equations for ®; and ®, to give, for0<x <L,

0 2 ikt e (3.17a)
ot % 5x 2 )
30, 3%,

? VOW:_I'KA(”(DI , (3.17b)

so that in effect the fields ¢, and ®, are propagating
through a medium of photons, in contrast to the more
usual situation in which a photon field propagates
through an atomic medium.

The free fields (D(IO)(x,t) and <1>‘20)(x,t) will both satisfy
homogeneous equations also of the form Eq. (3.17) so
that we can immediately write

' V(x,t)=dV(x —vet,0), n=1,2. (3.18)

The program now is to solve Eq. (3.17) for ®, and ®, in-
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side the cavity. This is made difficult by the presence of
the cavity-field source terms on the right-hand sides of
Egs. (3.17a) and (3.17b) which are coupled to the atomic
fields. However, a solution can be obtained under the ap-
proximation that the cavity field is slowly varying over a
time interval less than the time of flight (7,) of the atoms
across the cavity. This approximation is expected to hold
true provided the mean number of atoms in the cavity at
any one time is small compared to the mean number of
photons and provided the time of flight is much less than
the damping time of the cavity, i.e., 7, <<y !. Details of
this calculation are to be found in Appendix A. The fol-
lowing explicit expressions (in normal order) for the
atomic fields ¥ ,(x,¢) and ¥,(x,¢) are obtained:

W, (x,8)=C(N(2),x )W (x,1)

—iS(N(2),x)a (W (x,1) , (3.19)
W,(x,1)=—ia()S(N(1),x ¥ (x,1)
+C(N()+1,x)¥(x,1) , (3.20)

where exact resonance (A=0) has been assumed and
where

N(t)=a'(t)a(t) (3.21)

is the photon-number operator in the Heisenberg picture
and

C(N,x)=cos[KN'*x /v,] , (3.22)

S(N,x)=N"'"2%in[KN"?x /v,] . (3.23)

These solutions exhibit Rabi oscillations of the atomic
fields through the presence of the operator functions
S(N,x) and C(N,x), though as a function of position
rather than time. The fact that simple Rabi oscillations
are still present when the possibility exists of there being
more than one atom simultaneously in the cavity suggests
that the approximations leading to Egs. (3.19) and (3.20)
amount to assuming that the atoms each couple indepen-
dently to the ambient cavity field, i.e., there is no atom-
atom communication via exchange of photons with this
field. This is certainly a reasonable approximation if the
number of photons in the cavity is, on average, much
larger than the number of atoms. If this condition were
not met, the possibility exists of significant changes in the
field state, leading to the more complex oscillatory behav-
ior exhibited by the multiatom Tavis-Cummings model
[26]. It is also worthwhile to note from Egs. (3.19) and
(3.20) that
(Wi, )W, (x,0)+ Wh(x, )0W,(x,1))

= (WO, W00, D)+ WO, W (x, 1)), (3.24)

i.e., the flux of atoms is conserved.

IV. ADJOINT EQUATION FOR CAVITY FIELD

The atomic-beam free-field operators ¥'%(x, ) play the
role here of noise sources, due to the incident atomic
beam, which affect the quantum state of the cavity field.
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This can be best seen if we write down the Heisenberg
equations of motion for an arbitrary cavity field operator:

Y= é[Hﬁeld’ Y]
+iK fOde[\y;(x,t)[a,Y]w,(x,t)
+¥iix,0[a’, Y 1W,(x,0)]

+i\/yc/27'rqu[c;a+can,Y] . 4.1)
Upon substituting for ¥, and ¥, from Egs. (3.19) and
(3.20), we obtain a Langevin-type equation for Y with
terms containing the ¥*”s acting as noise sources. This
result is quite general in that by appropriate choice of in-
put beam states, pz(0) atomic beams with different possi-
ble statistical properties can be represented, and Eq. (4.1)
averaged over this state. A typical choice of state would
be one in which all the incident atoms are excited so that

pp(0)=|(vac);){(vac),|p,(0), 4.2)

i.e., the upper atomic-state component of the beam field
is in the state p,(0), and the lower atomic-state com-
ponent of the beam field is in the state |(vac),){(vac),l,
the vacuum state. As a consequence of the normal order-
ing of the atomic-field operators, all the ¥{”(x,¢) opera-
tors will act to the right [and W{”'(x,) operators to the
left] on the vacuum state |(vac),;). Thus, the contribu-
tions due to the terms involving W{”(x,?) and \P(lo”(x,t)
will all vanish. More general states, including those in
which the atoms carry initial atomic coherence, would
lead to contributions due to all the noise terms in Eq.
(4.1).

The Heisenberg equation, Eq. (4.1), is not the most
convenient to work with. It would be preferable to have
a master equation for the density operator p of the cavity
field, but a more readily obtained equation is that for a
quantity related to p, the so-called adjoint operator y in-
troduced by Gardiner [23]. This operator is defined here
such that if the total system of cavity field, reservoir, and
atomic beam is initially in the product state
p(0)pg(0)pp(0), then for an arbitrary cavity-field opera-
tor X,

Trer [X(1)p(0)pg(0)pp(0)]=Trc[X (0)us(1)]p5(0) ,
(4.3)

where the trace on the left-hand side is over states of the
cavity field and the reservoir. The subscript S indicates a
Schrodinger-picture operator. This definition differs
from Gardiner’s in that on the left-hand side the trace is
taken over the cavity-field states and an additional trace
is also taken over the reservoir states. On the right-hand
side the trace is only over cavity-field states. Thus, the
Schrddinger-picture operator ug(#) acts only on the Hil-
bert space of the cavity field and atomic beam. This
operator is related to the cavity-field density operator (in
the Schrédinger picture) by
Trplps(t)pg(0)]=pg(t) . (4.4

From the defining condition Eq. (4.3), we also find for an
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arbitrary cavity-field operator X that
Treg [V (x, DX ()W (x,1)p(0)pg (0)p5(0)]

=W x, ) Tre [ X (0)ug(1) W 0(x,1)pp(0)  (4.5)

and

Trer [X(2)p(0)pg(0)pg(0)]=Trc[X(0)i(t)]pg(0) . (4.6)

An equation for ug(?) can be derived from Eq. (4.1). As
no trace over the beam states is taken, this equation re-
tains explicit dependence on the atomic-beam noise
operators ¥'”(x,t). The equation for u follows from Eq.
(4.1) by multiplying by p(0)pg(0)pp(0), taking a partial
trace over cavity-field and reservoir states, substituting
for the ¥, (x,t) from Egs. (3.19) and (3.20), using cyclic
permutation under the trace to bring the various terms to
the form Eq. (4.3), and using Egs. (4.5) and (4.6). A fur-
ther step required in the evaluation of the reservoir in-
teraction term is the elimination under a Markov approx-
imation of the reservoir operators arising in the third
term in Eq. (4.1). The state of the reservoir, pg(0) is, as
usual, assumed to be in thermal equilibrium, resulting in
a nonzero (for finite temperature of the reservoir) cavity-
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field mean thermal photon number n,. As this kind of
calculation is not considered in Ref. [23], the details are
given here in Appendix B. Finally, for later purposes, it
is more convenient to work in the interaction picture
defined by

pw(t)=Uus()UN() ,

4.7)
p()=U(t)ps(U (1),
where
U(t)=exp( —iH gyt /%) . (4.8)

The net result of the above operations is an equation of
the form

Tre[ Y(0)a()]pg(0)=Tre[ Y (0) - - - u(t) - - - Jpp(0) ,
4.9)

where the ellipses indicate terms involving cavity-field
operators and free-field operators for the atomic beam.
Since the operator Y is arbitrary, an equation for p can be
extracted:

,L'L=—%ycnb(,uaaT+aa*p—20T,ua )—%‘yc(nb-f-l)(,uaTa +aTa,u—2a/,La*)

+K fOde { =W (x,)[C(N,x )uS(N,x )N —C(N +1,x )apa 'S(N +1,x)]W(x,¢)

+ie WO x, O[S (N, x)a uS(N,x IN—(N+ 1D)S(N +1,x)pa 'S (N +1,x) 199 (x, 1)

+ie "“OWONx, D[ C(N,x)uaC(N,x)—C(N +1,x)auC(N +1,x) W (x,1)

+ WO (x,1)[S (N,x )a paC(N,x)— (N + 1S (N + 1,x )uC(N +1,x) ¥ (x,1)+H.c.} .

This equation for p is the general equation to be solved in
order to determine the cavity-field density operator p(¢)
using Eq. (4.4). The quantity u is obviously a functional
of the noise operator terms W'”(x,t) associated with the
input atomic beam.

V. MASTER EQUATION FOR CAVITY FIELD

A. Point-cavity limit

Equation (4.10) is made difficult to deal with by the
presence of the spatial integral which gives rise to a
memory effect, though by further exploiting the coarse-
grain averaging used in deriving Egs. (3.19) and (3.20), it
is possible to make some progress in dealing with this
general result. However, here we will be confining atten-
tion to the limiting case of a “‘point™ cavity in which the
limits L -0 and K — o are taken in such a way that
KL =§, a constant. Taking this limit amounts to a for-
mal way of guaranteeing the “one atom in the cavity at a
time” condition without losing the Jaynes-Cummings dy-
namics associated with the interaction of the atoms with

(4.10)

the cavity field. We then find that Eq. (4.10) can be writ-
ten

p=—Lp+ 3 J,.00,0F, .1, (5.1)

n,m=12

where the cavity-damping superoperator L is given by
f‘u=%ycnb(,uaaT+aaTy—2ana )

+%‘yc(nb+1)(,uaTa+aTa,u——2a/,LaT) (5.2)

and the superoperators representing the pumping effect
of the atomic beam are given by

(1+F, )p=cos[ N2 /v, cos[N /%€ /v, ]

sin[ (N +1)172€ /v,]
(N+1)172
sin[(N +1)'2& /v,]
X
(N+1)!7?

auaJr

) (5.3)
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¢ sIn[(N +1)'2£ /v,)

Fu=icos[(N +1)'% /vy lua

(N +1)17?
sin[ N172£ /v,]
—i—T{—aTy cos[N2& /vo] (5.4)
(14 Fyy )u=cos[(N + 1)/2 /vy lucos[(N +1)'/%¢ /v,)
sin[N/2€ /v, sin[N'/2¢ /v,
4 Sinl 1/f o] tua [ l/f ol s
N N
[F,,u is the Hermitean conjugate of Eq. (5.4)], and
T (X, =¥ O (x, W O x, 1) (5.6)

Equation (5.1) describes a damped oscillator, kicked in-
stantaneously and randomly by a beam of atoms whose
internal states and arrival statistics are embodied in the
states of the fields ¥!”’ and W{*. In particular, if the in-
cident beam consists solely of excited atoms, then, as a
consequence of each kick, the state of the cavity field
evolves according to the prescription in Eq. (5.5), which
is the usual expression for the change in the field due to a
single initially excited atom interacting with the field over
a time interval 7=§/Kv, [4]. We can note here that in
order to arrive at Eq. (5.1), the above limiting procedure
is necessary, i.e., the cavity cannot be treated initially as a
point oscillator in the Hamiltonian as incorrect treatment
of the 8-function potential that is thereby implied can
lead to inconsistent results [27].

In this form, it is possible, in principle, to treat atomic
beams of arbitrary statistical properties, including those
in which individual atoms are in coherent superposition
states [28], in which case the cross terms, Eq. (5.4), will
contribute. Another interesting possibility is that in
which there is spatial coherence along the beam. Howev-
er, in the following we will be dealing with the usual mi-
cromaser case in which the atoms are all initially in their
excited state. Under these circumstances, only Eq. (5.5)
will contribute so that we can write the adjoint equation
in the simpler form

p=—Lu+Fi(pu, (5.7
where

F=F,, (5.8)
and

T()=T,,0,0) . (5.9)

For a particular class of input beam states, of sufficient
generality that bunched, random, and antibunched atom-
ic beams can be modeled, it is possible to obtain from Eq.
(5.7) the master equation for the cavity-field density
operator p. This class of beam states is now described.

B. Generalized shot noise

The statistical properties of the atomic beam could be
defined through the choice of state, or through the ap-
propriate choice of the correlation functions of the field
operators [9]. It is the former approach that is followed
here. In Appendix C, quantum states are constructed

based on the picture of the atomic beam as a stream of
excited atoms, represented by well-localized wave packets
initially positioned at the points x,,x,,x3,..., i.e., 8-
function wave packets which, under the approximations
discussed in Sec. III, do not spread as they propagate.
The properties of the incident atomic beam are then de-
scribed by a hierarchy of intensity correlation functions
defined in terms of the intensity operator

J(x,0)=ve¥ 2N (x, )W (x,1) (5.10)

which is distinguished from the associated superoperator
defined in Eq. (5.6) by the absence of a caret.
A general correlation function is then

(Tt (xy,t5) - J(x,,1,):)

=Trp[J(x,t, )0 (x,5,1,) - - T(x,,1,)pp(0)] ,

(5.11

where as usual the :: indicates normal ordering. Further,
since the free field ®!”(x,t), related to ¥'”(x,) by Eq.
(4.6), is the homogeneous solution of the wave Eq. (4.8),
we can conclude that

J(x,t)=J(0,t —x /vy)=J(t —x /v,) . (5.12)

The mean intensity of the beam is shown in Appendix C
to be

(J(1)=v3.8(x, +v,t) , (5.13)

while the nth-order intensity correlation function is
G () - - J(8,):)
S(xll +V0t1 )8(x12 +‘V0[2 )

X oo 8(x," +vt,) (5.14)
where the prime on the summation sign serves to indicate
that equal summation indices are excluded from the sum.

The positions of the atoms in the beam, or, equivalent-
ly, the time of arrival of the atoms in the cavity, are now
assumed to be classical random variables. Their statisti-
cal properties will be specified by the conditions that
define a renewal process (see, e.g., Bhat [29]). Thus, we
let f,(¢;)dt, be the probability that the first atom arrives
in the cavity in the time interval (¢,,¢, +dt,), ¢, >0, and
then introduce a further probability distribution, the
waiting-time distribution f (¢) defined such that the prob-
ability of an atom arriving in the cavity in the time inter-
val (¢,¢ +dt) after the preceding atom reached the cavity
is given by f(¢)dt. The beam therefore is described as a
classical stochastic process consisting of a random se-
quence of 8-function pulses whose statistical properties
are specified by these probability distributions. Such a
process belongs to a general class termed generalized shot
noise by Rice [30]. This model for the beam is sufficiently
general that atomic beams with statistical properties
ranging from antibunched (regular) arrivals to random
and bunched arrival times can be treated. Furthermore,
the intensity correlation functions possess a useful factor-
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ization property which makes it possible to obtain a for-
mal solution to Eq. (5.7) in the steady-state limit.

The beam will have stationary statistics if we choose
(29]

fio=T"" 1= [f(rar | , (5.15)
where
T= [ “rf(rdr (5.16)
0

is the mean time between atoms. In the stationary case
we can readily show that

(J())=R=T"", (5.17)

as it should be.

From the general formulation by Rice, it follows that
the two-time intensity correlation function is given, for a
stationary renewal process, by (see Appendix D)

<J(t2)J(t1)'>=E 2 8(t2+xl/V0)8(t1+xm/V0)
ILm
1#m

=g(t,—t;)R?, t,>1, (5.18)

where E[ ] denotes a (classical) average over the renewal
process and where the intensity correlation function (or
renewal density [29]) g (¢) satisfies the integral equation

gO=Tf(0+ [ drf(rig(t—7) . (5.19)

The higher-order correlation functions are found to
possess the convenient factorization property

CI () T(E):) , 8,28, (= =2ty
=g(t,—t,_1)8(t,_1—t,_,) - glt,—t,)R"
=Rg(t,—t, ) J(t, _W(t,_,) - J(t):) .

(5.20)

Thus, given the waiting-time distribution, we can obtain
from Eq. (5.19) the intensity correlation function and
from Eq. (5.20) any higher-order intensity correlation
functions. Equations (5.19) and (5.20) can also be derived
by performing explicitly the averages over the sums of &
functions.

Of particular interest is the case in which

f(t)=R "lexp(—Rt), (5.21)
which leads to
gt)=1. (5.22)

In that case, the trace over the beam state in Eq. (5.7) for
1 can be readily taken, the result being just Eq. (2.6). The
other interesting example is that of a regular beam for
which

f()=8(t—T). (5.23)
This yields for the intensity correlation function:
gt)= 3 8(Rt—n), (5.24)

n=1

a result somewhat different from the same quantity given
in Ref. [20], Eq. (A28), for p =1. The case of a regular
beam is considered further below.

C. General form of master equation

Integrating the equation for p over the range (0,?)
yields

w(t)=exp(—Lt)u(0)

+ fo’dfexp<—ff)f(z —n)fut—7).  (5.25)

At t =0, the cavity is taken to be in the state p(0) and,
hence,

w(0)=p(0) 1y , (5.26)

where 1 is the unit operator in the Hilbert space of the
beam states. Now define the operator o (?), acting in the
Hilbert space of the cavity field, by

Ro(1)=Trg[J(t)u(t)pp(0)] . (5.27)
This operator has unit trace
Trclo(t)]=1, (5.28)

this following from Eq. (5.17).
From Eq. (5.25), and on using Eq. (5.27), o(#) is seen to
satisfy the equation

Ro(t)=R exp(—Lt)p(0)
t o
+ fod‘rexp( —L7)
X Trp[F()T(t —7)Fu(t —7)pp(0)] .
(5.29)

As the operator u(t—7) appearing under the integral
sign in Eq. (5.29) will depend on 7 evaluated at times ear-
lier than ¢ —7 (and hence also earlier than ¢), the factori-
zation property of the intensity correlation functions, Eq.
(5.20), can be used to write Eq. (5.29) as

o(t)=exp(—Lt)p(0)+R fo'drexp(—ir)g(r)ﬁa(t—r) .
(5.30)

The Laplace transform of Eq. (5.30) is then
o(s)=(s +L)"p(0)+Rg(s +L)Fa(s), (5.31)

where g(s) is the Laplace transform of g(¢). Further,
from Eq. (5.25) and on using Egs. (4.4) and (5.27), we find,
for the Laplace transform of p(¢),

p(s)=(s+L) 'p(0)+R(s+L) 'F&(s) . (5.32)
Eliminating & (s) from these equations yields
[1—RFg(s+L)][(s +L)p(s)—p(0)]

=RF(s+L)"p(0). (5.33)

This result can be cast in a number of different forms.
For instance, after some rearranging of terms and upon
inverting the Laplace transform, the density operator p(#)
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can be shown to satisfy the following integro-differential
equation:

p(t)y=—Lp(t)+ fo‘d»rku —1)p(r) . (5.34)

The Laplace transform of the memory kernel is given by
R(s)=[1—RFG(s+L)]"'RF , (5.35)

in which there appears the Laplace transform of the func-
tion G(t) defined by

— (:J()J(0):)—(:J(0)%)
(:J(0)%)

where Egs. (5.17) and (5.18) have been used. This is just
the normalized intensity correlation function for the
atomic beam.

Equation (5.34) immediately shows the general non-
Markovian character of the evolution of the cavity field.
The exception is when the input atomic beam has Poisson
statistics. In that case g(z)=1 so that K =RF and Eq.
(5.34) reduces to the expected result given by Eq. (2.6).

Alternatively, Eq. (5.33) can be formally solved for
p(s). In doing so, it is convenient to make use of an ex-
pression for the Laplace transform of g (¢) which follows
directly from the integral equation Eq. (5.19) relating g (z)
to the waiting-time distribution f(¢). The required ex-
pression is

2(s)=—T (5.37)

1—f(s)
which when substituted into Eq. (5.33) leads to the result

pS)=TF (s+L)1+F)
X[1—=F(s+L)1+F)]7'F (s +L)p(0)
+(s+L)" ' [1—F,(s+L)]p(0),

G(t)=g(t)—1

, (5.36)

(5.38)

where

F1)=Rs "1 (1—f(s)) (5.39)

is the Laplace transform of f,(t), the probability of ar-
rival of the first atom in the cavity, given by Eq. (5.15) for
stationary statistics.

A formal expression for p(t) is then obtained by invert-
ing the Laplace transform in Eq. (5.38). If the inverse
operator appearing in the first term on the right-hand
side of Eq. (5.38) is expanded as a power series, then p(t)

can be expressed as an infinite sum of convolution in-
tegrals:

p(t)=T§ exp(—Lt)f | (1)(1+F)

n=0
X [oexp(—Lt)f ()(1+F)]"
oexp( —£Lt )f1(t)p(0)

+exp(—Lt) [ “drfi(1)p(0),  (5.40)
t

[T
(<]

where indicates a convolution is to be taken, i.e.,

x(Wey(n=[drx(riy(t =) .

This result contains alternating factors of (1+F),
representing the change in the cavity field due to the pas-
sage of a single atom, and exp(—Lt), representing the
free decay of the cavity field between each atom, these
factors weighted by the probability f(¢) of the arrival of
successive atoms. While the appearance of these alter-
nating factors is perhaps to be expected, it is nevertheless
satisfying that it is an automatic consequence of the for-
malism, i.e., it is not introduced by hand.

D. Master equation for a regular atomic beam

This structure becomes most clear, and assumes a par-
ticularly simple form, in another special case of interest,
specifically that of a regular, antibunched atomic beam.
For such a beam,

f()y=56(t—T), (5.41)
so that
f(s)=exp(—sT) . (5.42)

Taking the inverse Laplace transform of Eq. (5.38) is then

straightforward. It is convenient to write
t=nT+eT , (5.43)

where n is an integer 20 and 0<e<1. A lengthy calcu-
lation then yields

p(nT+eT)=Rf:drexp{—E[(e+1)T—T]}[(1+ﬁ)exp(—LAT)]"_1(1+ﬁ)exp(—fr)p(O)

+R fofrd‘rexp[—E(GT—T)][(1+ﬁ)exp(—ET)]"(1+f')exp(—fr)p(O) .

The evolution of p induced by kicks due to the arrival of
an atom in the cavity [represented by (1+F)] separated
by free decay of the cavity field during the time interval T
between the kicks [represented by the exp(—LT) factors]
is clearly present in this result. The integrals represent
an average over the random arrival of the first atom,

(5.44)

—

evenly distributed over the interval [0,T].
For €=0, we find that

p(nT)=R fOTdTexp[—E(T—T)][(l+ﬁ)exp(—ET)]"_I

X(1+F)exp(—L7)p(0) . (5.45)
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If we ignore that fact that £ and F do not commute, this
result becomes

p(nT)=[(14+F)exp(—ET)]"p(0) . (5.46)

Following Ref. [19], we can introduce a continuous-time
variable t =nT, a valid approximation if the decay time is
not too long. This gives

p()=[(1+F)exp(—LT)]"""p(0) . (5.47)

On differentiating this with respect to ¢ and once again
exploiting the assumption that L and F commute, we ob-
tain the master equation derived in Ref. [19] under the
same assumptions and approximations, viz., Eq. (2.7). It
is worthwhile noting that as a consequence of the
“smoothing” effect of the continuous-time approxima-
tion, there results a Markovian master equation for p in
contrast to the general non-Markovian result of Egq.
(5.34).

E. Steady-state limit

The final result of this section is the steady-state limit
for p(¢). This is obtained by calculating the limit

pl )= limspl(s) (5.48)

s—0

in Eq. (5.32) and a similar limit for o(¢) in Eq. (5.31).
Equation (5.32) is straightforward, yielding

LTp=Fo, (5.49)

where, from now on, p and o are understood to mean
p() and o(x), respectively. In Eq. (5.31) it turns out
to be better to introduce the Laplace transform of the
waiting-time distribution f(¢) by use of Eq. (5.37). It
then follows that

a—f(f)(l+ﬁ)a=lin(1)s(s+f)_1[l—f(s+f)]p(0) )

(5.50)

The right-hand side can be shown to vanish. This follows
from the fact that for any arbitrary density operator 7,

exp!( —Lt )N =pqt+exponentially decaying terms ,
(5.51)
which is equivalent in the limit of t — o to

lims(s +f)'ln=peq . (5.52)

s—0
This result can be used to show that both of the terms on
the right-hand side of Eq. (5.50) equal p., and hence can-
cel. Overall, then, we have the result

o=Ff(L)1+F)o . (5.53)
The quantity
f(f):fowexp(—ET)f(T)dT (5.54)

is obviously the cavity-damping operator averaged over
the waiting-time distribution f (¢). Equation (5.54) shows
that o is a steady-state operator invariant under the com-

bination of a kick (1+F) followed by averaged damping
F(E). The appearance of the averaged damping in this
steady-state result corresponds closely to expectations
based on the analysis presented in Ref. [4]. However,
here an additional step (5.49) relating o to p is required.
This extra step can be shown to be related to averaging
over the time of arrival of the first atom.

A more useful result is obtained by eliminating ¢ from
Egs. (5.49) and (5.53) and reintroducing the Laplace
transform of the quantity G (¢) defined in Eq. (5.36). We
find that p then satisfies

LTp=Fp+FLG(Lp . (5.55)

The statistical properties of the beam enter this equation
through the second term on the right-hand side which de-
pends on the intensity correlation function of the incident
atomic beam [Eq. (5.36)]. This term vanishes for an
atomic beam with Poissonian statistics and hence
represents the effects due to deviation of the beam away
from being purely Poissonian. In general, this term can-
not be dealt with exactly, but a useful series expansion
can be made of LG(L) in powers of £ which leads to an
approximate treatment in the limit of a sufficiently in-
tense atomic beam. This expansion takes the form

LG E)=1+C(ET)+Co(ETY+ -+ - , (5.56)

where

(5.57)

n

11 o
=—(Lf t""1G(t)dt .
T"(n—1)1"0

These coefficients can be expressed in terms of the mo-
ments of f(z) defined by

(emy=["deenf(n) . (5.58)
0
In particular, we have
_ o _ (1)
C,=R [ “G(ndi= S 1 559
o (12)* (1) ’
C,=R*| "tG(t)dt= — ,
2 fo 4T* 673

where Eq. (5.19) has been used to express G (¢) in terms of
f(2). Thus, Eq. (5.55) becomes

LTp=(1—C,F) 'FU+C,(ET?+ - )p.  (5.60)

As shown in Refs. [19] and [31], the actions of the su-
peroperators F and LT each give rise to contributions of
order 1/N,,, where, in the notation of Ref. [4],

N.,=1/(y.T) (5.61)

is the number of atoms passing through the cavity during
the decay time of the cavity. Thus, to first order we get

LTp=Fp+C,F%, (5.62)

a result expected to be valid for N, >>1. This last equa-
tion is the steady-state limit of a similar result found in
Ref. [9] with the parameter C, identical to their quantity
Qp( o). It is this latter quantity that provides a measure
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of the degree of bunching of the atomic beam. For a fully
antibunched beam, (¢?) =77 so that C, =—1, for a ran-
dom (Poissonian) beam C,=C,=...=0, and for a
bunched beam we have C, >0. These examples are con-
sistent with the fact that 2C, can be shown to be the vari-
ance in the number of atoms entering the cavity over a
very long time interval, normalized relative to the mean
number of atoms that entered the cavity during this time
interval. In other words, 2C, can be interpreted as the Q
parameter characterizing the departure of the atomic
beam from being purely Poissonian. Furthermore, it will
be seen later that C, can also be identified with —%p,
where p is the parameter introduced in Ref. [19] to
characterize the statistics of the atomic beam.

To this order, the noncommutation of Fand £ plays no
role. At the next highest order, we obtain

LTp=Fp+C,F2+CFp+C,F(ET)Fp, (5.63)

in which the last term will depend on the ordering of L
and F and on the higher-order coefficient C,. Thus, the
neglect of operator ordering in deriving Eq. (2.7) will be a
satisfactory approximation in the limit of N, >>1, a
point discussed in more detail in Ref. [21]. By writing
out Eq. (5.55) in the number-state basis, we obtain, in
general, an infinite-term recurrence relation for the diag-
onal elements p,,. However, the approximate result Eq.
(5.62) results in a more readily solved recurrence relation:

n(nb +1) nn =C1NexBan—lpn —2,n—2
+[nnb+NexBn(1—CIBn )]pn—l,n—l ’
(5.64)

where, in the notation of [4],

B, =sin’[n1%E/v,] , (5.65)

with £/v, being identified with lxt;,. The result Eq.
(5.64) is the same recurrence relation obtained in Ref.
(19] with C, identified as —1p. It has been the basis of a
number of studies of the steady-state photon distribution
in the case of a Poissonian and a sub-Poissonian atomic
beam for which the coefficient C, is small and negative.
The limitations of the above approximate results [21] and
the effects of higher-order corrections [32] have also been
studied. On the other hand, for a super-Poissonian
(bunched) atomic beam for which C, is positive, and pos-
sibly large for a strongly bunched atomic beam, the above
approximate result is less satisfactory as the coefficient
(1—C,B,) can become negative if C;>1. In that case,
Eq. (5.64) predicts negative values for p,,. In Sec. VI it is
shown how the general formalism developed above can be
applied in the case of a super-Poissonian beam in a way
that avoids the above approximations. In fact, in the lim-
it of a strongly bunched atomic beam, an exact limiting
form for p can be found that predicts some interesting
properties of the photon distribution which are quite dis-
tinct from those found in the antibunched or random
beam cases.
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VI. STEADY-STATE PHOTON DISTRIBUTION
FOR A SUPER-POISSONIAN ATOMIC BEAM

A bunched atomic beam can be characterized by the
intensity correlation function

g(ty=e T'+1, 6.1)

which is analogous to the corresponding correlation func-
tion for a thermal radiation field. The bunched character
of the beam as a function of the product I'T is illustrated
by the simulations presented in Fig. 1. The intensity of
the beam is such that N, =50. The pattern of intervals
between atoms is depicted over a time interval of 10°T
corresponding to 20 cavity lifetimes (y_ !), except in Fig.
1(d), which has been rescaled and is over a time interval
of 5X10*T or 103 cavity lifetimes. To obtain these simu-
lations, the waiting-time distribution f (#) is derived from
Eq. (6.1) by use of the relation Eq. (5.19). The cumulative
distribution F (¢) defined by

F(t)=f0rf(t’)dt’

=1_A+e—(a—ﬁ)l__A_e_(a+B)t , (62)
where
A _1 a—b/2
2\ (la=b/2P+ab) 2 |’
(6.3)
atB=v [at([a —b/2P+ab)'?+b/2],
and
a:%r/‘}'c‘:%Nex/Cl ’
(6.4)
b=2N,, ,

can then be employed to simulate the random spacing of
the atoms in the beam. The procedure [33] is to generate
repeatedly a random number v from a uniform distribu-
tion over the interval (0,1) and then to invert F(¢) to give

(a) WRIDISEREE BENIIISD DS W0 (0WOEENE] WAN IR

b) I I NN I .

(c) m—— —— - _— -

(d) = I I . .
I ! T T T T T 1
0 S 10 15 20

CAVITY LIFETIMES (xS0 for (d))

FIG. 1. Simulations of the arrival times of atoms in an atom-
ic beam with super-Poissonian statistics. Lines representing in-
dividual atoms in (a) become merged together in (b)-(d).
N, =50 in all cases. The simulation is over a time interval of
20 cavity lifetimes (approximately 1000 atoms) except in (d)
where the interval is 1000 cavity lifetimes. (a) T7T=0.04; (b)
I'T=0.02; (c) TT=0.004; (d) T T=0.00004.
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the random time intervals

t=F l(v) (6.5)

between successive atoms.

For large I'T, the limiting form for F(¢) is just that
which would be found for a random beam with intensity
of N,, atoms per cavity lifetime 7, ! [see Fig. 1(a)]. For
decreasing I'T, the tendency for the beam to become
more bunched becomes apparent. In this case, for small
I'T, F(t) can be written

F(t)=1—e 2/T—1pTe 112, (6.6)

which, apart from the third term, is what would be found
for a random atomic beam of intensity 2N.,. However,
the correction term dominates F(¢) for ¢t >>T and its
effect is to enhance the probability for there to be a sub-
stantial gap between two successive atoms. This effect is
seen, in particular, in Fig. 1(d), which has been rescaled
by a factor of 50. Here there are long gaps of up to
1500T (in the example given), i.e., 30 cavity lifetimes be-
tween successive ‘“‘bunches,” which have a similar dura-
tion. Within each bunch it is found numerically that the
atoms are arriving with an average intensity of 2N, per
cavity lifetime, consistent with expectations based on Eq.
(6.6). The picture that then emerges in the limit of ex-
treme bunching is that of a beam consisting of long inter-
vals in which atoms arrive randomly at twice the average
rate separated by, on average, equal intervals in which no
atoms arrive. This kind of structure has a clear effect on
the state of the field inside the cavity, as discussed below.
Other choices of g(t) are possible, e.g.,
g(t)=exp(—T't?)+1, but the principal advantage of the
above choice is that it yields a simple form for G(L ), viz.,

G(E)y=(E+1)7!. (6.7)

Substituting Eq. (6.7) into Eq. (5.52) then yields the
operator equation

LTp=F1+LE+T)"')p. (6.8)
The inverse appearing on the left-hand side is most readi-
ly dealt with by rewriting Eq. (6.8) as a pair of coupled
equations in p and o:

[’:Tp=ﬁo ,
(6.9)

(L+T)o=@2L+T)p .

The fact that these equations can be written in this
fashion leads to a four-term recurrence relation for p,,
rather than an infinite-term relation that would follow
directly from Eq. (5.55). It is actually more convenient
computationally to work with the recurrence relation for
a related quantity z, defined by

2Neka 2
kn, "o

n
n

IT

k=1

i)
1+n,

1+ (6.10)

Pnn =

where n, is the mean number of thermal photons in the
cavity-field reservoir. The recurrence relation is of the
form
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A,z, _+B,z,+C,z,,,+D,z,,,=0, (6.11)
where the coefficients are given by
A, =4NL B, 1By 1onyn’(ny +1)
B,=8aN}B,B, +1B,+2— 4,—C,—D, ,
(6.12)

Co=4N B, By +olmy(n +1)+n(ny +1)+2a]
X[(n+1n,+2N_B,+11—-D, ,
D,=—4NZ2B,B,+[(n +2)n,+2N_,B, .,]
X[(n+1)n, +2N B, +1] -

This recurrence relation can be solved numerically by use
of matrix continued fraction methods [34]. The behavior
of the mean photon number and standard deviation of
the cavity field as a function of the pumping parameter 6
[4] defined by

0=V'N,£&/v,

yields a result, at least for the mean photon number, that
is generally similar to that obtained for antibunched or
random atomic beams. This is illustrated in Fig. 2 where

(6.13)
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FIG. 2. (a) Normalized mean photon number as a function of
the pump parameter 6 for I'T=40 (i.e., Poissonian beam) and
I'T=0.0004 (strongly bunched beam); (b) normalized standard
deviation for the same parameter values.
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the normalized mean photon number {n)/N, and the are plotted as functions of 6 with N, =50 and n,=0.

normalized standard deviation The two cases of an extreme bunched beam with
5 11/ I'T=4X10"* and, for comparison, a random beam with
o= ((n?)—<(n)?) 6.14) [ T=40 are plotted together. In Fig. 2(a) the two curves
(n)1”? for the mean photon number show that the threshold is
0.3 0.3
(c)
P(n) @ P(n)
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o.o0 p .
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FIG. 3. Photon distribution for pump parameter 6= 1.5, thermal photon number n, =1.0, and N., =50 as a function of bunch-
ing parameter: (a) I'T=0.04, (b) 0.008, (c) 0.004, (d) 0.002, (¢) 0.0004, and (f) 0.00004. The dotted curve is the photon distribution
for a Poissonian atomic beam with the same values of 6, n,, and N,,. The steady increase of the thermal contribution is seen, becom-
ing clearly established in the extreme bunched limit I'T=0.000 04.
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displaced to a lower 6 value with, overall, the average
number of photons in the cavity about half the corre-
sponding result for a random atomic beam for 8 values
greater than 27r. There is also a substantial effect on the
standard deviation, Fig. 2(b), which is seen to be always
greater than unity for a strongly bunched beam, i.e., the
cavity field has super-Poissonian statistics. While this

0.11

0 20 40 60 80

60 80
0.3
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property of the cavity field is generally expected, it does
not have its origins in a simple broadening of the peaks of
the photon distribution. The distribution assumes a
much more unusual form in which the thermal field asso-
ciated with the cavity reservoir is found to play a crucial
role in giving rise to a super-Poissonian distribution.

In Figs. 3 and 4 the photon distributions are plotted for
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FIG. 4. As for Fig. 3, except 6= 5.
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various values of I'T for 6=1.57 and 5w, respectively,
the latter to illustrate the effects when the photon distri-
bution is multipeaked. What can be noted from these
figures is that for small values of I'T, there clearly devel-
ops a thermal contribution to the photon distribution,
while the remaining peak(s) can be shown numerically to
be identical to the photon distribution (scaled down by a
factor of 2) that would be produced by an atomic beam of
twice the current intensity. The exact nature of these
contributions readily follows from Eq. (6.8). Writing Eq.
(6.8) in the form

LTp=F2—-T(L+T)"')p (6.15)
and making use of the result, Eq. (5.52),

giglor(ﬁ +I) " 'p=p., » (6.16)
we obtain

LTp=F(2p—p,,) - (6.17)
The solution to this is

P="1(pegtp?), (6.18)
where

LETpP=2Fp? , (6.19)

i.e., p'? is the density operator appropriate for an atomic
beam of twice the intensity of the atomic beam used here.
This result can be readily confirmed numerically, yielding
results which are indistinguishable from those plotted in
Figs. 3 and 4 for small I'T.

Physically, this result can be understood from the sta-
tistical properties of a strongly bunched atomic beam, as
indicated by the simulations presented in Fig. 1 and dis-
cussed above. During the periods of bunching, which last
many cavity decay times, the atoms are arriving at twice
the overall average rate for the beam, thus giving rise to
the p'? contribution to p. These periods are separated by
intervals that are also much longer than a decay time of
the cavity during which no atoms pass through the cavi-
ty. The cavity field therefore decays to its equilibrium
thermal state. The result is an equal weight mixture of
the p,, and p'? states for the field.

VII. SUMMARY AND DISCUSSION

The work presented here represents a method by which
the micromaser problem can be treated in which the
atomic beam is treated as a quantum field. The central
result is Eq. (4.10) which applies for a very general class
of statistics for the incident atomic beam, specified by the
quantum state of this beam. By choice of a particular
class, generalized shot noise, most of the important kinds
of statistical properties for the incident beam can be
modeled, in which case the results of others [19,20] are
shown to follow for a beam with Poissonian or sub-
Poissonian statistics. The method is also applicable to
super-Poissonian atomic beams, for which the cavity-field
photon state is found to assume a mixture of a thermal
state due to the cavity reservoir, and a state produced by
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a Poissonian atomic beam of effective intensity double
that of the beam itself.

Other important results that follow from the analysis
include the propagation equations for the atomic fields as
they pass through a medium of photons [Egs. (3.17a) and
(3.17b)]. Only the point-cavity limit has been considered
here; the effect of a finite region over which the atoms
and field can interact is yet to be investigated.
Mathematically, the method used here represents the
generalization of the adjoint-operator method to a system
in contact with essentially two reservoirs, the thermal
reservoir and the reservoir provided by the atomic beam
[Sec. IV], and its application to a problem in which noise
sources arise through quantum fields other than the usual
radiation field. A characterization of the beam in terms
of its correlation properties through its modeling as gen-
eralized shot noise enabled the formulation of a general
master equation for the cavity-field density operator, for
which a formal steady-state solution could be found [Sec.
V].
Further work needs to be done in analyzing the proper-
ties of the cavity field as the photon-number distribution
only gives one picture of the field statistics. Of particular
interest are the temporal properties of the field—in par-
ticular, the intensity fluctuations in the case of a super-
Poissonian atomic beam. The marked fluctuations in the
atomic beam in this case would lead to substantial fluc-
tuations in the intensity of the micromaser field. Given
that noisy pumping has been shown to lead to an
enhancement of the noise fields generated by dye lasers
[11-18], it would therefore be of some value to evaluate
the intensity correlation of the micromaser field and com-
pare its properties to those found in the case of dye lasers.

However, in a micromaser, the properties of the field
inside the cavity are not determined directly, but rather
by measuring the properties of the atomic beam as it
emerges from the cavity [1-3]. Thus further work will be
directed towards calculating the properties of the atomic
beam as it emerges from the cavity. By use of the
quantum-field formalism developed here, it has already
been shown that this beam is spatially coherent and car-
ries information on the spectrum of the cavity field [35].
This may be important in the understanding of the prop-
erties of the coupled micromaser problem [36]. Finally,
the Langevin methods implicit here can be exploited to
show the correspondence between the Langevin results of
Ref. [20] and master-equation methods [37].
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APPENDIX A

The coupled equations for the atomic-beam fields are,
forO<x <L,
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ad, oD, ot Consider now the evolution of f, and f, over a time in-
ot +v ax =—iK4 (1)®,, terval (s,?) such that t —s <, which is sufficiently short
(A1)  that A(z) evolves freely:
o Vg, KA, A ()= A(s)exp[ —iA(t —s)] . (A4)
which, on making the substitution Then from Eq. (A3) we can separate out the equations for
fl and fzI
=2m) " [ " "dk exp[ik(x — vt (k,t), (A2) 9’
(am)™ [ ak explik(x —vit) U, st) atfz‘—A ;' +K24%(s)A(s)f =
reduce to 3 f 3f, (A5)
2 LiA—2+K2A(s)ATs)f,=0 .
afy t ot? ot 2
—é'—z—iKA (t)f,

! (A3) These equations can be solved for f(k,t) and f,(k,t) in
9f, = —iKAWf terms of f,(k,s) and f,(k,s) and the results substituted
ot re l into Eq. (A2) to give

D, (x,1)={Aexp[A,(t —5)]—Aexp[A,(t —5)]} (A, —A) 1D (x —vo(t —5),5)
+iK {exp[A,(t —s)]—exp[Ay(t —s)]}(A,—A,) 14 T(s)¢>2(x —vo(t —s),8) (A6)
and
D,(x,1)={pexp[p,(t —s)]—pexpluy(t —s) 1} (y— ;) " Dy(x —vy(t —s),5)
+iK {exp[p,(t —s)]—exp[u,(t —s)1}(u,—p;) " A ()P (x —vy(t —5),5) (A7)
where, with n =1,2,
A, =4iA—1i(—1)"[A*+4K?N(s5)]'/?,
(A8)
Bp=—tiA—Li(—1)"{A?+4K*[N(s)+1]}'72,
and
N(s)=A%(s)4(s) . (A9)

These results are now to be substituted into the integral expressions for ®; and ®, given by Eqgs. (3.16a) and (3.16b).
Thus, for example, in the equation for ®,,

Oy(x,) =0 (x,0)—iK [ dr A(1)®(x +vy(r=1),7), (A10)
Yo
the range of integration satisfies the condition for the evolution of A4(7) to be approximated by its freely evolving form,

A(1)= A(t)exp[ —iA(T—1)], (A11)

and for Eq. (A6) to be used to write ®,(x +vy(7—1),7) in terms of operators at time ¢. The integral can be readily per-
formed to eventually yield

DO (x,t)=iK A(t)(Ay—Ay)~ [exp(Ax /vy) —exp(A,x /vy) 1@ (x,1)
—K2A()(Ay—A;) " [Aexp(Ayx /vg)— Ayexp(Aix /vo) J(AiAy) T AT (1)@, (x,1) (A12)
A similar procedure can be followed for ®,, leading to
D0 (x,0)=iK A (1), — py) " [exp(p,x /vy) —explpx /v) |®@5(x, 1)
— K2 ATy — 1)) ™ [1explpaax /vg) — paexplpx /vo) [(ipy) ~ A (8)@y(x, 1) (A13)

In both Egs. (A12) and (A13), the quantities A, and p, are to be evaluated at the time . We now specialize to on-
resonance, A =0, and solve Egs. (A12) and (A13) for @, and ®,, the result being Egs. (3.19) and (3.20).
APPENDIX B

The third term in Eq. (4.1) leads to the following expression after multiplying by p(0)p(0)pz(0) and taking the par-
tial trace over cavity-field and reservoir states:

iV'y. /2 [ dg Trg {[e](Da(t)+c,(a (1), Y(1)1p(0)pR (0)p5(0)] . (B1)
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Evaluation of this quantity amounts to evaluating expres-
sions of the general form

T,=iV'y /27 [ dq Trcg [S(1)c,(1)p(0)pg (0)pp(0)]
Xexp(—npow,) , (B2)

where S is an arbitrary cavity-field operator, B=1/kT,
and, in Eq. (B1), we have n =0. The reservoir operator
cq(t) can be eliminated in favor of cavity operators by,
first of all, integrating the Heisenberg equation of motion
for ¢, (2), which yields

cg(t)=c,(0)exp(—iw,t)
—i\/Wfothexp[—iwq(t—f)]a(f) . (B3
Substituting this into Eq. (B2) yields
T,=iV'y. /21 [ dg Trcg[S(1)c,(0)p(0)pg (0)p5(0)]
Xexp( —iw,t)exp(—npBhiv,)
+ 17 Trep [S(H)a(t)p(0)pg(0)pp(0) Jexp( —npBhiwy) ,
(B4)

where the Markov approximation has been used to give
the second term. Furthermore, since

¢,(0)p(0)pg(0)pp(0)
. exp(—BHpR)
=c,(0) Tr[exp(—BHy)] p(0)pp(0)
=p(0)pg(0)pp(0)c,(0)exp(—phiw,) , (B5)

then by cyclic permutation of c,(0) (an operator that acts
only on the Hilbert space of the reservoir states), under
the partial trace over reservoir states we get

Trcgr[S(2)c,(0)p(0)pg(0)pp(0)]
=Trcg[c,(0)S(2)p(0)pg(0)pp(0)Jexp(—Bhic,) .

Substituting for ¢, (0) from Eq. (B3) and inserting the re-
sult into Eq. (B4) then gives

T,=T, 11— 17 Trer[a(t)S(t)p(0)pg(0)pp(0)]
Xexp[ —(n +1)Bfiw,]
+ 1y Trep[S(t)a(t)p(0)pgr(0)pp(0)]
Xexp(—npBhio,) , (B6)
where the Markov approximation has been used once
again to yield the second term. We are after the term T
which can be obtained from Eq. (B6) by iteration. This

yields two infinite geometric series which can be summed
to give

To= lim T, —{y .n,Trep[a()S(2)p(0)pg (0)pp(0)]

+ 1Y (ny + DTreg [S(8)a(t)p(0)pg(0)pp(0)]
(B7)
where
n, = [exp(Biwy)—1] 7! (B8)

is the mean number of thermal photons in the cavity.

The limit in Eq. (B7) will vanish, leaving an expression
for T, in which traces appear over cavity-field operators
only. The defining condition for the adjoint operator
us(t) [Eq. (4.3)] then yields

To=—4¥cny Trc[a(0)S(0)us(1)]pp(0)
+1y (ny+ 1Trc[S(0)a(0)ug(1)]pp(0) . (BY)

The general result can then be applied to the various
terms that appear in Eq. (B1), leading finally to the usual
cavity-damping terms to be found in Eq. (4.10).

APPENDIX C

States of the beam containing excited atoms localized
in space can be generated through the action of the
operator

Fhxi=@m =2 [ dk exp(—ikx)b, (1)
-

on the vacuum state |(vac),) for atoms in their excited
state |2). The limit 71— + oo is understood to be taken at
the end of any calculation. The single atom state is then

¢, =(217)"/2f "Mk exp( —ikx )bgz |(vac),) , (C2)
-1
and the probability density for finding the atom at x’ is

in2 !
(yb,,(x)l\l/‘z(m(x’)\I/(ZO)(x’)Itlz,,(x))= sin“[7(x —x")]

m(x —x')

(C3)

which in the limit of 7— + « becomes 8(x —x'), i.e.,
this is the probability distribution for an atom positioned
with certainty at x =x’. Many particle states are then
given by

[ (x1,%x,, . . )Y =TLf L (x)(vac),) . (C4)
J
The operator f I,z(x) satisfies the commutation rules
" iy sin[n(x —x')]
[fnz(x),f,,ﬂ(x )]_ 'r](x—xl)
sin[n(x —x"')]
() 2n(x—=x")]

b

(C5)
100, 90(x")]=

From the first of these it can be shown that the states
defined in Eq. (C4), in the limit of y— + o, are normal-
ized to unity, and orthogonal if the states differ through
different positions of the atoms.

From Eq. (5.10), the mean beam intensity is given, for
the state given in Eq. (C4), by



5930 J. D. CRESSER 46
(J(x,0)) =vo{ ¢, (x1,X3, . . DT W0, (xy, %5, - - 2))
—s/ ( 1ivaer. ) )_lsin[n(x —x,,)] sin[n(x —x,)] C6)
_,,,2;,< vac)zl I;;Im)f"z X, ); (IIn)f (x; } vac 2> ™ =) e
If m+“n, the inner product vanishes and the sum reduces to
sin?[n(x —x,,)]
m T(x—x,)?
so that in the limit of — + o, we find
(J(x,0))=38(x—x,,) . (og))
Intensity correlations follow from
(J(x,017(x",0):) =v3( W, (x, %5, . . )W OOV (e NP (x O (x) |9, (x 1,5, -+ )
_2 2<(vac)2 IT f2(x,) T1 f;z(xj)‘(vac)2>
rs pFr,s jFlLm
I#m r#s
sin[n(x —x,)] sin[n(x —x,)] sin[n(x —x,;)] sin[n(x —x,,)
()2 n[n ] sin[7n ] sin[7n 1)] sin[7 ] 8

(x —x,)

The inner product vanishes unless r =1, s=m or r=m,
s=1. The second possibility always gives zero as there is
only one atom present at any point in the beam and hence
Eq. (C8) becomes

s1n2[17(x —x;)] sin}[n(x —x,,)]
2

’

3 (m

I;ém

mn(x —x;) m(x —x,, )?

so that in the limit of 7— + « we find
(J(x,0J(x",0):) =3 8(x —x,)8(x'—x,,) .

Im
1#m

(C9)

A proof based on induction leads to the result Eq. (5.14).

APPENDIX D

Rice [30] considers a class of stochastic process, re-
ferred to as ‘“‘generalized shot noise,” that is formed by
the superposition of a sequence of randomly spaced
pulses of identical shape. The shot-noise process is then
given by

X()=35(t —t,)

= [S(t—u)dN(u), (D1)
where N (u) is a stochastic process such that
dN(” =380 ) (D2)

and where the ¢; are random variables (the realization of
the stationary stochastic point process N) and S(z) is the
“shape” of an individual pulse.

In the particular case in which the statistics of the #,’s
are described by a renewal process [29] characterized by

(x —x;)

E[dN(s)dN(1)]

(x —x;) (x —x,,)

a waiting-time distribution f(¢), Rice describes the fol-
lowing properties possessed by N:

=R%(t—s)dsdt , s<t (D3)

E[dN(s)dN(t)dN(u)]=R3g(t —s)g(u —t)ds dt du ,

s<t<u (D4)

where E[ ] represents an average over the renewal pro-
cess, g(t) is the renewal density defined in Eq. (5.18), and
R is the mean rate of the renewal process. From Eq. (D2)
these results are just the averages of generalized shot
noise for which each pulse is a 8 function, i.e., S(¢)=¥5(1),
so that we can write, for example, from Eq. (D3),

E[X(s)X(t)]=R%g(t—s), s<t. (D5)

The strict inequality on the time arguments is important.
If s =t, the correlation function on the left-hand side of
Eq. (D5) is singular. In fact, including the case ¢t =s by
direct calculation of E[X(z)?! from the infinite series
yields the result

E[X(s)X(t)]=R%g(|t —s|)+R&(t—s) . (D6)

Such singular contributions do not arise in the intensity
correlation functions required here as they differ from
those dealt with by Rice in a small but important way. In
the intensity autocorrelation function, Eq. (5.18),

28

I;ﬁm

,—t)8(t,—1t,,) |,

the condition /¥ m, whose origin can be traced back to
the commutation properties of the quantum-field opera-
tors in terms of which the correlation function was origi-
nally defined, implies that the singular condition will not
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arise. Thus, for the intensity correlation functions re-
quired here, the result Eq. [DS5] continues to apply even
for equal-time arguments. This conclusion can be
confirmed from first principles in a long calculation in
which the multitime correlation functions are evaluated

directly from the infinite series expressions, taking into
account the restrictions imposed on the summation in-
dices. In particular, the result Eq. (5.20), a generalization
of Eq. (D4) to n time arguments, follows by a proof based
on induction.
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