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Experimental observation of stochastic resonance in a magnetoelastic ribbon
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We report the observation of stochastic resonance in a parametrically driven bistable magnetoelastic
buckling-ribbon experiment. We have found that the parametric addition of white noise increases the
signal-to-noise ratio of the response of the ribbon by 10 to 12 dB relative to that of the ribbon with no
externally added noise. We have also observed a characteristic spectrum for the probability of residence
times for this weakly bistable system.

PACS number(s): 05.20.—y, 75.80.+q, 75.50.Kj

INTRODUCTION

Recently attention has been focused on a statistical
property of noise-driven multistable systems known as
stochastic resonance. This phenomenon was first intro-
duced by Benzi and co-workers [1] to account for the
periodicity of the Earth's ice ages. Subsequent theoreti-
cal analyses have appeared which detail the features of
this phenomenon [2-8]. One of the remarkable features
of stochastic resonance is the increase of the signal-to-
noise ratio of a periodically modulated system upon the
addition of a random noise signa1. Experimental results
have demonstrated these increases of signa1-to-noise ra-
tios in analog circuits [2], a bi-directional ring laser [9],
and in an electron-paramagnetic-resonance system [10].
Additionally, it has been claimed that systems undergo-
ing stochastic resonance should exhibit a characteristic
signature: a probability spectrum of residence times in
the wells of a bistable system that is peaked at certain
multiples of the drive period [11]. Remarkably this sig-
nature has been linked by Longtin, Bulsara, and Moss [8]
to studies performed on single auditory nerve fibers in
spider monkeys [12] and to experiments performed on
single neutrons in the primary visual cortex of a cat [13].

The main contributions of this Brief Report are the fol-
lowing: (1) the observation of stochastic resonance in a
mechanical system; (2) an experimental observation
(apart from analog simulations in circuits) of the proba-
bility spectrum of residence times for a stochastic reso-
nance system; and (3) the extension of the types of experi-
mental systems exhibiting stochastic resonance to

parametrically driven, highly asymmetrical experimental
systems (although it should be noted that the laser system
investigated by McNamara, Wiesenfeld, and Roy [9] is a
parameterically driven system) which show novel behav-
ior of the probability spectrum of residence times.

EXPERIMENT

The experiment consists of a gravitationally buckled,
parameterically driven amorphous magnetoelastic rib-
bon. The ribbon material (FesB» «S13 «C2) belongs to a
new class of amorphous magnetostrictive materials that
have been found to exhibit very large reversible changes
of Young's modulus E(H} with the application of small
magnetic fields [14]. The ribbon was clamped at the base
to yield a free vertical length greater than the Euler buck-
ling length, thus producing an initially bucked
configuration. Young's modulus of the ribbon was varied
by applying a vertical magnetic field having the form
H(t)=[Hd, +H„sin(2nft}+g(t)]. The random com-
ponent g(t) was given by

g(t)= ga, [8(t k5t) 0[—t (k+1—)5t]]—,

where 8 is the unit step function, 5t is the update interval,
and the ak are independent, zero-mean Gaussian, pseu-
dorandom variables with variance o. . The update inter-
val was set to be 5t =0.01 s, a value much less than the
ribbon's mechanical response time of 1.2 s (lie decay of
the ribbon's response to a step change in the dc magnetic
field). The ak were produced by a 12-bit digital-to-analog
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FIG. 1. Schematic of the magnetoelastic ribbon experiment.
Inset: Normalized Young modulus for the ribbon vs magnetic
field.
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signal-processing board and passed standard statistical
tests for independence and distribution. Consequently
g(t) closely approximated Gaussian white noise with a 3o
cutoff. An MTI Fotonic Sensor measured the curvature
of the ribbon near its base. The data were time-series
voltages V(t) acquired from the output of the sensor. A
schematic of the experiment is shown in Fig. 1. Other
details of the experiment can be found in Refs. [15]—[17].

The sinusoidal modulation was set at f=0.729 Hz and
0„=0.23 Oe and Hd, =0.98 Oe. These parameters pro-
vided a region where the ribbon dwelt exclusively in a
buckled state on only one side of vertical (well 8). The
random noise signal g(t) was then turned on and, above a
threshold amplitude, switching occurred between buckled
states in well B and well A. %e have not compensated
for the bias of the ribbon to favor one side (due to the
manufacturing process of the ribbon) and, subsequently,
when a transition from well B to well A is made, the rib-
bon almost immediately makes a transition back to well
B. The ribbon spends less than 20%%uo of the total time in
well A because of the asymmetric potential.

The ribbon position was sampled every 23.4 ms for typ-
ical runs of 200000 data points. The data were then
filtered to assign a value of +1 if the ribbon was in the
left buckled state (well 8) and —1 if the ribbon was in the
right buckled state (well A). A small amount of hys-
teresis was deliberately introduced during this 6ltering in
order to prevent measurement noise from creating spuri-
ous transitions. The power spectrum was obtained by
performing a fast Fourier transform on 20 filtered seg-
rnents comprised of 8192 points each, utilizing a Banning
window and overlapping the segments one half of their
length to obtain the smallest spectral variance [18].
Power spectra around the modulation frequency for
difFerent noise levels are shown in Fig. 2. The signal-to-

noise ratio was seen to increase and then decrease with
increasing noise, a characteristic of stochastic resonance,
as shown in Fig. 3. An increase of 10 to 12 dB in the
signal-to-noise ratio of our system was seen.

An additional signature for the existence of stochastic
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FIG. 3. Signal-to-noise ratio vs input noise. The signal-to-

noise ratio increases and then decreases with increasing noise, a
signature of stochastic resonance.

FIG. 2. Power spectra densities (PSD) obtained by a fast
Fourier transform (FFT) on 20 filtered segments of 8192 points
(with spectral range of 0 to 20 Hz of the FFT as dictated by the

sampling rate of 23.4 ms), utilizing Hanning windowing with

overlapping segments to minimize the spectral variance. The
spectra at (a) input noise level of 2400 mV, (b) input noise level

of 3800 rnV, and (c) input noise level of 5000 mV. The max-

imum signal-to-noise ratio is demonstrated by the peak in (c) at
the drive frequency f=0.729 Hz.
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resonance is the sequence of maxima that appear in the
probability density of residence times. The residence
time is defined as the amount of time spent in one well.
Consider the following system, which qualitatively repro-
duces the ribbon dynamics:

rx+x —[b+pS&(t)]x+x +c=aS, (t),
where

Sz(t)=q sin(co t)+a~F~(t),

S,(t)=q, sin(co, r)+o,F,(r),
where x represents the position of the ribbon at the base,
and Fz(t) and F, (t) are Gaussian white noise with vari-
ance equal to 1.

The canonical system displaying stochastic resonance
is a symmetric overdamped system with additioe driving
and additiue noise [i.e., r=0, p=0, and c=0 in Eq. (1)].
In such a system undergoing stochastic resonance, there
will be well-defined peaks in the residence-time histogram
located at odd multiples of half the period of the modu-
lating signal [2]. One can understand this structure by
looking at a transition from well A to well 8 in the rib-
bon and counting the time spent in each well. If a transi-
tion from well 8 to well A takes place and if the reverse
transition A ~8 does not take place at the next most
favorable time (one half period later), then the system
must wait one complete period of the modulation for the
subsequent most favorable time for the A ~B transition
to take place. A total time equal to 3TO/2 would elapse
since the original B~A transition. The magnetoelastic
ribbon considered in this experiment is more accurately
modeled as an asymmetric parametrically driven system
with momentum (i.e., r) 0, pAO, c%0, and a =0) and
parametric noise [19]. If it is assumed that there is no ad-
ditive noise, then a nonzero momentum is required for in-
terwe11 motion to occur. The asymmetry in the system is
such that when the ribbon does make a transition 8~A

(where 8 is the large well and A is the small well), it al-
most always makes an immediate transition back to well

In this case the locations of the peaks in the histo-
gram for the large well will approach multiples of Tp
when measuring either the time in the well or the time
between exits from the well. This is demonstrated experi-
mentally in Fig. 4, where the residence time histogram is
plotted for well 8. It is seen that the peaks are located at
integer multiples of the modulation period Tp.

Histograms qualitatively similar to Fig. 4 have been
obtained by means of digital simulation of Eq. (1) with
momentum, parametric modulation, noise, asymmetric
wells, and no additive modulation or noise. The power
spectrum of x (t) (before applying a two state filter) yield-
ed a peak at the driving frequency. The peak occurs be-
cause of the modulation and because of the asymmetry in
the potential wells. In the symmetric case, the direction
of switching between wells is not coherent and the
motion due to the modulation within one well is exactly
out of phase with the motion within the other well, the
result being that there is no net contribution to the power
spectrum at the driving frequency. The power spectrum
taken after applying a two-state filter to x (r) shows no
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FIG. 4. Residence-time histogram for the large well (well B).
Note the peaks at multiples of the driving period Tp.

peak at the driving frequency. This indicates that the
peak in the power spectrum of x (t) before the two-state
filter was due solely to the motion within the large well

and not to the switching between wells. Therefore the di-

gital simulations reproduce the qualitative results shown
in the experimental residence-time histogram of Fig. 4
but do not yield peaks in the power spectrum which
would support the experimental data of Fig. 2.

CONCLUSION
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%e have observed stochastic resonance in a parameter-
ically driven asymmetric magnetomechanical ribbon.
This system showed a rise in the signal-to-noise ratio of
10 to 12 dB as a function of injected noise, which rise is a
characteristic of stochastic resonance. However, obser-
vations of the residence-time histogram showed peaks at
multiples of the modulation period versus the predicted
( for additiue noise ) odd half-integer multiples of the
drive period. Preliminary simulations of dynamical equa-
tions featuring purely parametric driving and noise
(which equations qualitatively model this system) repro-
duced the qualitative aspects of the residence time histo-
gram data but failed to yield a peak in the power spec-
trum at the driving frequency. %'e speculate that this
disagreement Inay be due to the fact that, while magnetic
forces on the ribbon are negligible to first order and while
the driving force is predominately due to gravity and is
controlled by the changes in Young's modulus, small
magnetic forces (which would introduce additive driving
and additive noise) may appear when the ribbon is con-
sidered in higher-order approximation.
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