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The evolution of density profiles in plasmas produced by 10'*-W cm 2, 1-ps, 580-nm-wavelength laser
pulses has been determined from spectral shifts imposed on a reflected picosecond probe pulse. The
shifts are caused by two mechanisms: hydrodynamic expansion and ionization front motion. Both
time-resolved expansion velocities and ionization rates are inferred from the spectral shifts and are com-

pared to one-dimensional hydrodynamic simulations.

PACS number(s): 52.50.Jm, 52.70.K z, 52.40.Db, 52.65.+z

I. INTRODUCTION

The interaction of high-intensity picosecond and subpi-
cosecond laser pulses with solid targets is a current topic
of great interest [1-19] The resultant plasmas formed
have initially extremely steep density gradients. Experi-
mental studies to date on such plasmas have concentrated
on linear [1-8] and nonlinear [9] optical properties and
ultrashort x-ray pulse generation [3,10-17]. In addition,
the promise [20,21] exists for creating uniform, solid- to
super-solid-density, high-temperature plasmas for spec-
troscopic diagnosis. In all cases, the type and degree of
laser-plasma coupling is sensitively dependent on the
amount of significant (> 1 nm) plasma expansion occur-
ring during and after laser energy deposition. Hence
both energy deposition rates [3,5,10-15,17-19] and ex-
pansion velocities [6,9] v have become critical parame-
ters. No time-resolved data for either have been pub-
lished. Measurements of a related quantity, the critical
density scale length L = f( f v dt) are available, but only
averaged over the ionizing pulse [2] or for late delays
(>S5 ps) [7]. By recording the spectral shifts incurred by
a reflected picosecond probe pulse, we are able to mea-
sure time-resolved expansion velocities and ionization
rates in critical density plasmas. The results are com-
pared in detail with simulations combining one-
dimensional (1D) hydrodynamics with numerical calcula-
tions of the spatial dependence of laser light absorption in
arbitrary density gradient plasmas.

The experimental conditions are chosen to avoid many
complicated laser plasma interactions such as resonance
absorption and laser-induced parametric instabilities.
The absorption could then be purely modeled by inverse
bremsstrahlung and the frequency shifts could be purely
attributed to plasma expansion and ionization. By con-
trast, for higher intensities and/or longer-scale-length
plasmas (I)»f‘kL >3%X10"® Wem™2um?, where 1, k, and
A are the incident laser intensity, vacuum laser wave
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number, and wavelength, respectively), substantial hot-
electron production from stimulated Raman scattering
[22] at densities below quarter-critical density (n,/4) is
expected. The two plasmon decay instability [22] at n. /4
is an additional source of underdense absorption for
IMKL /T,>5X10" Wem™?um?eV ™!, where T, is the
electron temperature. We note that the respective scat-
tered light spectra from these two processes are at =2A
and ZA, and hence would not interfere with the interpre-
tation of non-relativistic Doppler-shifted spectra. Small
“red” shifts from stimulated Brillouin scattering [22],
however, will compete [23] with “blue” Doppler shifts
above a threshold of I kﬁkL /T,=3X101
Wem ™ 2um?eV ™!, Hence all experiments reported here
operated below IkikL /T,=5%X10? Wcem ™ 2um?evV ™!
to avoid all parametric processes. In addition, profile
steepening [24] by the laser ponderomotive force has been
mitigated by staying well below the threshold [22]
I)»ﬁ/Te =3X10"” Wcem 2um?eV™! and by using s-
polarized light.

In Sec. II, simple analytic results for frequency shifts in
time-varying, exponential density profile plasmas are
presented. Modeling of the plasma evolution is described
in Sec. III. The experimental parameters, techniques and
sample raw data are outlined in Sec. IV. Results and
theoretical fits are presented and discussed in Sec. V.
Conclusions and suggestions for future work are given in
Sec. VI. In Appendix A, the density at which maximum
absorption and reflection occurs for light incident on
ultrashort-scale-length plasmas is calculated. In Appen-
dix B, more analytic results for frequency shifts in ex-
panding, ionizing, or recombining plasmas are tabulated
and discussed for a variety of plasma geometries.

II. FREQUENCY SHIFTS

It was recognized 20 years ago that light passing
through a media undergoing a time-varying refractive in-
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dex will be frequency shifted [25]. Shifts were first ob-
served for CO, laser pulses focused in air to create under-
dense breakdown plasmas [26], where the necessary
refractive-index change was caused by the generation of
free electrons. Recent, time-resolved femtosecond studies
[27] in rapidly ionizing, underdense plasmas have demon-
strated that the transmitted spectra can yield information
on ionization rates and hence on ionization mechanisms.
In addition, several proposals for producing relativistic
shifts and pulse shortening using counter propagating
laser pulses in ionizing gases have appeared [28-31].

We extend the technique here to the large density gra-
dient plasmas common to laser—solid-target experiments.
In addition to the phase modulation caused by ionization
or recombination, hydrodynamic motion of such spatially
inhomogeneous plasmas can also produce frequency
shifts [6,9,32]. For the former, only electron-density vari-
ations are required; for the latter, space-charge-coupled
ion and electron flows are in effect. In both cases, the im-
posed frequency shift can be divided into two contribu-
tions: a Doppler shift due to motion of the critical densi-
ty surface where light reflection occurs, and an additional
generally less important frequency shift during light pas-
sage through the time-varying subcritical-density portion
[32].

To quantify these statements, we consider the frequen-
cy shift of a plane wave incident on an expanding (con-
tracting) [6,32] or ionizing (recombining) [33,34] semi-
infinite 1D plasma with a peak density n, greater than
critical density. The plasma has a density gradient in the
x direction with scale length L. We initially restrict our-
selves to the WKB approximation only strictly valid for
kL > 1, where k is the vacuum laser wave number. How-
ever, numerical calculations presented in Appendix A
bridging the WKB limit and the Fresnel limit (kL =0)
suggest the following simple analysis can still be used to
relate frequency shifts to plasma density profile evolution
for kL as steep as 0.02. In addition we only consider the
nonrelativistic limit leading to small frequency shifts
(Aw/w<<1). Under these conditions, a plane wave in-
cident at an angle 8 has a well-defined turning point
nrp=n.cos’6, where n_ is the critical density. The fre-
quency shift is then given by [26,27,35]

_ "=0  Jn(x,t) dx
Aw /o= (2/c)fne=n”m Sl (1)
where by Snell’s law
cos®’ =[1—(sinf/n)*]1"? (2)

and where n is taken to be the usual real part of the re-
fractive index

n=(1-w}/0)'?=(1~n,/n)""? 3)

and o and o), are the laser and plasma frequency, respec-
tively.

In Eq. (3), the plasma collisionality term v/w is omit-
ted. It can be easily shown that the frequency shift con-
tribution from changing collisionality in not unduly steep
gradient plasmas (kL >>0.1) is at least a factor 2v*/w?
smaller than the contribution from changing density (see
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Appendix B). Since the maximum measured v/® at the
maximum relevant density n, is 0.1-0.3 for picosecond
laser plasmas [1,2,7,8], the collisionality term can be safe-
ly ignored. Substituting Egs. (3) and (2) into (1),

Aw 1 =0 (1/n.)[0n,(x,t)/3t]dx

— . 4)
o ¢ Yn=np0) [cos?@—n,(x,t)/n,]"?

A. Shifts by hydrodynamic motion

We model the early evolution of picosecond laser plas-
mas with a self-similar exponential isothermal density
profile [7], consistent with computer simulations present-
ed in Sec. III. The self-similar density profile, shown in
Fig. 1(a), is given by [22]

n,=nyexp—(x /c;t+1) for x> —ct , (5)

where _no is the solid-target density L =ct,
¢,=V'ZT,/m; is the isothermal sound speed and m; is

the ion mass. From Egs. (4) and (5), the frequency shift is
(32]

Aw/0=2c;/c){[In(ny/nyp)—1]+2(1—1In2)}cos6
=(2cosB/c)[vrp+2(1—In2)dL /dt] , (6)

where the turning
vrp=c;[In(ny/ngp)—1].

The first and second terms describe the motion of the
turning point and the increase in plasma line density
below nyp, respectively. For n,/npp=100, a typical
value for the experiments to the presented later, the
second term contribution is =~ 15%.

point velocity is

B. Shifts by ionization front motion

We consider a partially ionized plasma with initially an
exponential density profile irradiated by an ionizing laser
pulse of short enough duration that we may ignore hy-
drodynamic motion. For simplicity, we assume initially
that (a) the ionization rate S=d InZ /dt is constant in

FIG. 1. (a) Self-similar density profile for isothermal expan-
sion. (b) Ionization in isothermal density profile.
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time, (b) the ionization rate is faster than the heating rate,
thus maintaining local thermodynamic equilibrium, and
(c) the plasma remains isothermal in space at any given
time ¢ to ensure a constant charge state Z at all x. Under
those conditions, the electron density evolution is given
by

dn,(x,t)
dt
Hence the resultant density profile [Fig. 1(b)] is

=Sn,(x,t) . ()

n,(x,t)=n,(x,0)exp(St)=nyexp—(x /L +1)exp(St) .
(8)

The density profile given by Eq. (8) greatly simplifies the
frequency shift calculation by having a constant scale
length or, equivalently, separable time and space depen-
dences. From Egs. (8) and (4), the frequency shift is
dInZ
dt
where n,(x,t)=n;(x)Z(t) and n; is the ion density.

By comparison with the first term in Eq. (6), the turn-
ing point velocity vrp has been replaced by an ionization
front velocity L (d InZ /dt). Hence for sufficiently large
L and/or ionization rates, the ionization front velocity
should exceed the hydrodynamic velocity. For recom-
bination, d InZ /dt and Aw/w are negative leading to a
red shift. Analogous to the second term in Eq. (6), ion-
ization in a plasma with a density-dependent scale-length
yields an additional frequency shift term proportional to
dL’/dt, where L' is the local scale length at the turning
point density (see Appendix B). Similarly, for a non-
equilibrium plasma in which the heating rate exceeds the
ionization rate, profile steepening can occur and hence
also yield an extra, in this case negative, time-dependent
frequency shift term (see Appendix B).

Aw/w=2(L /c)S cos§=2(L /c)

cosf , 9)

III. COMPUTER MODELING

To simulate the experiments presented later, we use the
laser fusion modeling program LASNEX [36]. LASNEX is
run in only one dimension as the critical density surface
moves <5% of the spot size (=100 pym) in all cases
modeled. The motivation for using LASNEX is to take ad-
vantage of the numerical physics options available in the
code, such as time-dependent Lagrangian hydrodynam-
ics, average ion atomic physics, Thomas-Fermi as well as
nonequilibrium equations of state, flux-limited electron
conduction and various types of radiation transport of
which flux-limited diffusion was used here. The initial
spatial mesh size at the target surface (density n,) was set
as small as 0.01 nm, which for n,/n,~100 corresponds
to a subsequent spatial resolution of 1 nm at critical den-
sity. In addition, a new subroutine was incorporated in
LASNEX which calculates the absorption of short pulse-
plane-wave electromagnetic radiation in a plasma. The
package was designed to propagate light pulses of =100
fs or more duration, which corresponds to a minimum of
~50 wave cycles in the visible. Since skin depths range
from =10 to 100 nm, light traversal times are less than 1

fs, and hence density profile motion due to hydrodynam-
ics and ionization can be ignored on this time scale. By
Fourier transforming Maxwell’s equations in space and
time, and choosing the time steps between cycles in
LASNEX sufficiently small such that the problem is
effectively static, the above considerations lead to an ap-
proximation of Maxwell’s equations in 1D known as the
Helmholz equations. Our numerical algorithm for the
solution of these equations reproduces the results of pre-
vious work [2,4,7,8]. Thus, during each LASNEX time
step the subroutine solves the Helmholz equations for the
incident wave in s and/or p polarization and then calcu-
lates the rate of Ohmic energy absorption [J-E|=0,|E|?%,
where o, is the real part of the conductivity and E is the
complex electric field. The calculated energy absorption
rate is then passed to LASNEX as a source. Absorption by
other processes such as multiphoton ionization [37] and
ionization dephasing [18] are estimated to contribute less
than 1% absorption here and hence are ignored. In addi-
tion, the present experiments used only s polarization to
suppress localized resonance absorption mechanisms [38].
The frequency-dependent conductivity which is needed
in the wave equation is calculated using a generalized
model of a dc calculation developed by Lee and More
[39]. The generalization consists of accounting for the
frequency dependence by interpolation between the dc
conductivity of Lee and More and the high-frequency
free-electron-gas conductivity. Lee and More accounted
for solid-state effects by adjusting the calculated electron
collision rate to be consistent with the electron mean free
path in the material. Solid-state effects result in a falling
off of the resistivity at high temperature which has been
observed experimentally [1]. In addition, the conductivi-
ty is taken to be independent of intensity since the quiver
energy of the electrons is always less than 20% of the
electron thermal energy for the cases considered here.
The laser pulses are modeled as spatially uniform over
the focal spot, but with a hyperbolic secant squared tem-
poral profile which represents a good fit to autocorrela-
tion traces. Figure 2 shows plasma parameters predicted
by LASNEX calculations during irradiation, by a 583-nm,
1-ps full width at half maximum (FWHM), 1.5X10'-
Wcem ™2 pump pulse, of (a) a gold target and (b) a gold
plasma performed 200 ps earlier by a 583-nm, 1-ps
FWHM, 2X1083-Wcem™2 pulse. Both the performing
pulse and pump pulse were incident at 10°. Figures 2(a)
and 2(b) represent the state of the plasma at the peak of
the pump pulse and show spatial profiles of the electron
temperature T, (in eV), the ionization state Z, and the
plasma ion density p (in gcm ™ 3) and electron density n,
divided by the critical density n, =3.28 X 10*! cm 3.
Figure 2(a) illustrates that the predicted early plasma
profile is exponential and isothermal up to density 10n,.
In Fig. 2(b), corresponding to a 200-ps delay after initial
plasma production, the ion density profile has acquired a
density-dependent scale length, but is still well approxi-
mated over any one scale length by an exponential. The
electron density profile, however, has formed a plateau at
critical density due to ionization by the pump pulse, as
has been previously noted in other computational studies
[17]. Since, during pump pulse irradiation, the electron
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heating rates quickly surpass the electron collisional ion-
ization rates at the relevant densities, critical density and
below, it is essential to use non-thermodynamic equilibri-
um in LASNEX for electron temperatures as low as 20 eV
to correctly evaluate time-dependent ionization states
and hence critical density contour velocities. It should be
mentioned that non-thermodynamic equilibrium also
affects the plasma equation of state since the electron
pressure is directly related to the electron number densi-
ty.

Figure 2(b) also shows that the turning point density
(=~4n,) for a 20 probe (A=290 nm) lies above the density
plateau and hence is about 2-um deeper into the plasma
than the reflection point for a 1w probe. In addition, the
electron temperature at =4n, is 1 eV, two orders of mag-
nitude less than 7T, at n,. The combination of increased
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FIG. 2. 1D hydrodynamic simulation of plasma parameters
present at peak of 1-ps, 1.5X 10"*-Wcm™2 pump pulse during
irradiation of (a) solid gold target and (b) gold plasma created
200 ps earlier by a 1-ps, 2X 10'3>-W cm ™2 preforming plasma
pulse. Both pulses s polarized and incident from positive x at
10° to the target normal. Curves are for normalized electron
density n,/n. (solid line), ion density in gcm ™3 (dashed line),
electron temperature 7, in eV (dot-dashed line), and average
charge state Z (dotted line). Initial target surface is at x=0.

path length and decreased temperature should lead to
much larger plasma absorption of 2w radiation, an im-
portant experimental issue further discussed in Sec. V.

IV. EXPERIMENTAL SETUP AND RAW DATA

The experimental configuration is shown in Fig. 3.
The laser consists of an amplified, synchronously pumped
3-mJ, 0.8-1-ps dye laser [40] operated at 580 or 583 nm
and at a repetition rate of 2.5 Hz. The prepulse fluence
on target was kept below 0.1 Jcm ™2 to avoid production
of a long-scale-length plasma before arrival of the pi-
cosecond pulse. 10% of the laser energy, however, was
contained in a 3-ps FWHM post pulse centered 7-8 ps
after the main pulse. The laser beam was split into three
to provide optically synchronized probe, pump and pre-
forming plasma pulses with variable time delay between
any two. The pump and preforming beams were focused
by an f/20 lens to a 50-60-um-dia spot at 5°-10° in-
cidence. The s-polarized probe beam was focused by an
/710 lens to a 25-um-diam spot at 30°-40° incidence and
centered on the larger spot defined by the other two
beams. The intensities of the probe, pump, and preform-
ing plasma pulses were typically 2X 102, 2X 10", and
2% 10" Wcem™2, respectively. Experiments recording
time-resolved spectral shifts on a single shot were also
performed. In that case, the probe beam consisted of op-
tically synchronized 532-nm, 1-uJ, 70-ps FWHM pulses.

The targets consisted of 3-in. polished silicon wafers
(0.3-nm rms surface roughness) overcoated with 500 nm
of gold or carbon. The targets were mounted on remote-
ly driven translation and rotation stages so the laser
could fire on a fresh target surface on each shot. The tar-
get manipulator and focusing optics were mounted in a
vacuum chamber operating at a base pressure of 3X 1073
Torr. The specular reflection of the probe pulse was im-
aged onto the slits of a 0.34-m grating spectrometer at-
tached to an optical multichannel analyzer (0.57 A per
pixel) and oscilloscope. Spectra were averaged over
30-40 shots and the shift of the spectral peak was
recorded at each intensity or temporal setting. Shot-to-
shot spectral jitter was less than 0.3 A. For the long
pulse probe, the spectrometer was coupled to a fast (3-ps
resolution) streak camera.

The spectra of a single pulse reflecting from a gold tar-
get at 40° incidence is shown in Fig. 4 for increasing pulse
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FIG. 3. Experimental configuration.
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FIG. 4. Reflected s-polarized pulse spectra for various peak
irradiances on gold target: (a) I=4.4X10"" Wcm™2 (b)
1.2X102 Wem™2, (c) 6.2X 102 Wem ™2, (d) 2.2X 102 Wem ™2,
(© 6.8X10% Wem 2, () 1.6X10" Wem™2 (g) 2.3X10M
Wecem™2, (h) 4X 10" Wcem ™2, Pulse incident at 40°.

1rrad1ance I. The unshifted spectra [Fig. 4(a)] consisted
of a 2.5- A FWHM peak superimposed on a weaker 10-
A-wide component centered slightly to longer wave-
lengths. The spectra were in all cases shifted to higher
frequency. The data closely parallel those of Milchberg
and Freeman [6], where the shift which is proportional to
dn /3t [see Eq. (1)] increases as V1.

The spectrum of a 3X10'%-W cm ™2 pulse reflected at
40° from a gold target irradiated 200 ps earlier by a
2X 1013-W cm 2 pulse is shown in Fig. 5. By comparison
with Fig. 4(g) or 4(h), the shift has increased fivefold.
The large increase is attributed to ionization front motion
in a preformed long density scale-length plasma as de-
scribed by Eq. (9). From streaked spectra, the unshifted
component in Fig. 5 was identified as the undesirable
low-intensity post pulse.

Time-resolved spectra using the long pulse probe are
shown in Fig. 6. The incidence angles of the pump and
probe beams were 5° and 40°, respectively, the pump in-
tensity was 1X 10 Wcem™2, and there was no preform-
ing plasma pulse. The absolute timing has been calibrat-
ed by recording in zeroth order the relative arrival of
specularly reflected 532-nm probe light and diffusely
reflected 583-nm pump light. Note that the spectral reso-
lution has been purposely set at 2 A to retain the 3- -ps in-

The spectral-shift—to—width ratios after deconvolution
of the finite laser bandwidth are high, typically 3 at the
higher irradiances. Hence we surmise that the contribu-
tions to spectral broadening such as temporal averaging
(3%n /3t?) over the pulse duration, spatial averaging over
the focal spot and over steep plasma density profiles, are
small and can be ignored in all further analyses. Thus
only the frequency shifts of the peaks in the reflected
spectra will be plotted hereafter and compared to com-
puter simulations.

t(ps)
A
— 20

<

| [
10 0 -10
AN (A)

FIG. 6. Streaked spectrum of s-polarized 532-nm, 70-ps
probe pulse reflecting at 40° from gold target irradiated at t =0
by 583-nm, 1-ps, 1.5X 10'*-W cm 2 pulse.
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V. RESULTS AND ANALYSIS

In Fig. 7, the spectral peak shifts measured from the
single-pulse data on Fig. 4 are plotted versus peak laser
irradiance. Moreover, since the modeling predicts ex-
ponential profiles throughout the pulse, Eq. (6) has been
used on Fig. 7 to translate frequency shifts into expansion
velocities at the turning point density (npp=1.9X10%
cm™3). The solid curve is the calculated shift from the
computed time-dependent profiles, convolved over the
finite pulse duration and including both turning-point
density motion and scale-length evolution below nyp. We
note that the data and shifts extracted from the simula-
tions by assuming reflection at the classical turning point
density, n,cos?0, are in surprisingly good agreement
given the calculated ultrashort scale lengths present
(L=2-14 nm or kL =0.022-0.15). Specifically, in such
steep plasma gradients, Eq. (6) should be invalid, the ma-
jority of the absorption will occur well above nyp [2,4]
and significant reflection will occur over a large range of
densities at and above nrp. However, poorer fits are ob-
tained by simply postulating a higher turning-point densi-
ty which travels at a lower velocity.

The agreement in Fig. 7 is less surprising by noting
that we are plotting the shift of the spectral peak, which
after deconvolution of the initial laser spectra profile, is a
measure of the velocity of the density contour yielding
maximum reflectivity. This highlights an important dis-
tinction between ultrashort scale length plasma absorp-
tion [2,4] and reflection. The absorption, predominantly
collisional, varies as n,n;I(x) but the plasma reflectivity
above npp is only weakly dependent on density and so
just varies with I(x ), the laser intensity. For s-polarized
light, the well-known solution [22] for I(x) yields a
standing wave below nqp and an exponentially decaying
wave above nrp. Hence, as shown on Fig. 12 in Appen-
dix A, while the calculated density for maximum absorp-
tion varies approximately [4] as nyp /(kL)*/ for kL <1,
the density at which the maximum reflection occurs
remains close to the usual turning point density nrp,
where I(x) is still unattenuated, even for kL as short as
0.02. Thus, for I>3X10"® Wcem™2, we conclude that
the shifts of the peaks in the reflected spectra shown in
Fig. 4 and plotted in Fig. 7 are indicative of the usual
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FIG. 7. Wavelength shifts from data of Fig. 4 vs peak laser
irradiance. Solid curve is theoretical fit.
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turning-point density velocity. For I <3X 10> Wcm ™2,

for which kL is less than 0.02 at the peak of the pulse,
calculations predict that at least 50% of the laser pulse
passes through the plasma reflects from the unablated
solid target and suffers no frequency shift. Hence the
small spectral shifts observed below I=3X10"* Wcm ™ ?
are more complicated reflectivity averages over moving
plasma and undisturbed solid.

In Fig. 8(a), the spectral shifts and inferred velocities at
nrp experienced by a pump pulse interacting with pre-
formed gold (e.g., Fig. 5) and carbon plasmas are plotted
as a function of delay At between preforming plasma
pulse (I=2X10" Wecm™%6=10" and pump pulse
(I=3X%X10" Wecm™2,60=40°. The solid curve represents
theoretical predictions for several delays in gold plasmas,
each one weighted over the pump pulse temporal profile.
The experimental and calculated shifts are in good agree-
ment, decreasing slightly before rising sharply after
At =50 ps. The results indicate a transition from purely
hydrodynamic motion to dominance by ionization front
motion as At and hence L increases. As an example of
the importance of ionization, consider the effective mea-
sured turning-point velocity of 7X 10" cms ™! at Az =500

AL (A)
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@ 107t
E
e
2
3
2 108t

105 O L

1 10 100 1000
At (ps)

FIG. 8. (a) Wavelength shifts incurred by pump pulse versus
delay after initial plasma production for gold (solid squares) and
carbon (open triangles) targets. Preforming plasma pulse irradi-
ance is 2X 10> Wcm ™2 at 10° incidence and pump pulse irradi-
ance is 3 X 10'* W cm ™2 at 40° incidence. Solid curve is theoreti-
cal calculation for gold. A-10-A shift translates to a Doppler
velocity of 3.3X10" cm/s. (b) Calculated shifts (velocities)
versus delay. Solid line is total, dotted line is contribution from
hydrodynamic motion, dashed line is contribution from ioniza-
tion, dash-dotted line is contribution from changing scale
length.
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ps. If such a velocity were solely hydrodynamic in origin,
Eq. (6) predicts ZT, would be 60 keV, clearly much too
high for the present incident laser intensities and sub- to
few keV spectra recorded [11]. Moreover, ascribing the
shift solely to ionization for the calculated scale length of
1.5 um at At=500 ps leads to d InZ /dt=0.5 ps™!, a
reasonable 60% increase in the value of Z during the
peak of the picosecond pump pulse. For the other time
delays for which ionization front motion dominates, 50,
100, and 200 ps, the ionization rates d InZ /dt during the
pulse peak are 0.3, 0.4, and 0.5 ps~!, respectively. By
contrast, for a small delay such as 1 ps during which L
has only reached 20 nm, ignoring the hydrodynamic con-
tribution to the shift leads to a predicted d InZ /dt=3.8
ps_ !, an unrealistic 45-fold increase in the charge state
during the peak of the pulse. Conversely, ignoring an
ionization contribution at At =1 ps yields ZT, =600 eV,
in fair agreement with simulations (Z=15, T, =60). For
carbon, the smaller shifts recorded at late time delays are
ascribed to fewer charge states available in ionizing car-
bon.

More detailed results for the various calculated contri-
butions to the shifts in gold plasmas are shown in Fig.
8(b) as a function of time delay. The various shifts have
been translated into effective Doppler velocities v by
Aw/w=2(v /c)cosf. The maximum calculated shift im-
parted by changing collisionality translates to <1X10*
cms™ ! and hence is ignored. As surmised above, hydro-
dynamic motion contributes 90% of the shift at the earli-
est delay (1 ps), while ionization front motion contributes
99% of the shift at the largest delay investigated, 500 ps.
Equal shift contributions are predicted to occur between
10- and 20-ps delay, when L reaches 100 nm. We note
that the contribution from changing scale-length is 13%
at Ar=1 ps, consistent with the analytic solution for the
isothermal expansion model shift [Eq. (6)]. As expected,
the absolute value of the shift contribution from dL /dt
first decreases with delay as the sound speed ¢, =dL /dt
decreases, but then rises sharply after At=20 ps. The
reason for the subsequent increase is linked to the pre-
dicted departure from a purely exponential profile for
At > 10 ps, for which times the unperturbed profile is ap-
proximately given by

n,(x)=ngexp—[2x In(ny/n.)/L]'?*,

where L remains as the critical density scale length, but
the general scale length L*=[2xL /In(n,/n,)]'/? is den-
sity dependent, increasing with increasing x (decreasing
density). Since the turning point during ionization by the
pump beam moves to larger x where L* is longer, addi-
tional “blue” shift terms appear due to dL /dt (see Table
Iin Appendix B).

The results presented in Figs. 7 and 8 were time
resolved by interrogating with a probe pulse, the frequen-
cy shifts before, during and after pump pulse irradiation.
The evolution of shifts in a gold plasma irradiated at 10°
incidence by a 1-ps, 1.5X10'-Wcm™2, 580-nm pump
pulse, with and without a 2X10">-W cm ™2 preforming
plasma pulse arriving 200 ps earlier, are shown in Fig. 9
on an expanded scale. The probe pulse intensity, 2 X 102
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FIG. 9. Variable delay probe pulse shifts during pump pulse
irradiation: (a) without and (b) with preforming plasma pulse on
gold target. Probe pulse irradiance is 3X 10"' Wem™2 at 30° in-
cidence, preforming plasma pulse irradiance is 2X 10'* W cm ™2
at 10° incidence, pump pulse irradiance is 1.5X 10" Wem™? at
10° incidence, and delay between the latter two pulses is 200 ps.
Horizontal lines are pump pulse shifts and O delay corresponds
to simultaneous arrival of pump and probe pulses.

W cm ™2, was checked to be noninvasive and the probe in-
cidence angle was 30° for a turning point density
np=2.5X10*! cm™3. The two sets of data shown in
Fig. 9 were taken under identical conditions except for
intentional misalignment of the preforming plasma beam
for curve a. Hence the temporal shift between the peaks
in curves a and b is reliable even if absolute timing were
not known. Absolute timing to within 0.3 ps was found
as follows. After applying a small (10%) correction for
the noncollinear geometry, the frequency shifts incurred
by pump and probe pulses arriving simultaneously at the
target (delay At=0 ps) should be identical. Since the
measured pump pulse shifts, denoted as horizontal lines
on Fig. 9, are slightly less than the peak probe pulse
shifts, two possible locations in time for Az =0 ps exist on
curves a and b, one on the rising edge and one on the fal-
ling edge. However, since the peaks in curves @ and b are
displaced in time, only the rising edge location on curve a
and the falling edge location on curve b match up and
hence define t =0 ps. Hence the peak ionization shift and
peak Doppler shift occur 0.5-0.8 ps before and after the
peak of the pump laser pulse, respectively.

In Fig. 10(a), time-resolved data without a preforming
plasma pulse, similar to curve a on Fig. 9, is plotted over
a longer time scale. The data are qualitatively similar to
those of Fig. 6, but offer three times better temporal reso-
lution. The frequency shift rise time, 4 ps, is slow and
lags with respect to the laser pulse rise time, 1 ps. This is
attributed to a predominantly hydrodynamic Doppler
shift which increases cumulatively with absorbed laser
energy fluence [6]. At =0 ps, the small (25%) variation
in the shift over a 1-ps interval can quantitatively explain
the large shift-to-broadening ratio observed in the single
beam experiment (Fig. 4). The effect of the undesirable
pump post pulse manifests itself as a second peak cen-
tered at 8-ps time delay. This second peak is attributed
to additional ionization (d InZ/dt=0.1 ps~!) rather
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FIG. 10. Variable delay probe pulse shifts during pump pulse
irradiation, without preforming plasma pulse, using (a) 580- and
(b) 290-nm probe pulses. Pump pulse irradiance is 1.5X 10"
Wem™2 at 10° incidence. A 1-A shift translates to Doppler ve-
locities of 3X10% cm/s and 6X 10° cm/s for (a) and (b), respec-
tively. Solid curve and dashed curve are simulation results at
1.5 and 0.75 X 10" W cm 2, respectively.

than hydrodynamic acceleration, because the calculated
long-prevailing scale length at t =8 ps (270 nm vs 20 nm
at t =1 ps) favors ionization-induced shifts, as previously
discussed in reference to Fig. 8(b). At later delays, the
frequency shifts and hence sound speeds become un-
detectable within 20-30 ps, consistent with earlier time-
resolved scale-length measurements [7] and suggestive of
rapid cooling of electrons by thermal conduction and/or
recombination. It should also be noted that the frequen-
cy shifts after 10 ps could be a combination of red recom-
bination shifts and blue hydrodynamic shifts.

In Fig. 10(b), the probe was switched to a 10''-W cm™?
frequency-doubled (A=290 nm) pulse which reflects at a
higher density, 4np=10%* cm™>. Since the difference in
pump and probe wavelength precluded finding At =0 ps
as before (Fig. 9), absolute timing was estimated to *+1-ps
accuracy by applying a calculated 20-ps correction for
the group velocity delay between 580- and 290-nm light
in the relevant optics before the target. The features of
Figs. 10(a) and (b) are similar, including evidence of the
post pulse. The measured 40% reduction in relative shift
AL/MA for the shorter wavelength probe is in fair agree-
ment with the 31% reduction predicted by the isothermal
expansion model [Eq. (6)], where the exact value of ny/n,
is not critical and taken to be 100.

The computational predictions ignoring the post pulse
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and weighted over the finite probe pulse duration are
shown as solid curves on Figs. 10(a) and 10(b). The
theoretical results reproduce the early temporal behavior
of the measured shifts, peaking at t=1 ps and then ini-
tially decaying on a 3-5 ps time scale. The initial shift
decay is caused by both the electron temperature 7, de-
creasing from a peak of 70 to 25 eV and the charge state
Z dropping from 15 to 11 and from 16 to 7 at the 580-
and 290-nm turning-point densities, respectively. How-
ever, the absolute magnitude of the calculated shifts are
30-50 % higher than observed and remain nonzero at
late times (15-30 ps). The calculations also predict a
smaller 17% reduction in the relative (AA/A) peak shifts
between Figs. 10(a) and 10(b). Better fits shown as dotted
curves on Figs. 10(a) and 10(b) are obtained by assuming
a 50% lower pump pulse intensity of 7.5X 10> Wcm 2,
corresponding to the lower error limit on the experimen-
tal intensity.

In Fig. 11(a), time-resolved data with a preforming
plasma pulse, similar to curve b in Fig. 9, is plotted over
a longer time scale. By contrast with Fig. 10(a), a much
larger and more transient shift is obtained with a 2-ps rise
time and 1-ps decay time. The results of Fig. 11(a) are
consistent with ionization front motion, where the ioniza-
tion rate first increases with absorbed laser intensity, then
decreases rapidly with increasing charge state (ionization
potential), and finally disappears altogether as ionization
itself ceases with the onset of plasma cooling. Careful
measurements at late delays show no observable red

—40!
(a)

25 - 100
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Reflectivity (%)

At(ps)

FIG. 11. (a) Variable delay probe pulse shifts during pump
pulse irradiation, with preforming plasma pulse. Parameters
identical to Fig. 9(b). Solid and dashed curves are computation-
al results at 1.5 and 0.75X 10" W cm ™2, respectively. (b) Ex-
panded plot, superimposing on data calculated evolution of
plasma reflectivity (dashed line), temperature (dotted line), and
charge state (solid line) at turning-point density.
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recombination shifts which again may be masked by
small blue Doppler shifts. The area under Fig. 11(a)
yields a total displacement LA InZ =0.7 um, which for a
predicted scale length L =0.6 um equates to a threefold
jump in Z.

Attempts to repeat these time-resolved shift measure-
ments using a frequency-doubled probe pulse failed. No
shifts were obserged, in contradiction with a minimum
peak shift of 1.2 A predicted both by simulations and by
extrapolating from the measured 580-nm probe shifts. It
is likely that the sampled reflected uv probe light was
predominantly unfocused radiation which did not in-
teract with the plasma, suffering no absorption nor fre-
quency modulation. Such a view is supported by noting
that the calculated plasma optical depth 7 (< 1/A? for a
purely exponential isothermal profile) is =7, while the
measured ratio of the reflected probe signal with and
without the plasma yields 7 =<4.

Computational results for the 580-nm probe, con-
volved with the finite probe pulse duration and with the
time-dependent plasma reflectivity, are superimposed as
curves on Fig. 11(a). The solid and dashed curves corre-
spond to pump intensities of 1.5 and 0.75X 10" Wem ™2,
respectively. The modeling reproduces the negative delay
for the peak shift and agrees with the data at positive de-
lays. However, the simulations predict up to 250%
larger shifts during the leading edge of the pump pulse
and hence a much greater time-integrated jump in charge
state Z (15-fold versus 3-fold experimentally). Changing
the assumed pulse profile over the region of interest
(—2.5<At<2.5 ps) does not alter the area under the
theoretical curve and hence does not remove the
discrepancy. One solution is to postulate the presence of
a long ( > 10 ps) low-intensity prepulse which would slow-
ly preionize the plasma such that the resultant shifts be-
fore At=—2.5 ps would be below our 0.2-A detection
threshold, yet the plasma charge state would have
reached Z=35 by At=—2.5 ps. However, the resultant
long-scale-length plasmas caused by such prepulses [11]
incident on solid targets, before arrival of the main pi-
cosecond pulse, has not been observed here and in other
related experiments [7,41] using the same laser. We sug-
gest spatially dependent reflectivity is at least part of the
reason for the large difference between calculations and
data at early delays (At < —0.5 ps) by examining the cal-
culated evolution in plasma reflectivity, temperature, and
charge state at the turning point density. Figure 11(b)
shows that by virtue of the predicted plasma conditions
immediately before pump pulse irradiation, that is, low
charge state Z =1 and long scale length L =0.5 um, the
charge state can increase by a factor of 5 by At=—1 ps
in the pump pulse profile while the plasma remains cold
(<20 eV) and hence highly collisional and absorbing
(>90%). It is then likely that the measured spectra be-
tween At = —2.5 and — 1 ps have been compromised just
as in the uv probe experiment by the spatial wings of the
580-nm probe light which reflect from outlying, shorter
scale length, hence more reflective plasma regions which
undergo less ionization and hence impart smaller fre-
quency shifts. We note that this phenomenon cannot ex-
plain the discrepancies between the full pump intensity
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simulation and data for the time-resolved shifts without
preformed plasmas (Fig. 10) as the specular reflectivity in
such steep gradient plasmas begins and remains high,
>50% for a 580-nm probe for Az <5 ps, as shown on
Fig. 6.

The predictions shown on Fig. 11(b) illustrate that,
after the peak of the pump pulse, the electron tempera-
ture immediately begins to drop while the charge state
continues to rise for a few picoseconds. Such behavior is
indicative of a nonequilibrium plasma in which the ion-
ization rates are slower than the heating and cooling
rates. Hence, by using picosecond pulses, we are able to
both leave a high-density (3X10?! cm™3) plasma in a
state of nonequilibrium and to noninvasively probe the
dynamics of the subsequent equilibration process.

VI. SUMMARY

The evolution of critical density profiles in < 10'-
Wem™? picosecond laser plasmas have been inferred
from the spectral shifts imposed on reflected picosecond
laser pulses. Peak spectral shifts of AL /A= —0.004 have
been recorded, corresponding to critical density velocities
approaching 10® cm/s. Using simple analytic results,
sound speeds and ionization rates are extracted from the
measured spectral shifts for normalized density scale
lengths kKL as short as 0.03. In addition, the predicted
dominance of hydrodynamic motion for short-scale-
length plasmas and ionization front motion for long-
scale-length plasmas have been observed and shown to
agree with 1D computer simulations. The generally good
fits between experiments and simulations confirm that
parametric absorption and frequency shift mechanisms
are, as expected, negligible under our conditions
I?»ikL /T,<5%X102 Wcem 2um?eV~!. The present
method of inferring plasma dynamics from spectral shifts
of reflected laser pulses should be applicable for all laser-
plasma parameter space below IAZkL/T,=3X10"
Wem 2um?eV™!. The simulations also indicate that
the self-similar isothermal exponential density profile
model is a good approximation up to 100-nm scale
lengths. The time-resolved experimental results show
more sensitivity to modeling and show only qualitative
agreement between data and simulations. The poorer fits
are attributed to contrast problems in measuring time-
and space-dependent reflectivities and to uncertainties in
laser irradiance. Nevertheless, the observed large quali-
tative differences in the amplitude and time dependence
of the reflected spectral shifts with and without a pre-
formed plasma (see Fig. 9) are reproduced by the comput-
er simulations. Indeed, such characteristic temporal
dependence in the reflected spectral shifts could be used
as a sensitive measure of the degree of plasma preexpan-
sion by laser prepulses and/or by the main pulse leading
edge during high-intensity ultrashort-pulse laser-solid in-
teraction experiments. The amount of pre-expansion in
turn will be crucial in determining and in correctly mod-
eling the mechanisms and degree of absorption of the
main pulse.

Further experiments using several probe wavelengths
spanning the infrared to far ultraviolet could map the
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plasma velocity profile over a larger density range of 30
for a better test of hydrodynamic and ionization front ex-
pansion models. The shifts incurred during p-polarized
pump irradiation might yield information on resonance
absorption mechanisms where swelling of the laser field
at critical density could lead to such high-intensity pro-
cesses as multiphoton ionization. For a combination of
short scale lengths and high intensity, profile steepening
by the ponderomotive force at critical density [22] should
reduce [42] the magnitude of blue expansion shifts and
should eventually yield net red shifts due to predicted
laser hole boring [43] above I}»i= 10" Wem ™2 um?.
Frequency shift measurements on laser plasmas with
10-100-fs pulses are a natural extension, but may prove
more difficult due to the intrinsic larger laser bandwidth.
In addition, the slower ionization rates and lower col-
lisional rates effective in the interesting higher tempera-
ture plasma regime [3,20] accessible with intense shorter
laser pulses will yield smaller spectral shifts. Both con-
cerns might be alleviated by using a shorter wavelength
probe which reflects at a higher density where collisional
ionization rates are expected to be higher.
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APPENDIX A

To relate Doppler-shift measurements to plasma profile
evolution calculations, the spatial dependence of the
reflection must be known since each density contour will
in general move at a different velocity [see Fig. 1(a) for
example]. In the limit of long plasma density scale
lengths kL > 1, reflection is localized at the turning point
density nyp=n_cos’8 and hence only the velocity at nyp
matters. However, as the scale-length decreases below
the optical skin depth (kL < 1), an electromagnetic wave
incident on such a profile will penetrate above ntp and
hence sample a larger range of densities.

We first estimate the degree of reflection at each densi-
ty by calculating the electric-field profile by numerically
solving the Helmholz wave equations [8] for an exponen-
tial density profile of arbitrary scale length. Neglecting
multiple reflections, the relative reflectivity at each point
is then estimated by multiplying the square of the local-
field amplitude by the local Fresnel reflectivity [44] at
each density point. Second, we calculate, using Eq (6),
the unique velocity and hence frequency shift which is
imparted by each density contour. The reflected spec-
trum is then the distribution of frequency shifts from all
densities, each of which is weighted by the reflectivity
from that density. Hence the experimental observable,
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FIG. 12. Numerical results showing electron density at
which maximum absorption (dashed line) and reflection (solid
line) occurs versus plasma density scale length. Isothermal, ex-
ponential profile is used with normalized critical density col-
lisionality v/w=0.3, s-polarized light, and 30° incidence. Clas-
sical turning-point density nyp is shown as dotted line.

the frequency shift of the peak in the spectrally resolved
reflectivity, also occurs at the density for maximum
reflectivity. The dependence of the density for maximum
reflectivity on scale length is shown in Fig. 12 for s-
polarized light, a collision frequency v/w=0.3(n,/n.)
and 30° incidence. We also plot the density for peak ab-
sorption which is directly calculated from the Helmholz
equations [2,4,7]. While the maximum absorption point
is strongly dependent on scale length, varying as
(kL)~*”) the density for maximum reflectivity remains
within a factor of 2 of the classical turning point density
for kL as short as 0.03, corresponding to L =3 nm for
580-nm light. Hence, for kL >0.03, we may still use Eq.
(6) to relate the velocity of the turning point density to
the measured experimental quantity, the shift of the peak
in the spectrally resolved reflectivity.

APPENDIX B

In Table I, analytical results for spectral shifts incurred
in plasmas with various initial and evolving density
profiles are presented. For clarity, each of the three spec-
tral shift mechanisms considered here, hydrodynamic
motion, ionization, and changing collisionality, is isolated
in turn. The initial target density is n, and the col-
lisionality at critical density v./w is 8. For transverse
probing, the plasma diameter d is introduced as an addi-
tional parameter and refraction is ignored. It should be
noted that “normal” probing by reflection from the
turning-point density transmutes into transverse probing
as in plasma interferometry when 2L tanf>d. Profile
steepening caused by, for example, density-dependent
ionization rates or the laser ponderomotive force, is simu-
lated using L'=L —c;t above a lower density n;. For
the two color cases, A, designates the pump pulse and A,
the probe pulse; the critical density n, and the turning
point density npp are defined with respect to A,.

It is instructive to consider the relative magnitudes of
shifts in the underdense region (n, <n,). For initially ex-
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TABLE 1. Analytic results for frequency shifts for various classes of evolving plasma density profiles, probe geometries, and wave-
lengths. H denotes hydrodynamic, I ionizing, C collisionality changing, E exponential profile, FT flat-top profile, L linear profile, CP
computed profile, S steepened profile, F foil target, T transverse probing, and A, probe wavelength, if different from pump wavelength

Ar‘:
Model Density profile Conditions Shift (Aw/w)
H,E n,=ngexp—(x/cst+1) v/wo=B(n,/n.),B << 1 2(¢; /e){[In(ng/nrp)—1]+2[1—1In2]
— L BPcos*0)cosb

H/FT,F n,=n.L./cst,|x| <c,t/2 n,<n.0=0° (—c,/e){(1—L,/2¢,t)/(1—L_ /c,t)'*—1}
n,=0,|x|>c,t/2

H,E,F n,=(n.L./2c,t)exp—x /cgt n,<n.,0=0° (—2¢,/c){A—2In(1+ 4)+2In2—1},

A=(1—L,/2¢,t)'"?
H,E,T n,=ngexp—I(x/c;t+1) n, <<n,,0=90° (¢ /2¢){(d/L)[In(ny/n,)—1]
X(n,/n)/(1=n,/n. )%}

LE n,=ngexp—(x /L )expSt S=dInZ/dt (2L /c X(d InZ /dt )cos6

LE,\, n, =ngexp—(x /L )expSt n,<ng, A <A, (2L /¢){1—[1—(A,/A,)*]"*}(d InZ /dt )cos@
n,=ngexp—{(x/L) n,>n,

LE,S n,=nrexp(x/[L—cpt)] n,>ng (2¢; /¢){In[(1+B)/(1—B)]—2B}cos6,
n,=npexp(x /L) n,<np B=(1—ny /np)'"?

I,E,S,)\,z neaneXp[x/(L_CLt)] )»2=k1/2,nrp>ne>n,_ (2CL/C){O-134IU(”TP/’1L)
n,=nexp(x /L) n,<np,n,>ngp>>n; —2(0.134—0.1011n2)}cos@

LFT,F n,=(n.L./L)expSt, |x| <L /2 n,<n.,0=0 (L/c)dInZ/dt)n,/n)/(1—n,/n.)"?
n,=0,|x|>L/2

LE,F n, =ngexp—(x /L )expSt n,<n.0=0 (2L /c){1—[1—(nqy/n,)expSt]'"*}(d InZ /dt)

IL n,=n.1—x /L )expSt (4L /3c)(d InZ /dt )(exp—St)cosO

I,CP n,=ny(expSt) {(2L /c)(d InZ /dt)/[In(ny/n.)]}[2(1—1In2)

X {exp—[2xIn(ny/n.)/L]"%} +In(ny/n1p)+(d InZ /dt )t Jcos8
LT n,=n,(0)expSt n, <<n.,0=90° (d/2¢)d InZ /dt)(n, /n.)/(1—n, /n)"?
C,E n,=ngexp—(x/L+1) Br<<1 —32L /15¢(B%d InB/dt )cos 0

ponential density profiles, the shift ratios extracted from
Table I are as follows. The hydrodynamic to ionization-
front shift ratio is

¢[In(ng/nep)—1]
L(d InZ /dt)

, (B1)

the changing collisionality to ionization-front shift ratio
is

168%d InB/dt
15d InZ /dt ’ (B2)

and the transverse-probe to normal-probe shift ratio is
approximately

sinf@
2

From Egs. (B1) and (B2), ionization front motion will
dominate for large scale lengths L and/or ionization rates
and also for small values of the collisionality 8. Equa-
tions (B3), surprisingly, holds for both ionization front
motion and hydrodynamic motion. Hence there is no ad-
vantage in using transverse probing as a means of isolat-
ing ionization-induced shifts. Finally, although explod-
ing foils [45] will yield red shifts in transmission when the
peak density falls below critical density, the maximum
shift for a realistic exponential profile is only 0.77¢, /c, al-
most an order of magnitude less than the blue reflected
Doppler shifts that will be present during the overdense
phase.

with d =2L tan6, n,=nyp <<n, . (B3)
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FIG. 6. Streaked spectrum of s-polarized 532-nm, 70-ps
probe pulse reflecting at 40° from gold target irradiated at t=0
by 583-nm, 1-ps, 1.5 X 10"-Wem 2 pulse.



