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Transfer dynamics of a quasiparticle in a nonlinear dimer coupled to an intersite vibration:
Chaos on the Bloch sphere
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The quasiparticle transfer in a coupled nonlinear dimer-vibration system is analyzed. The quasiparti-
cle is subjected to both an intrasite cubic polarization nonlinearity and an intersite vibration. The sys-
tem is a realization of a Hamiltonian Bow on the foliated phase space represented by the Bloch sphere
(density-matrix dynamics of the quasiparticle) and the plane (state of the oscillator). The analysis is per-
formed starting from the uncoupled case for which the Hamiltonian Aow on the Bloch sphere is charac-
terized by a homoclinic structure for polarization strength above a critical value dividing the solutions
into two different classes of partially trapped and untrapped transfer behavior. Then the modifications
for a finite coupling, in particular, how chaos on the Bloch sphere develops, are investigated in detail, ap-

plying the Melnikov method and direct numerical integration for increasing coupling strength. The de-

velopment of chaos on the Bloch sphere implies a transition from partially trapped to untrapped transfer
behavior, destroying quasiparticle self-trapping.

PACS number(s): 05.45.+b, 63.20.Ls, 82.20.Rp

I. INTRODUCTION

The manifestations of nonlinearity in the transport
properties of dynamic systems are numerous and result in
a rich variety of the behavior of these systems controlled
by parameters and initial conditions. The nonlinear
discrete Schrodinger equation serves as a prototype in the
investigations of these effects in recent times. The non-
linear discrete Schrodinger equation was considered, e.g.,
by Davydov for quasiparticle motion in biological sys-
tems [1] or in other contexts, known as the discrete self-

trapping (DST) equation, for which a rich structure in
the dynamic behavior was obtained [2—6]. In the DST
equation the dynamics of a particle or quasiparticle are
considered in the presence of a cubic-site-dependent pola-
ronic coupling modeling energy lowering due to medium
polarization, which was discussed originating with the
work of Holstein [7] (see also [8,9]). Based on this
discrete dynamics, Kenkre and Campbell investigated the
particular case of the restriction of the transport to two
sites, i.e., a dimer, and described interesting effects such
as quasiparticle self-trapping for a polarization strength
above a critical value [10]. Later this model was extend-
ed to include dissipation effects [11,12], and a complete
analysis of the nondissipative transfer dynamics, includ-
ing asymmetry efFects, was presented in [13].

In this paper we address the problem of the transport
properties of this nonlinear dimer model for the case of
the most natural dynamic extension; namely, we include
in the consideration the coupling of the quasiparticle to a
longitudinal vibration along the axis connecting both
molecules in the dimer explicitly. Or in the language of
molecular dimers, besides the influence of the fast in-
tramolecular polarization vibrations, which result in the
polaronic energy lowering, we are interested in the effect
of the slow intermolecular vibration on the transfer dy-
namics. This corresponds to many situations in real

molecular dimers with relatively strong intramolecular
interactions and weak intermolecular forces (see
[14—16]).

In the present model the fast polarization effects are
represented by a cubic nonlinearity, whereas the inter-
molecular vibration occurs roughly on the same time
scale as the transfer and must be included into the con-
sideration explicitly. The presence of chaotic dynamics
and the development of a stochastic layer, which we
demonstrate for our model of the coupled nonlinear
dimer-vibration system, implies a transition from partial-
ly trapped to untrapped transfer behavior and has obvi-
ous applications for energy transfer occurring in molecu-
lar dimers (see, e.g., the discussion of this transition in
the context of neutron scattering for the isolated dimer
[»])

In the more formal language of dynamic systems the
state space of our model is characterized by a natural fol-
iation into the direct product of the surface of the Bloch
sphere and the plane representing the state of the transfer
dynamics of the quasiparticle and the oscillator, respec-
tively. We then investigate the Hamiltonian dynamics of
such a coupled nonlinear system on a foliated state space,
which is an interesting problem itself. For the case of an
isolated dimer the flow on the Bloch sphere is character-
ized by the presence of a homoclinic structure, the per-
turbation of which may produce Smale horseshoe chaos.
One important point in the analysis of the Hamiltonian
dynamics of the coupled system, which we present, is
then concerned with the change of the dynamics nearby
the homoclinic structure, and in particular, the appear-
ance of chaotic transfer under perturbation by the oscilla-
tor.

The model is described in Sec. II. The case of an iso-
lated dimer using the present approach is considered in
Sec. III. The coupled system is studied in Secs. IV and V
using the Melnikov method as an analytical tool and nu-
merical integration for an investigation of the influence of
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different coupling strengths on the phase portrait, respec-
tively.

II. COUPLED NONLINEAR
DIMER-VIBRATION MODEL

Schrodinger amplitudes is then described by SO(3) rota-
tion of a vector x=(x, ,x2, x3) lying on a surface in a vec-
tor space, the Bloch sphere. With the definitions (2.6) we
can deduce the equations of motion expressed in the
Bloch variables

We consider the nonlinear transfer properties of a
quasiparticle between two sites in a polarizable environ-
rnent (e.g. , due to intramolecular polarization modes of
the monomers constituting a molecular dimer), which is
coupled to the longitudinal (intermolecular) vibration
occurring along the axis connecting both sites. The start-
ing point of the investigation of the coupled system is the
following Hamiltonian:

Hd + vib + int (2.1)

Here Hd represents the Hamiltonian for the isolated non-
linear two-site system

2 2

Hd = g [ec„'c„—y(c„'c„)]+ g V„c' c„, (2.2)
n=1 n, m =1

where p and q are the momentum and the coordinate, re-
spectively. The coupling between the dimer and the vi-
bration is described by an interaction Hamiltonian H;„„
taken to be linear in the vibration coordinate q

Hint Yq(c 1 C2+C1C2 ) (2.4)

where y is the coupling constant. This off-diagonal cou-
pling can be viewed as a modulation of the transfer-
matrix element V„due to the vibration and arises from
an expansion of V„(q)up to first-order terms in q.

From (2.1)—(2.4) one obtains the coupled system

c, y[c, [2—s V —yq c1

xlc2 12 —E
(2.5a)I

C2

where c„is the probability amplitude of the quasiparticle
to occupy the nth site, c. is the corresponding site energy,
V„ is the transfer-matrix element and the cubic non-
linearity represents energy lowering due to polarization
of the environment, the magnitude of which is represent-
ed by the parameter y. The Hamiltonian (2.2) corre-
sponds to the limit of fast polarization and slow transfer
where the environment instantaneously accommodates to
the quasiparticle occupation. The vibrational part H„;b
describes the energy of the longitudinal vibration in har-
monic approximation

(2.3)

X1 —QX2X3 )

x2 = —ax, x3+(1—Pq )x3,

x3 = —(1—Pq)x2,

q+to q= —Px„(x,p, q)ES XR

(2.7a)

(2.7b)

where after a time scaling t~2Vt the dimensionless pa-
rameters a=y/(2V), P=y/(2V), and to=too/(2V) were
introduced. The system (2.7) represents the coupled dy-
namics of the nonlinear two-site transfer problem with
the oscillator, i.e., q(t) infiuences the motion on the
Bloch sphere via (2.7a), while the quasiparticle motion in
turn acts as a source for q via (2.7b).

Passing to action-angle variables for the oscillator

p =&2cos cose, q=&2I/cosine,

the set of Eqs. (2.7) becomes

(2.8)

X1 =CXX2X3)

x2 = —ax, x3+(1 l3&2I/co —sine)x3,

x3 = —(1 P&2I/to s—ine)x2,
(2.9a)

6=co—Px, /&2tos sine, I= Px, &2I/t—ocose,

(2.9b)

3

J,,(x)= g c;",x„,xE so(3)*
k=1

(2. 1 1)

and (x,s,e ) ES X IR' X T'.
These equations are Hamiltonian with a Lie-Poisson

bracket defined on the dual space of the Lie algebra
so(3) so(2} with dual coordinates x=(x„x2,x3) and
(I,e). The Lie-Poisson bracket between two functions
F, G: so(3)'8 so(2)*~R is given by

aF aG aF aG aG aF
,
"J "ax, ax,

+ ae as ae as '

(2.10)

where c;",. are the structure constants of so(3). The struc-
ture matrix of the Lie-Poisson manifold so(3)' with ele-
ments

q+cooq = —y(c 1 c2+c,c2 ) . (2.5b}
is given by

In (2.5) we have taken into account that the transfer-
matrix elements are of an attracting type and set
V12 = V21 = V V )0. Introducing the density matrix p
with elements p „=c„*cwe pass to Bloch variables
through the following definitions:

X3

X3

X2 X1

X2

(2.12)

x
1 P12+P21» x2 l(P21 P12)» x3 P22 Pll (2.6)

It is easily seen that the variables x =(x, , x2, x3) satisfy
the identity x 1+x&

+x 3
= 1. The dynamics of the

(for a Lie-Poisson formulation of Hamiltonian mechanics,
see, e.g. , [18]). With respect to the Lie-Poisson bracket
(2.10) the equations of motion for the Bloch vector X may
be written in Harniltonian form as
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BH
X, CI~+k

j,k=1 J
(2.13)

P = —ax 3
—x3/(1 —x 3

)'~ cosP,

x3= —(1—X3)'~ sing,
(3.5)

and for the vibronic part in the action-angle variables
(I,8) the equations of motion are determined by

(2.14)

The corresponding Hamiltonian function for the coupled
dimer-vibration system is given by

H =a [x i+ xz +—,'x 3 ]—x i +coI +p3/2I /co sin8X,

=F(x)+G(I)+H'(xi, I,8) . (2.15)

In the limiting case P=0 the unperturbed system
H (X,I)=F(X)+G(I) decouples directly into two in-
dependent integrable systems, the isolated dimer and the
harmonic oscillator with integrals F and 6, respectively.
The transfer dynamics of the isolated nonlinear dimer as
represented by the Hamiltonian F is characterized by a
bifurcation in the ground state and in the Row line pic-
ture when the strength of the nonlinear coupling constant
y, or equivalently a, becomes strong enough. In particu-
lar, for y & 2V (a & 1) a homoclinic structure in the flow
line picture appears, the perturbation of which is one pos-
sible route to chaos. Therefore in the next section an
analysis of the dynamics of the isolated dimer is given,
which will be the point of departure for the consideration
of the modifications introduced in the dynamics when the
interaction with the oscillator in the coupled system is
switched on.

equivalent to (3.1), are easily derived.
An analysis of the fixed points of the system (3.5)

shows that a bifurcation takes place depending on the
magnitude of the nonlinearity parameter n [13]. An
analogous bifurcation behavior results for polarization
dynamics of a light beam propagating in a nonlinear loss-
less medium for which a set of equations similar to (3.1) is
obtained [19]. The location and classification of the fixed
points are listed below.

(i) 0&a &1. There are two stable elliptic fixed points
at x, =+1,x2 =x3 =0 (in spherical coordinates
/=0, n, 8=m /2).

(ii) a= l. In this special situation there are two addi-
tional fixed points, one elliptic and one hyperbolic fixed
point, which are degenerate with the elliptic fixed point
at x, = + l, xz =x3 =0 (/ =0,8=n /2) of (i).

(iii) a & 1. There are three stable elliptic fixed points at
xi = —l,x2=x3=0 (P=m. , 8=m/2) and x, =I/a, xz
=O,x3=+(1—I/a )'~ (/=0, 8=@/2+80, where

e/

III. DYNAMICS OF THE ISOLATED DIMER

We now consider the phase portrait and the solutions
of the Bloch equations in the integrable case of an isolat-
ed dimer [P=O in (2.5)]. This will provide the basis for
the application of the Melnikov method and the investi-
gation of the modifications of the phase portrait for the
coupled system in the next sections. For the decoupled
transfer problem we get from (2.5) the system

x, =ax2X3, xz = —ax, x3+x3 x3 x3 (3.1)

Expressing the Bloch variables in terms of the spherical
coordinates

0 ~ 0
0.50

(x i x3 x3 ) = ( sin8 cosP, sin8 sing, cos8) (3.2)

we can introduce the canonical conjugate variables for
Hamiltonian dynamics on the Bloch sphere S:cosa and

The corresponding symplectic Poisson bracket in
these variables is

dF BG BG dF
BP 8 cos8 BP 8 cos8

(3.3)

0 0 . . . i. . . . I. . . . I

0.50 0.40 0.30 0.20 0.10 0.00 0.10 0.20 0.30 0.40 0.50
$/2 ~

F(p, x3)=a[1—
—,'x3 ]—(1—x3 )' cosp,

from which applying (3.3) the equations of motion

(3.4)

Representing the x piece of the Hamiltonian (2.15) by the
canonical variables, one finds

FIG. 1. Phase plots for the isolated dimer in spherical coor-
dinates $,8. (a) Case a & 1: Two elliptic fixed points. The di-
mensionless polarization strength is a=0.9. (b) Case a) 1:
Four fixed points. A homoclinic structure has developed,
a=1.8. The trapped and untrapped solutions correspond to
trajectories inside and outside the separatrix, respectively.
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x2 =(1/a)F ,'x 3+1/(—4a—)
—a [1—1/(2a )

—(1/a)F —
—,'x3] (3.6)

Hence the solution in the Bloch variables imply the ellip-
tic quadrature

x3 = —(a/2)[(a+ —x 3 )(x 3
—a ) ]' (3.7)

8o=
I arccos(1/a)~. At /=0, 8=m/2 there is an unstable

hyperbolic point.
The fixed points at x, =+1,x2=x3=0 and

x &: 1 x p
=x3:0 correspond to the preparation of the

system as the symmetric (c, =c2=1/&2) (ground state)
and antisymmetric (c, =c2= —1/&2) (excited state)
combinations of the site amplitudes, respectively. The bi-
furcation of the symmetric ground state into one unstable
symmetric and two stable nonsymmetric states for 0. & 1

as well as the stability of the antisymmetric excited state
for any a is in accordance with the analysis following
from the discrete self-trapping equation for the case of a
dimer [2]. In the Fig. 1 we show typical phase portraits.
Below bifurcation (a & 1), the two stable elliptic centers
are surrounded by elliptic-type trajectories. These orbits
always cross the equator on the Bloch sphere when an os-
cillation is exerted and correspond to complete transfer
from one site of the dimer to the other site. Above bifur-
cation (a) 1), a homoclinic structure is present. Oscilla-
tions around the two elliptic fixed points embedded in the
separatrix correspond to one-sided oscillations of the oc-
cupation difference x3(t), i.e., the quasiparticle is partial-

ly trapped at one side of the two-site system.
Having located and classified the equilibria, we now

give the solutions outside the equilibria. From the identi-
ty x

&
+x2+x 3

= 1 and the conserved energy F,
deduce that

F max idun

untrapped

F

sot. utions
trapped solutions '

separatrix~- F n

t

1

2.5

where

a+ =(2/a )[a —1 aF+(1 —a+2aF—)'/ ] . (3.&)

From the analysis of the fixed points it appears that on
the Bloch sphere —,'(a —1/a) &F&a+1 (see Fig. 2). The
separatrix with energy F=a —1 divides the phase space
(i.e., the level sets of the Hamiltonian) into two disjoint
regions with different solution behavior. Corresponding-
ly, we distinguish the following three cases depending on
the corresponding energy levels F=h .

Case 1: a —1&h (a+1. We obtain the following
solutions in terms of Jacobian elliptic functions

FIG. 2. Values of F in dependence on the dimensionless po-
larization strength. The ground-state values F;„are
F;„=a—1 (a & 1) and F;„=2(a —1/a) below and above the

bifurcation point a=1, respectively. The value of F at the
separatrix is F=a —1 and the maximal value of F is realized for
the elliptic fixed point remaining unchanged, F=a+ 1. The re-

gions of trapped (no change of sign in x3) and untrapped
(change of sign in x3) transfer behavior are indicated.

x, (t, k)= [h /a —a+ [1+2ah —a sn ( —,
' Ca(t to)~k) d—n ( ,'aC(t to)—~k)+—,

' cn—( —,'aC(t t )~k}]'—

+ 1/(2a),

x2(t, k)=a+ [1+2ah —a ]' sn( —,'aC(t to)~k) dn( ,'aC(t ——to—)~k),

x3(t, k)=a+ cn( —,'aC(t to)~k), —

where

C2=(4/'a2)(1+2ah a a )'/

(3.9)

(3.10)

and the modulus k is given by

k =—[a2 1 ah ~+( 1 a2+2ah ~)1/2]/( 1 a2+ 2ah a)1/2 (3.1 1)

As k~0 (h ~a+1), (x, (t, k), x2(t, k), x3(t, k))~(+-1,0,0}.
Case 2: —,'(a —1/a) & h & a —1. The solutions in this energy interval correspond to periodic orbits inside the separa-

trix and are given by

(xt, k)=[h /a —(4/a )[1+2ah —a ]sn ( —,
' a+(ta—t )~1o/k)cn ( —,

'
a(+t ato)~1/k)—

—a+ dn ( —,'a+a(t —t )~01/ ) k1+/(4 )a]' +1/(2a),

x2(t, k) =+(2/a)(1 —a )' +2ah sn( —,'a+a(t —to) ~1/k ) cn( —,
' a+(at —to) ~1/k ),

x3(t, k)=+a+ dn( —,'a+a(t to)~1/k), —

(3.12)
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where the reciprocal modulus 1/k can be determined from (3.11). As k~0 [h ~—,'(a —1/a)],

(x, (t, k), xz(t, k), x3(t, k)}~(1/a,O, +(I—1/a )' ),
and as k~ 1(h ~a —1),

(x, (t, k), x~(t, k),x3(t, k) }~(1,0,0) .

Case 3: h =a —1 (separatrix energy). For the solutions on the homoclinic orbit we obtain

x
~

( t ) = I —2 {a+ csch [&a 1—( t t—0) ] ] /{ac oth [&a —1(t to )
—]J,

x 2 (t) =+(2/a )(a—1) tanh [&a—1(t to )—] sech[&a —1( t to )
—],

x h3 ( t) =+(2/a)&a 1 s—ech[&a —1(t to ) ]—.

(3.13)

IV. MELNIKOV FUNCTIONS

F(gh xh ) ho (4.2}

Let H'=h &a —1 and let I =(1/co)(h —h ) be con-
stants characterizing the energetic distance to the homo-
clinic orbit. According to the definition, the Melnikov
integral is now given by

M(8 )=f dt{F,H'][0(I )t+8 ], (4.3)

where {F,H'] denotes the Poisson bracket of F(g,x3)
and H'(P, x3,Q(I )t+B,I }evaluated on the homoclin-
ic orbit P"(t) and x3(t). If M(8 ) has simple zeros then
the stable and unstable manifold of the homoclinic point
intersect transversally, resulting in Smale horseshoe
chaos [24,25]. For the Poisson bracket one gets

{F,H'] = apv'(2I)/coax—3(1—x 3
)' sing sin8 . (4A)

Evaluating the bracket on the orbit
[P"(t),x 3 (t),6(t) =cot +8, I(t)=I ), the Melnikov
function becomes

M(6 }=—aP(1/co)&2[h —(a —1)]

X f +
dt x3(t)[1—x3(t) ]'/ sin[/"(t)],

(4.5)

and with the relation Ql —x3 sing= sin8sing—:x2 be-
tween Cartesian and spherical variables, we get with the

We now turn to the analysis of the system (2.9) by ap-
plying Melnikov's method [20], further developed by
Holmes and Marsden in a series of papers [21—23] to
show the existence of chaotic behavior in the coupled
dimer-oscillator problem. In the present case we have to
start from the two-degrees-of-freedom Hamiltonian sys-
tem (2.15),

H'(P, x,B,I)=F(g,x )+G(I)+eH'(P, x,B,I), (4.1)

where the dimer part is expressed in terms of the conju-
gate variables x3= cos8 and P on the Bloch sphere ac-
cording to (3.4) and we consider the case of weak cou-
pling by introducing the dimensionless c, &&1. From the
previous section we have seen that the F system has a
homoclinic orbit lying on the Bloch sphere with energy

X sin(cot+8 ) . (4.6)

This integral is evaluated using the method of residues,
yielding

M(8 )= —2(P/a)con&2[h —(a —1)]

X csch[com. /(2&a —1]cosB (4.7)

As is evident from (4.7) the Melnikov function has simple
zeros as a function of e, which implies that the coupled
system has transversal homoclinic orbits and hence Smale
horseshoe chaos in every energy level h & a —1 [24,25].

Now we compute the subharmonic Melnikov functions
[24] for the resonant periodic orbits lying inside and out-
side the separatrix. The subharmonic Melnikov function
can be computed in the same way with the various
periodic solutions of the unperturbed problem given in
Sec. III:
Mm/n(80) aP/ [2(h h a)]1/2

X f dt zx(t, }kx(3t, k) sin(cot+6 ),
0

(4.8)

where T=2m. /co is the period of the oscillator and h'
denotes the energy level of the uncoupled dimer system.
If the subharmonic Melnikov function has j simple zeros
in 8 C[0,2m.m/n], then the closed resonance curve
defined by h =h breaks into a set of 2k =j/m periodic
orbits each of period m for the Poincare map. The period
of the orbits lying inside the separatrix is given by

Th =4IC(1/k)/(aa+ ), (4 9)

where K(1/k) is the complete elliptic integral of the first
kind. Tk is an increasing function of k with
limh 0Th =(2n. )/(a —1)' and limh &Th = ~. The k
values follow from the resonance conditions

4E(1/k}/(aa+ )=(2n /co)m /n (4.10)

and for each choice of m, n with 2m.m /(neo)

help of (3.13),

M(8 )= —aP(1/co)&2[h —(a —1)](4/a )(a —1) /

X t sinh a —1t cosh a —1t
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)2'/"I/a —1 (4.10) can be solved to give a unique reso-
nant orbit [P (t, k), x, (t, k)].

For oscillating motion inside the separatrix, the
subharmonic Melnikov function is

M"' "(6 ) = —aP(1/co)[2(h —h )]' (2a+ /a)

X (1—a'+ 2ah )
'"

pal T
X dt dn( —,'a+at~ 1/k) sn( —,'a+at~ 1/k)

X cn( —,'a+at ~l/k) sin(cot+6 ),

4K(k)/(-, '-aC) =(2m/ru)m /n (4. 1 3)

and the subharmonic Melnikov function is given by

M "(8 ) = —aP/oI[2(h —h ))' a [1+2ah —a ]'
T

of 6, hence these resonant orbits break and subharrnon-
ics of period m, with m even, should occur in the Poin-
care map of the coupled system.

For periodic orbits lying outside the separatrix, the res-
onance condition is

(4.1 1)

where —,'(a —1/a) &h &a —1. The integral can be com-
puted making use of the method of residues and gives
nonvanishing values for n = 1 and m even:

We obtain for n =1

X dn( ,'aCr —~k)sin(cot+8 ) .

(4.14)

M (8 )= —4(P/a)ron[(2(h —II')]'~

X csch[m mK'( 1/k)/K (1/k) ] cos8

(4.12)

M (8 )= —2(P/a)con[2(h —h')]'

X csch[(m~/2)K'(k)/K(k)] cos8

(4.15)
with K'(k)=K(k') and k' =1—k . As is seen from
(4.12) the subharmonic Melnikov function for resonant
orbits inside the separatrix has simple zeros as a function

Since M(8 ) has simple zeros, a resonance closed curve
lying outside the separatrix breaks into a set of periodic
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FIG. 3. Poincare maps for the coupled nonlinear dimer-oscillator problem. The parameters are a = 1.8,qo = 1.0,
po=O, co=v'7. The coupling strength p increases from (a) to (d). (a) p=0.06. The stochastic layer in the separatrix region has
formed. Two primary islands and a period —orbit are clearly seen. Numbers indicate the order in which the periodic points appear
in the surface of section. (b) P=0.20. The stochastic layer has broadened more resonance orbits have broken otf. (c) P=0.50. The
structure near the elliptic points representing the ground states has completely disappeared. (d) P=0.90. The stochastic region has

spread almost entirely over the Bloch sphere, leaving islands of regular motion only.
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points, each of period m, in the Poincare map of the cou-
pled systems.

1.0

V. CHAOS ON THE BLOCH SPHERE

In the preceding section we have shown by means of
the Melnikov method that the coupled dimer-oscillator
system is nonintegrable and both regular and chaotic
motion for different initial conditions can be expected.
Therefore the phase space will be divided into regions
where the system behaves chaotically and into regions of
regular motion. The dynamics is determined by two
facts: first, the motion near the separatrix, which will be
destroyed under external perturbation; and second, a
hierarchy between the perturbation frequency co and the
frequency of the unperturbed orbits co(h ) of the quasi-
particle motion on the Bloch sphere. Whenever
nco=mco(h ), with m and n relatively prime, a primary
resonance occurs. Being interested in the effects of the
chaotic dynamics on the transfer behavior on the dimer,
we focus our attention to motion on the Bloch sphere as
the corresponding part of the phase space of the coupled
system by which the quasiparticle motion is represented.
To this end we lower the dimension of the problem to
two by taking the intersection of the energy surface
H($, 8,p, q) =h, with the plane q =0, simultaneously re-

quiring p )0, to give a well-defined surface of section
parametrized by the variables (t and 8 on the Bloch
sphere. The set of equations (2.7) was numerically in-
tegrated for different initial conditions and each time an
orbit intersects the q =0 plane with p)0, a point was
placed in the surface of section. So we have a two-
dimensional surface of section with the Poincare map
determining the location of successive iterates con-
strained to lie on the Bloch sphere. The Poincare maps
obtained by iterating 12 initial conditions are shown in
Fig. 3. A periodic orbit appears in the surface of section
as a finite collection of points. The Kolmogorov-
Arnold-Moser (KAM) theorem [24] states that for
sufficiently small perturbations of integrable Hamiltonian
systems, most of the invariant closed curves are
preserved. Such a quasiperiodic orbit is represented in
the surface of section by a smooth curve surrounding a
fixed point.

For small coupling constants P the surface of section is
covered by periodic and quasiperiodic orbits. The KAM
curves divide the phase space into inside and outside re-
gions and are complete barriers to transport on the Bloch
sphere, i.e., trajectories starting inside a KAM curve nev-
er reach the outer region, hence, are either confined to
such a curve or are trapped between pairs of such curves.
The remaining small region very close to the separatrix is
covered by an irregular pattern of points belonging to
chaotic trajectories. In accordance with the results of the
previous section the separatrix is broken and the stable
and unstable rnanifolds of the hyperbolic point intersect.

C

0.2-

0.0
0.20 0.15 0 ' 10 0.05 0.00 0.05 0.10 0 ' 15 0.20

FIG. 4. Poincare map showing the homoclinic tangle, with
parameters as in Fig. 3(a).

The resulting stochastic layer connects a finite region
from the inside of the separatrix with the outside of the
separatrix, hence trapped trajectories that were bounded
to the inner region may now escape, corresponding to
partially untrapped solutions, and vice versa; untrapped
solutions may become at least temporarily trapped. The
width of the stochastic layer increases with the coupling
strength p, as it should be expected from the discussion
above. In Fig. 4 we show the homoclinic tangle obtained
by iterating the Poincare map for initial conditions lying
on the stable and unstable manifolds near the hyperbolic
equilibrium. Lobes created by the intersections of the
stable and unstable manifolds can be identified. These
lobes map one into the other at each iteration of the Poin-
care map and points sufficiently near the original unper-
turbed homoclinic orbit may be transported by lobe dy-
namics, causing some loss of hornoclinic trapping in the
region of the Bloch sphere near the original unperturbed
separatrix [26—29].

As is also evident from the analysis of the subharmonic
Melnikov functions of Sec. IV resonance zones consisting
of alternating hyperbolic and elliptic periodic points ap-
pear. The hyperbolic points are connected, forming
heteroclinic orbits and hence when increasing P compli-
cated stochastic dynamics similar to those for the separa-
trix develops. The resulting heteroclinic tangles form
partial barriers to transport in phase space [26—29]. The
elliptic fixed points are surrounded by regular trajec-
tories. If we further increase p a successive breakup of
KAM curves occurs and the chaotic layer becomes thick-
er. Finally, for relative large values of P the primary res-
onance zones merge, giving rise to global chaotic behav-
ior and the whole Bloch sphere is covered with chaotic
trajectories except for a few islands, i.e., except for some
initial conditions in the vicinity of former elliptic points,
where states remain partially trapped, most of the states
are untrapped.
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