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Three simple models of steady-state crack propagation are examined in a search for clues about the
nature of dynamic velocity-selection mechanisms in these systems. The first is a one-dimensional model
with stick-slip friction which includes, as a special case, a model of an earthquake fault. The conclusion
here is that velocity-weakening slipping friction generally causes the crack to accelerate to the limiting
wave speed independent of loading strength. The second model is also one dimensional, but the dissipa-
tion mechanism is the analog of a Kelvin viscosity. In this case, steady-state solutions at large applied
stresses exhibit oscillating crack-opening displacements and propagate at speeds comparable to or higher
than the nominal wave speed. The third model is the two-dimensional analog of the second. Its qualita-
tive behavior turns out to be essentially the same as in the one-dimensional version.

PACS number(s): 05.70.Ln, 46.30.Nz, 62.20.Mk, 91.30.Bi

I. INTRODUCTION

My purpose in the investigations to be described here
is to work, via a series of simple but increasingly realistic
models, toward answers to some questions in the theory
of crack propagation [1]. These questions are the follow-
ing.

(i) Under what circumstances is steady-state crack
propagation possible?

(ii) By what physical mechanisms are steady states
selected? What is the mathematical nature of the selec-
tion problem?

(iii) How are the answers to the first two questions
affected by various features of the models that might be
considered? What is the role of dimensionality, of dissi-
pation mechanisms, and of specific assumptions regard-
ing decohesion and energy balance at crack tips? In
short, what, if any, are the universality classes for these
phenomena?

The immediate motivation for much of this work is our
recent discovery of a dynamic selection mechanism for
rupture propagation in a one-dimensional model of an
earthquake fault [2,3]. This ostensibly simple model of a
fault exhibits shocklike rupture fronts whose properties
depend on a short-wavelength cutoff; it turns out that
this cutoff is necessary in order to make sense of the non-
linear differential equation which describes this system.
This result suggests that there may be more variety than
had previously been supposed in the range of mathemati-
cal situations that we can expect to encounter in fracture
dynamics. The idea, therefore, is to explore this range of
possibilities by looking at several other related models
that are simple enough to be analytically tractable.

The analyses presented here by no means provide
definitive answers to the questions posed in the opening
paragraph, but some interesting clues seem to be emerg-
ing. In particular, we shall see that the dynamic selection
mechanism encountered in the earthquake model appears
to be special to situations in which displacements near
the crack tip are governed by an unstable, velocity-
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weakening, stick-slip friction law. (Stressed interfaces in
composite materials may belong in this category.) We
also shall find that, in some models of ordinary fracture,
steady-state modes of propagation may exist, at least
mathematically, at speeds above the nominal wave speed.
There is an interesting indication that an oscillatory
motion sets in at some propagation speed less than the
wave speed. The latter observation is intriguing in view
of several outstanding puzzles in fracture dynamics—the
fact that limiting speeds for crack propagation seem to be
appreciably smaller than the theoretical Rayleigh max-
imum, and a recent observation that oscillatory instabili-
ties may be associated with the characteristic limiting
speeds [4].

The scheme of this paper is as follows. Sections II and
IIT are devoted to the analysis of two different one-
dimensional models distinguished from one another by
their dissipation mechanisms. The first model, which is
discussed in Sec. II, dissipates energy via velocity-
dependent friction and includes our previous earthquake
model as a special case. The second, described in Sec.
III, is a one-dimensional version of a model of crack
propagation in a material with Kelvin viscoelasticity. It
is in this model that we see the interesting high-speed be-
havior mentioned in the preceding paragraph.

Section IV contains a discussion of a two-dimensional
viscoelastic model quite similar to the one studied in an
earlier paper by Barber, Donley, and myself [5]. The
main reason for looking at this model here is to check
whether the interesting features of the viscoelastic model
in Sec. III might be artifacts of its one dimensionality.
Accordingly, this two-dimensional model includes iner-
tial effects, which were missing in the earlier work, but
which are an essential ingredient for the phenomena of
interest in this paper. As a compensating simplification,
a scalar wave equation is substituted for the full equa-
tions of two-dimensional elasticity. The resulting model
is similar in many respects to one studied by Willis [6],
but there are some important differences that will be
mentioned later. The analysis indicates that the one- and
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two-dimensional situations are qualitatively quite similar
and, thus, that more detailed dynamical studies in one di-
mension may be very useful.

The results presented here are far from complete, even
within the limited scope of the simple models being con-
sidered and the simple questions being asked about them.
In particular, I restrict the discussion here to analysis
that can be carried out without numerical computations,
which clearly will be needed in the next stages of this pro-
ject. The paper concludes, in Sec. V, with some remarks
about what needs to be done next.

II. ONE-DIMENSIONAL MODELS
WITH FRICTION

All of the one-dimensional models to be considered
here are described by differential equations of the form

U=U"—mXU—A)—f(U)—¢(U) . 2.1)

Here, U(x,1) is the displacement of the material at time ¢
and position x along the face of the crack. Dots and
primes denote differentiation with respect to t and x, re-
spectively. We may visualize U as being either the
crack-opening displacement normal to the x axis in mode
I, the shear displacement parallel to the x axis in mode 1II,
or the anti-plane displacement in mode III. We generally
shall assume that the crack moves in the negative x direc-
tion. By definition, U must vanish along the unbroken re-
gion of the x axis, x <x,.

In the absence of the terms denoted f and ¢ on the
right-hand side, (2.1) is a massive wave equation in which
position and time have been scaled so that the wave speed
(the coefficient of U") is unity. The quantity m? is a
force constant which may be thought of as representing a
linear elastic coupling between the fracturing material
and a fixed substrate. In our earthquake model, we un-
derstood this term to be the coupling between the seismi-
cally active part of the fault and the bulk of the tectonic
plate whose motion drives the system. In that case, the
“mass” m is the inverse of a length whose order of mag-
nitude is the thickness of the plate. More generally, m ~
plays the role of some characteristic length scale in the
higher-dimensional system whose behavior we are trying
to simulate in a one-dimensional model. The fully re-
laxed configuration is U=A. Thus, in the unbroken re-
gion where U =0, the applied strain is m A, and the elas-
tic energy available to drive the crack is m2A%/2 per unit
length. Throughout this discussion we shall think of A as
being a measure of the driving force applied to the sys-
tem.

The function — f(U) in (2.1) is the cohesive force, that
1s,

f0°°f( U)dU=T 2.2)
is the fracture energy. The function —@(U) is the force
of friction which, for U positive but not too large, can be
assumed to have the form
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#(U)=const+2aU . (2.3)
We shall not consider situations in which U changes sign
for this class of models; thus (2.3) is an adequate descrip-
tion of the frictional force throughout any slipping
motion, that is, during the time when (7750; and thus we
can eliminate the constant in (2.3) by absorbing it into the
term m2A in (2.1).

We want to consider the possibility that the sticking
friction ¢(0) is not the same as the zero-velocity limit of
the slipping friction ¢(U). In standard stick-slip models,
#(0) is allowed to assume a finite range of values up to
some sticking threshold, say ¢,,.,, which might normally
be taken to be zero in order that ¢( U) be continuous at
U=0. For reasons that will become clear immediately,
however, we shall use the “high-school” model in which
dmax 1S greater than zero, that is, the slipping friction is
discontinuously less than the sticking threshold. None of
the states of motion that appear to be physically plausible
will depend upon this assumption, so the dubious reader
may interpret it as a purely mathematical device that is
useful for studying certain families of solutions. It is in-
teresting to speculate, on the other hand, that there may
be material properties that would produce essentially the
same effect, for example, a slipping friction that behaves
differently during acceleration than deceleration.

For this class of models, the detailed structure of the
cohesive zone, that is, the region of the crack tip where
the cohesive force f(U) is nonzero, appears not to be im-
portant, at least not for determining steady-state behavior
in situations where this continuum description remains
valid. To see this, write U(x,?)=U(x +vt) so that (2.1)
becomes

(1= U"=m U—A)+2a0U'+ f(U) . 2.4)

The crack is moving at speed —v, and its tip is at x =0.
Let / be the end of the cohesive zone, that is, f(U)=0 for
x >1. Now multiply (2.4) by U’, integrate from O to /,
and assume that / is very small. [More precisely, let
f(U)=T8(U).] The result is

(1—v)[U(0)]*=T. (2.5)

1
2

The cohesive force reduces to a simple boundary condi-
tion at the crack tip. Note that we must have v <1 in
(2.5); the crack must move more slowly than the wave
speed.

To determine an actual value for v, we must look in de-
tail at the solutions of (2.4). These have the form, for
x>0,

Ux)=A—e? (A4 Te? "+ 4 ¢ 9%, (2.6)
where
,_av w1 2.2 2. 2\1/2
g=—, q¢"'=—(av"+Bm") ", 2.7)
/32 BZ
and B’=1—v> The boundary conditions (2.5) and

U(0)=0 require
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Suppose that we are dealing with a frictional force
#(0) that permits resticking. That is, if U=vU’'=0 at
some point behind the tip, say, at x =x, then ¢ automat-
ically assumes the value needed to keep U=0 (so long as
the slipping threshold is not exceeded) and U remains
stuck at its value U(x,) for all x >x,. Note that, in this
case, #(0)=m?2[A—U(x,)]>0; thus, we need the “high-
school” model. The value of x, is determined by

—2¢"x, _ ( "y I)A+
e _j——J————

(qu_ql)A—
2112
av av
o[
= 37172
av av
D+ |1+ Bml ] Bm
=W(), (2.9)

where D?=m?2A?/2T is the ratio of the elastic energy to
the fracture energy. Acceptable solutions require that

0<wW(<l1. (2.10)

Consider first the case of positive . So long as D > 1,
the condition (2.10) is satisfied for all v in the range
O<v <v*, where the maximum allowed velocity v* is

given by
2 ] 7z -

._ 1
[H _2aD
m(D?—1)

Motion at speed v* would be the only allowed mode if
resticking were not permitted because it corresponds to
the condition 4 ¥ =0, x; — o, for which U(x) relaxes to
A as x — . This is a perfectly satisfactory answer. The
crack moves (in the forward direction) only for
A>Ag=(2I")!"?/m, which is the analog of the Griffith
criterion [7] for this system; and the velocity approaches
the wave speed v*— 1 in the limit of infinite driving force
A.

We are left, however, with the first of many
unanswered questions to be encountered here: What
mode is selected if resticking is allowed? Because all of
the resticking modes are slower than v* for a>0, it
seems likely that v* is selected. Any slow, “restuck”
mode should be unstable against faster perturbations that

v (2.11)
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would move the tip of the crack out ahead of the sticking
point. But this argument is not a proof.

Now consider the case of velocity-weakening friction
a <0. Examination of (2.9) and (2.10) indicates that the
fully relaxed solution (4 =0 for v <1) exists only for
D <1 (A <Ag), which is mathematically possible because
the friction acts as if it were antidissipative at small
values of U. The associated propagation speed is still v*
as given by (2.11), but v* is now a decreasing function of
the driving force—a strong indication of instability.
Moreover, v* is now the lower, rather than the upper,
bound of the range of allowed velocities, which is
v*<v<1lforD<1andO<v<1for D>1. Note that the
upper bound for both cases is the wave speed v =1.

For a variety of reasons, it seems likely that the crack
with unstable friction a <0 accelerates all the way to the
wave speed v—1 at any driving force A. This must be
the case if, as argued above, the system naturally selects
the fastest mode accessible to it. As v—1, U'(0) diverges
according to (2.5), and the width of the tip region
(" —q')"! vanishes; but 4" =0 and x; — « according
to (2.8) and (2.9).

This picture of an infinitely sharp rupture front moving
at the wave speed is entirely consistent with the results
obtained in Ref. [2], in which Tang and I described an an-
alytic and numerical study of the unstable case a <0 with
zero fracture energy. In order to understand the dynam-
ics of that system, we needed to introduce a short-
wavelength cutoff, which we chose to be the grid spacing
Ax in a finite-difference approximation. In the case
where the system is everywhere at the slipping threshold,
we found that the rupture speed approaches the wave
speed—from above for I'=0—Ilike (Ax)*’3 as Ax —O0,
and that the width of the front also vanishes like (Ax )>/3.
The latter result means that, although the front becomes
infinitely sharp in the continuum limit, it contains
infinitely many grid points.

For initial states further away from the slipping thresh-
old, we found that propagation speeds are smaller but
still approach the wave speed, possibly from below, in the
continuum limit. In none of these situations did we need
to invoke a resticking friction ¢(0) with physically ques-
tionable values greater than zero. The discrete elements,
or “blocks,” always come to rest at the end of a slipping
motion in configurations where the required sticking fric-
tion is below the original threshold; but this behavior is
strictly dependent on the assumed discreteness of the sys-
tem. It seems reasonable to guess that something similar
happens in the more general situation with nonzero frac-
ture energy; there is no reason to expect anything other
than a smooth crossover in taking the two limits Ax —0
and ' 0.

In summary, it appears that the differential equation
(2.1) is not, by itself, a mathematically complete state-
ment of the rupture-propagation problem for the case of
unstable, velocity-weakening friction. While not com-
plete, the evidence obtained here indicates that any crack
described by an initially smooth displacement U(x,¢) will
accelerate to the wave speed; its tip will contract to a
point; and some new, smallest length scale must be in-
voked in order to determine the dynamics in detail.
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III. ONE-DIMENSIONAL MODEL
WITH VISCOUS DISSIPATION

Consider now the case where the function ¢(U) in (2.1)
has the form of a Kelvin viscosity in one dimension:

d(U)=—nU" . (3.1)

This situation is intrinsically different from the one con-
sidered in the preceding section, as can be seen by look-
ing at the equation for steady-state motion at velocity
—v; U=U(x +vt):

WU +BU" —mA(U—A)=f(U), 32

where f?=1—v? as before. Because viscous dissipation
enters as a third derivative, it is a singular perturbation in
(3.2). The “energy method” used to derive (2.5) does not
work, and we shall not be able to approximate the
cohesive force f(U) by a zero-range 6 function.

The simple device that makes this intrinsically non-
linear problem into an analytically solvable, piecewise
linear one is the assumption

fo for0<U=$%

S(= 0 for6<U, 3.3)
so that
I'=f£,6 (3.4)

is the fracture energy. Let the width of the cohesive zone
be /; that is, the crack tip is at x =0,

ull)= (3.5)
and the cohesive force vanishes for x > [.
Within the cohesive zone 0 < x <!/ we can write
U(x)= A—&-f—z Ae , (3.6)
m j=1
where the g; are solutions of
nvg; +[)’2q2—m2"‘0 (3.7

The coefficients A4 ; are easily obtained in terms of the ¢’s

J

by requiring that U(0)=U"'(0)=U"(0)=0. The result is
5,
m
A== a4 ) (3.8)
where the determinant £ can be written
D= ijqk(‘h q;) (3.9)

where (j,k,i)=(1,2,3) and cyclic permutations.

The structure of (3.7) is such that one of its roots, say
q,, is always real and positive; and the other two, say g,
and g3, have negative real parts. With this convention,
we know that exp(g;x) must be absent for x >/, and
therefore

(3.10)

J.S. LANGER 46

We can evaluate the coefficients B; in terms of the 4; by
matching U’ and U at x =I. Then, by requiring that
U(1)=25 in both (3.6) and (3.10), we obtain

6= A—io-+ > 4; e’ (3.11)
m j=1
and
9,(q,+g93—q,)

3

A"+ 3 4",
9293 j=2

where the ¢’s and A’s are known functions of v via (3.7)

and (3.8). These two equations suffice to determine the

two unknown quantities v and [ as functions of the driv-

ing force A and other given parameters.

As is fairly obvious, (3.11) and (3.12) cannot be solved
as easily for v (A) as was possible previously for the case
of frictional dissipation. However, we can obtain most of
the important features of the solution without resorting
to extensive numerical computations. One useful rela-
tionship is obtained by subtracting (3.12) from (3.11) and
using the explicit formula (3.8) for 4,. The result is

S=A+ (3.12)

—q,l_ miA
e =1—- .
fo

The quantity m2A/f, is the ratio of the externally ap-
plied force to the breaking force, which we generally ex-
pect to be very small. (We can assure that this happens
by making f, large and § small, as was done in Sec. II.)
Thus we expect g,/ <1, i.e.,

m?*A
fo

For completeness, let us look first at the case of very
small v. To first order in v, we have

(3.13)

q,l~= (3.14)

g~ |- amy

"B 28 |

q2:~%[1+L22’3” , (3.15)
-_B

q3~ mw

To the accuracy needed here, B*=1; but it will be useful
later to recognize that the natural expansion parameter

for solutions of (3.7) is nmv /B%. With B=1, (3.11) and
(3.12) become
Jo_avs
m’ ~exp(—Lm*nvl)
fo
_Z_A
m
X cosh<m1)—ﬂ%sinh<m1> (3.16)
'S_—A:—exp(—%mznvl) 1+ 22 sinh(ml) .
fo 2
— —A
m?
(3.17)
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To simplify these equations, square both sides of (3.16)
and (3.17), subtract one from the other, use (3.14) to
evaluate /, and then rearrange in the form of a linearized
expression for v(A). The result is

m(A—Ag)

b nfo ’

where m2A% =2T as before. Thus the behavior near the
Griffith threshold A is unremarkable, the only interest-
ing aspect being the explicit appearance of the breaking
force f instead of the combination f(8=T.

The more interesting behavior occurs at larger applied
forces A and larger v. For values of A sufficiently larger
than Ag; and still much smaller than f,/m 2 we can
avoid the complexity of (3.11) and (3.12) by observing
that the cohesive zone 0 <x <!/ is much smaller than the
overall width of the crack tip. That is, [g;!/| <1 for all j.
Whenever this is true, we can write (3.5) in the form

fol?
6nv

(3.18)

UWZ%meP: =5, (3.19)
where the next-to-last expression is obtained by reading
the value of U’’(0) directly from the original differential
equation (3.2) and again assuming that m?A < f,. We
next use (3.14) to eliminate / and write the result in a
form that will turn out to be useful in much of the follow-

ing discussion:

26

173 173

A .(v) .

~

Ag

Jv
m?

(3.20)

Because g, is a known function of v via (3.7), this is the
desired relationship between v and A.

At small v, where (3.15) is valid, (3.20) can be written
in the form

8(mA)?

~
~

v
E 672, (3.21)

The range of validity of this formula is determined by the
conditions

mApB?

FRIES «<1, (3.22)
23 nfov

so that (3.19) is valid, and
21 <1, (3.23)

so that (3.15) is accurate. If we assume (3.21) to be true
self-consistently, then these relations can be read in the
form

l<<A<<

AG (3.24)

Ag 173
5 .
Note that if § is a microscopic length and A is macro-

scopic (of order m ~!), then the upper bound in (3.24) is
very large.

3127

Most interestingly, (3.20) determines a function v(A)
that goes smoothly through the wave speed v=1 and
beyond. At precisely v =1, the solutions of (3.7) are the
complex cube roots of m2/7, and ¢, =(m?/9)'/?. From
(3.20), we know that the value of A at this point, say
A=A, is given by
A, 173

_—

Ag

3A¢
28

(3.25)

There is no indication that v =1 ought to be a limiting
speed for crack propagation at arbitrary values of m and

The crucial question is whether this result implies that
cracks actually propdgate supersonically in this model.
There is no a priori reason why this should not happen.
For nonzero m, the actual wave speeds at long wave-
lengths are greater than unity, although group velocities
are always smaller. Note that if we keep the applied
strain mA constant as m —0, then A,/A; diverges in
this limit, and we recover a situation in which the max-
imum propagation speed is again unity. Note also that
the model is strictly one dimensional—the elastic energy
being released by the moving crack is localized along a
line—thus we cannot argue as in two dimensions that the
rate at which energy is transported from the extended
elastic field to the crack tip is limited by the speed at
which elastic waves can propagate.

On the other hand, as was clear in Sec. II, the
mathematical existence of steady-state solutions of an
equation of motion by no means guarantees that such
solutions are physically accessible to the system. We al-
ready have an indication that something interesting is
happening dynamically at high speeds. The fact that
g, and g; become complex [g,=g}=(m?/n)'3(—1
+iV/'3)/2 at v=1] means that the crack-opening dis-
placement in the laboratory frame U(x,?) undergoes un-
derdamped oscillations as the tip passes by. This oscilla-
tory behavior begins when g, and g; merge at some criti-
cal driving force, say A=A, where

2B%
3nuc ’

The corresponding propagation speed v is given by

9,=q;=—2q,=— (3.26)

nmmuc 2

-2 (327

B 3v'3
where B2 =1—v¢. For small m,
1/3

Ac  [3Ag
—= 2
A, %5 (3.28)

As A increases from A, through A, and beyond, the ratio
of Img, to |Req,| grows so that the damping of the oscil-
lations becomes weaker and weaker. The interesting
question, of course, is whether the appearance of such os-
cillations in the steady-state solution means that the actu-
al behavior of the system might involve some periodic or
even irregular motion of the tip itself.
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IV. TWO-DIMENSIONAL MODEL
WITH VISCOUS DISSIPATION

There are at least two respects in which one-
dimensional models could be seriously and, perhaps, fa-
tally unrealistic. We already have noted that an essential
ingredient in fracture dynamics must be the mechanism
by which elastic energy is transported to the crack tip,
and that this mechanism cannot be represented adequate-
ly in one dimension. A second apparent difficulty in us-
ing one-dimensional models is their inherent inability to
provide accurate descriptions of stress concentrations
near crack tips. I therefore want to include in this paper
some analysis of a two-dimensional model as a first test of
whether the one-dimensional phenomena discussed in the
preceding sections can occur in more realistic situations.
The preliminary indication is that the one-dimensional
picture is more complete than might have been expected,
but remember that we are not testing truly dynamic be-
havior in any of these calculations.

The mathematical analysis which follows is closely
parallel to that of Ref. [5], hereafter referred to as BDL,
in which we studied steady-state propagation of a crack
along the center of a viscoelastic strip of finite width. In
fact, there is an even closer relationship between the
present calculation and that of Willis [6], who also looked
at steady-state propagation in a viscoelastic medium and,
as we shall do here, simplified the calculation by looking
at a mode-III crack where the equations of motion for
linear elasticity reduce to a single scalar wave equation.
There are (at least) two important differences, however.
Willis assumed that the tractions on the crack faces are
predetermined and fixed in the moving frame whereas, in
the present case, those tractions are determined by the
load applied externally to the system as a whole. On the
other hand, Willis considered more realistic constitutive
laws than will be discussed here.

Consider a semi-infinite material occupying the upper
half of the x-y plane (y >0), and suppose that a crack or
fault lies along the x axis. The material obeys a scalar
wave equation of the form

U=VU—mXU—A)+qV?U . 4.1)
As suggested above, U(x,y,t) may most conveniently be
visualized as a displacement normal to the plane, corre-
sponding to fracture in mode III; but other interpreta-
tions are almost equally plausible. We include the mass
m in (4.1) as a device that allows us to consider a finite
applied strain without dealing explicitly with the outer
boundaries of the system. This too is an important
difference between Willis’s model and ours.

Along the x axis, the stress o,

U |

0
dy y=0 ’

o{U(x,0,1)}= [1+n57 4.2)

must be balanced by the traction which, in general, may
consist of both a cohesive stress F{U(x,0,¢)} and a fric-
tional stress ®{U(x,0,z)}. Note that F and ¢ have the

dimensions of stress as opposed to f and ¢, which are
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forces. For present purposes, we consider only the
cohesive stress F, but I hope in later applications to look
at stick-slip friction as well in this two-dimensional class
of models. Note that the viscous dissipation, that is, the
term proportional to 7 in (4.1), occurs throughout the
material and is not confined to the fracture surface as it
was in the one-dimensional models. The viscous damping
in (4.1) dissipates any energy that may be radiated from
the crack tip and thus removes the need to consider far-
field boundary conditions.

In keeping with the rest of the discussion in this paper,
we look at steady-state solutions of (4.1) in the form
U=U(x +uvt,y). From here on, as before, we replace
x +vt by x.

We start by writing U(x,y) in the form

Ulx,y)=A(1—e ™ ™)

+ 7 9K explikx —R(K)y10() . (43)
—w 27

The first term on the right-hand side is the uniformly
stressed solution of (4.1) in the absence of a crack, and
the second term is the perturbation caused by the crack.
From (4.1) we know that

172

24 @272 ; 3
m-+ Bk +inuk ’ ReR >0 .

K(k)=
(k) 1+ingvk

(4.4)

The Fourier amplitude U (k) is determined completely by
the value of U(x,y) on the boundary y =0:

0= [ “dx Ulx,00e =%, 4.5)

where the lower limit of integration accounts for the con-
dition that U(x,0)=0 for x <0. Then the boundary con-
dition (4.2) for the stress at y =0 becomes an integral
equation for U(x,0):

a * ’ ’ ’
H—nvg; fo dx'K(x—x")U(x’',0)

F{U(x,0)}—mA, x>0
G(x), x<0,

(4.6)

where G(x) is the as yet undetermined excess stress
ahead of the crack tip, and

— = dk & ikx
Kx)=[" T-Rike'™ . @.7)

Equation (4.6) has exactly the same mathematical
structure as (2.22) or (3.6) in BDL. In fact, at v =0,
R =(k*+m?)"2, which is the same as the approximation
used in BDL for the full elastic kernel with m being in-
versely proportional to the width of the strip. BDL is
strictly a low-velocity theory —inertial effects are neglect-
ed entirely—and thus we expect the present calculation
to recover the results of BDL in the limit of small v.

As in BDL, we solve (4.6) by Wiener-Hopf methods.
That is, we compute its Fourier transform and rewrite
the result in such a way that terms which are analytic in
the upper and lower halves of the complex k plane appear
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on opposite sides of the equation. The first step in this
procedure is to write the kernel R in the form K7'/R")
where the superscripts (+) and (—) mean that the corre-
sponding functions are analytic in the upper and lower
half planes, respectively. Comparing (4.4) with (3.7), we
write

RF(k)=—-L
( (ql—ik)1/2

(4.8)
_ (ik—qz)l/z(ik—q3)1/2
R (k)= 7
ik + -
nv

The ¢’s are the roots of the same cubic equation that ap-
peared in the one-dimensional model in Sec. III. Then
(4.6) becomes

ikR T k)W (k) +ik A7 (k)
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Here, G'T (k) and F'~)(k) are the Fourier transforms of
the stresses G (x) and F{U(x,0)}, respectively; the con-
tours C'*’ and C'~’ go from — 0 to + o« in the k' plane
passing, respectively, below and above the pole at k' =k;
and W' (k) is the Fourier transform of

- 9
Wix)= |1+mo— |U(x,0) . (4.11)

Both sides of (4.9) must be equal to the same constant
which, by looking at the limit kK —0, we deduce must be
mAR' (0)=mA/(q,)"”% Thus

ikﬁ/"’(k)=—}“[mAf‘_’(O)—ikf\“’(k)], (4.12)
R (k)

& (+) Al+)

=R mA—ikG k)] —ikA k), (4.9) ik6(+)(k)=mA[1_%% i _I?A”—’((kk—)) '
where (4.13)
K(i)(k)=if (+)d_ki I?(H(k:)_}/‘;(—)(k') 4.10) Evaluation of these formulas requires more algebra

') 2 (k'—k) than is useful to exhibit here. From (4.13), I obtain

|
mA B R U TPty I 1

G(—|x|)=W AW —;fodx’e ! ] s | [FOE. 4.14)

Both terms in (4.14) diverge like |x | !/%. These diver-

gences cancel if

mA 1 p! —gqx 1
———=— ] dxe
(ﬂ.ql)l/Z 7Tf0 x|/2

F{U(x)}, (4.15)

which is the Barenblatt [8] condition for the length / of
the cohesive zone. In analogy to (3.3), we can approxi-
mate the cohesive stress F by a constant F, for displace-
ments U less than §. If we further assume that ¢,/ <1,
then (4.15) becomes

mA

Fy

2

41121

4 (4.16)

Note the qualitative similarity between (4.16) and (3.14).
In both cases, the quantity g,/ is proportional to the ratio
of the applied stress to the yield stress, raised to some
dimension-dependent power.

Evaluation of (4.12) requires even more work than
(4.13). For present purposes, it will be sufficient simply to

J

2Fol3/2 ) i
Yo fods P(sl) |1 —exp —Z;(l—s)

ulh=

l 1
. S dt t1/2
. f: exp

present the result of this calculation for the case of the
constant cohesive stress used above. I find

Fo px o, Wx)
aw _ O [ ax x)
dx Vi Y (x'—x+1)17?
. 0, x<l!
A«(x)_ x_l, x>l , (417)
where
1 1/2
ik+%
© dk
(x)= ——eikx 4.18
vix —w2m (ik —g,) X (ik —g;3)1"? @18

Note that the singularities of the term in square brackets
in the integrand all lie in the upper half k£ plane. From
here, it is a straightforward exercise to invert (4.11) to
compute U(x), and then to set U(/)=3§ in order to com-
pute v. The result is

=5 . (4.19)

L(s—t) ]
nv
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As a first check on this formula, look at the limit v —0.
We have q,=~m, q,=~—m, qgs=—1/(qv),
Y~exp(—mx)/(mx)!/?, and U(l)=2F,l /m. Combining
these limiting formulas with (4.16) to eliminate /, we find
that the two-dimensional Griffith threshold occurs at

2F,5 172 1/2

A=As=

(4.20)

2r
m

as expected. A further comparison with BDL can be
made by looking at velocities large enough that v >>1/7
but  still small enough that B=~I1. Then
U(l)=Fyl*/(5mqv) and v ~A* as before. However, the
range of validity of this approximation—if any—
depends on the choice of the system parameters.

The more interesting behavior occurs at large driving
force A when the velocity v becomes of order unity. As
in Sec. III, all three roots g; are of roughly the same or-
der of magnitude for this range of v’s, and |qjll <1 for all
j. The dominant contribution to ¥(x) in (4.18) comes
from the pair of branch points in the upper half k plane
at k = —ig, and —ig;, which merge at, say, A=A, and
move symmetrically off the imaginary k axis for A <A,.
Thus
e @.21)
()12 ’ :
where § ~Reg, ~Regq;. For use in (4.19), where we need
arguments of ¥ only in the range (0,]), we can neglect the
exponential x dependence of ¢ altogether. We can also
assume, and immediately check selfconsistently, that
I <mu. In this limit, (4.19) becomes

FOIS/Z

Y(lx)=

Jm =8 (4.22)
5V )32
or, equivalently,
— . 2/5
‘/
L |3vm | (4.23)
n nF,

which we can make as small as we like by choosing &
small and F large.

Just as (4.16) is the two-dimensional analog of (3.14), so
(4.22) is the analog of (3.19). Combining (4.16) and (4.22)
to eliminate /, we obtain a relation between A and v that
can be written in a form analogous to (3.20):

3/5
Ay (qv)
)

ml/S

175 3/10

[q,(0)]'%.  (4.24)

For the special case v =1, we have ¢, =(m?/n)!? and,
therefore,

AIZ _
AG2

3/5
(qm )?/13 | (4.25)

1/5
10

772

Ag,
5

where A, is the two-dimensional analog of A, as given in
(3.25). One qualitative difference between (3.25) and
(4.25) is the explicit appearance of 1 on the right-hand
side of the latter equation. In two dimensions, the excess
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stress required to bring the crack up to the wave speed
grows with increasing viscosity. Another such difference
is the dependence on the length scale m —!. In one di-
mension, the stress m A, diverges for small m like m ~ 173
whereas, in two dimensions, m A;,~m '/? becomes small
in the same limit.

An expression similar to (4.25) can be obtained for A,
the analog of A in (3.28), the only difference being that
the numerical prefactor in (4.25) is reduced by a factor
1/2'3. Moreover, q, in (4.24) is a monotonically increas-
ing function of v (for large enough v). Thus, once again,
nothing special happens at v =1. The function v(A) rises
smoothly and monotonically through the wave speed.
For A> A(,, the branch points in the integrand in (4.18)
no longer lie on the imaginary k axis, so that ¥(x) has an
oscillatory part. According to (4.17), these oscillations
must also be present in U(x) but, because of the several
smoothing integrations implied by (4.11) and (4.17) in go-
ing from ¢ to U, they will not be so visible as in the one-
dimensional case.

Finally, a remark is in order regarding the stress near
the crack tip. The left-hand side of (4.15) is the stress-
intensity factor, usually denoted by the symbol Ky for a
mode-III crack. Ky is the coefficient of the term in
G(—|x|) which appears to diverge like |x|~!/? when ob-
served at values of |x| much larger than I, the size of the
cohesive zone, and much smaller than the macroscopic
length scale m ~!. If, as is sometimes done in the litera-
ture, we think of K|;; as having been computed for fixed
applied stress mA and arbitrary propagation speed v,
then we find that it decreases with increasing v. For v (or
1) small enough that the leading term in (3.15) is accu-
rate, K;~V/B. This ostensibly paradoxial behavior is
not indicative of an instability of the kind we found for
velocity-weakening friction in Sec. II. The relation be-
tween v, 77, and A must necessarily be taken into account
in order to discuss the dynamics of this system. For ex-
ample, in the interesting regime in which (4.24) is valid,
K~ (q)*/1% which is an increasing function of both
the propagation speed v and the dissipation strength 7.

V. SUMMARY AND CONCLUSIONS

The following brief summary of the principal con-
clusions reached in this paper includes some remarks and
speculations about future directions for inquiry.

(i) One-dimensional model with unstable stick-slip fric-
tion. The most important feature of this class of models,
which includes the simple model of an earthquake fault
discussed in earlier papers [2,3], is that the dynamic in-
stability associated with velocity-weakening friction de-
stabilizes the crack tip and causes it to accelerate toward
the wave speed. As presented here, however, the contin-
uum description of these models is incomplete. In order
to determine the actual speed of propagation and the de-
tailed structure of the crack tip, one must introduce some
additional dynamic mechanism, generally involving a
new, small-length scale, that acts to control the instabili-
ty. We know (from the previous work) that the stabilized
steady-state motion consists of a propagating narrow
pulse whose width is determined by the new length scale.
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This behavior appears to be closely similar to the “self-
healing pulse of slip in earthquake rupture” proposed re-
cently by Heaton [9]. It will be interesting to explore that
possibility in future studies.

The analyses presented here include no detailed investi-
gation of the tip instability, and the conclusions about the
dynamically selected propagation mode are based on ear-
lier analysis of the earthquake model in which fracture
energy was neglected. Moreover, the cohesive force near
the crack tip, which gives rise to the fracture energy, has
so far been taken to be infinitesimally short ranged for
use in the friction model. Thus a number of technical de-
tails remain to be sorted out. The most interesting out-
standing questions, however, pertain to the physical na-
ture of the required new length scale. (A finite-ranged
cohesive force does not suffice because it does not provide
the necessary stabilization.) There are a number of possi-
bilities, most of them being more realistic than the
ad hoc introduction of a lattice spacing as in Ref. [2].
Clearly, a more detailed understanding of this mechanism
would be necessary in order to argue that this propaga-
tion mode is a “Heaton pulse.”

(ii) One-dimensional model with viscous dissipation.
The simple Kelvin viscosity used in this class of models is
a singular perturbation which forces the use of a more
complete description of the Barenblatt cohesive zone
than was needed in the models with frictional dissipation.
At large driving forces and correspondingly high propa-
gation speeds, the material within the cohesive zone acts
as if it were a fluid; only the viscous force is operative in
balancing the cohesive force in this region. [See Eq.
(3.19) and the discussion surrounding it.] The elastic
force plays no role and, as a result, the propagation speed
becomes greater than the elastic wave speed at a finite
value of the applied force. Interestingly, the steady-state
crack-opening displacement acquires an oscillatory com-
ponent at high velocities.

One obvious question is whether a more realistic con-
stitutive relation than the Kelvin viscosity might produce

a qualitative change in this behavior. For example, a
creep compliance that exhibits some instantaneous elasti-
city as well as slow viscous response to a sudden change
in the stress would seem likely to produce a bound on the
propagation speed for large driving forces. Another
question concerns the oscillations. Nothing in the
present analysis indicates that there is any instability as-
sociated with this phenomenon, and preliminary numeri-
cal analyses [10], seem to confirm that these are stable
and accessible propagation modes. Nevertheless, the os-
cillations could play an important role at high propaga-
tion speeds in a variety of more complicated and realistic
situations.

(iii) Two-dimensional model with viscosity. The princi-
pal reason for looking at the two-dimensional model in
the present context was to learn whether dimensionality
is crucial for the qualitative dynamic behavior seen in the
one-dimensional cases. For the models with purely
viscous dissipation, it apparently is not. Power laws in
the relations between velocity and driving force are di-
mension dependent, and even the dependence on viscosity
and sample size are different in two dimensions than in
one; but the basic phenomena remain closely analogous
in the two cases. A particularly interesting question, spe-
cially relevant for earthquake dynamics, is whether
dimensionality might make more important differences in
the models with unstable stick-slip friction. It should
also be useful to explore the role of dimensionality in con-
nection with more realistic constitutive laws.
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