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Scattering of quantum fluctuations by a linear system is entirely characterized by impedance functions
that also allow the determination of the system fluctuations. We present a generalization of this linear
input-output theory to the case of a nonlinear scattering system. We define response functions that are
similar to the susceptibility functions of linear response theory, but behave as noncommuting quantities.
These functions contain a “dynamical” part determined by the relaxation of the system and a “structur-
al” one related to the commutators between the system observables. The generalized linear input-output
theory provides us with a complete description of the system fluctuations as well as of the output reser-
voir fields. The consistency of the results is ensured by general relations existing between the response

functions and the correlation functions.

PACS number(s): 42.50.Lc, 05.40.+j

I. INTRODUCTION

It is now well established that nonlinear-optical sources
are able to squeeze the quantum fluctuations of one quad-
rature component of the electromagnetic field below the
noise level of vacuum fluctuations [1] and large squeezing
factors have been demonstrated experimentally [2].

In standard theoretical methods of quantum optics
[3,4], the computation of such effects is based on a
coherent-state representation of the fields (a semiclassical
representation where the phase-space momenta corre-
spond to the normally ordered quantum momenta). The
evolution of the semiclassical distribution is given by a
Fokker-Planck equation with nonpositive diffusion
coefficients. A linearization procedure is used for com-
puting the field correlation functions. The correlation
functions of the output field are then deduced from the
intracavity ones [5]. For nonlinear-optical systems con-
taining atoms excited not too far from resonance, it is im-
portant to treat properly the atomic fluctuations [6].
This can be done by making use of the coherent-state rep-
resentation [7-9].

For the optical parametric amplifiers, when there are
no atomic fluctuations, it is possible to derive the output
fluctuations by a much simpler technique, studying
directly the linear transformation of the incident fluctua-
tions by the system [10]. This semiclassical technique is
quite analogous to the Nyquist theory of noise in electri-
cal systems [11,12].

The same intuitive approach can be used for oscillators
operated above threshold (optical parametric oscillators
[13]). As in the “linear stability analysis” [14], one first
obtains a working point by neglecting the effect of the
fluctuations. Then, one describes the evolution of the
field fluctuations by the classical equations linearized in
the vicinity of this working point. Finally, one uses the
classical reflection-transmission equations to compute the
output fluctuations by regarding all fluctuations as driven
by classical random fields incident on the mirrors. These
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incident fluctuations are chosen to fit the Wigner repre-
sentation [15,16] (the phase-space momenta correspond
to the symmetrically ordered quantum momenta) rather
than the coherent-state representation.

The semiclassical linear input-output theory has been
used for computing the generation of twin photon beams
by the nondegenerate optical parametric oscillator [17],
by bistable devices built on one-photon [18] or two-
photon [19] parametric processes. It has been shown to
be equivalent to the standard approach (using a coherent-
state representation) for any pure Kerr processes (para-
metric processes without atomic fluctuations) in the limit-
ing case of a high-Q cavity [20]. It has also been used for
studying low-Q cavities [18]. Related techniques, using
semiclassical Langevin equations, have allowed study of
the statistical properties of diode lasers with controlled
current noise [21] and of electrical systems containing
nonlinear components [12,22]. Extra classical fluctua-
tions in the pump fields such as those associated with the
Schallow-Townes diffusion process have also been treated
by using this method [23].

It has been shown recently [24,25] that the treatment
of atomic fluctuations can be done in the same spirit by
using the techniques of linear-response theory [26,27].
The parametric transformation of the fields by the atomic
medium is described by susceptibility functions while the
noise generation is described by atomic correlation func-
tions. The correlation functions of the output fields are
deduced from these susceptibility and correlation func-
tions which are themselves calculated by using the tech-
niques of resonance fluorescence theory [28,29]. As in
the semiclassical method, these functions are calculated
at a stable working point obtained from a mean-field
analysis. An interesting property of this technique is that
it does not rely upon a particular semiclassical represen-
tation of the fields; it deals directly with the quantum
Langevin equations, as is usual in resonance fluorescence
theory [28].

In the particular case where the scattering system is a
harmonic oscillator, it is well known that it is entirely
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characterized by some impedance functions which are
closely related to the susceptibility functions of linear-
response theory. The knowledge of these functions pro-
vides us with a complete and consistent description of the
system and reservoir fluctuations. The linear input-
output theory introduced previously [24,25] has been
used in situations where the scatterer is a nonlinear sys-
tem. However, the susceptibility functions were still
behaving as classical quantities (commuting numbers).

The purpose of the present paper is to show that the
development of linear- response techniques can be pushed
one step further. We introduce response functions behav-
ing as noncommuting operators when applied to the vari-
ous observables of the nonlinear scatterer. These func-
tions contain a “dynamical” part and a ‘“‘structural” one.
The dynamical part is determined by relaxation theory
and it contains all the frequency dependence of the
response functions. The structural part is related to the
noncommutativity of the commutators between system
observables.

Simplification occurs in the limiting cases (i) of a linear
scatterer where the commutators between system observ-
ables are classical numbers; (ii) of the usual linear-
response theory [26] which depends only upon the mean
value of the response operators; (iii) when one studies
quantum fluctuations of the fields emitted in a “weakly
coupled” reservoir [30].

In a first part of the paper, we recall some well-known
properties in the particular case of a linear scatterer and
their description in terms of impedances (Sec. II). Then
we come to the problem of a nonlinear system coupled to
one or two harmonic reservoirs. We introduce ‘‘tensori-
al” notations which will allow us to write the results for
any nonlinear scatterer. We give the expressions which
are unchanged when shifting from the linear scatterer to
the nonlinear one (Sec. III).

We write the relaxation equations for the nonlinear
system coupled to the reservoirs and we compute the
correlation functions from resonance fluorescence theory.
We deduce the susceptibility functions describing the
linear response of the mean values of the system observ-
ables to a classical modulation of the incident reservoir
fields. Then, we show that the linear response of the sys-
tem to the quantum fluctuations of the incident reservoir
fields is described by noncommuting response operators
which have the same dynamical behavior as the suscepti-
bility functions (Sec. IV). We compute the fluctuations of
the output fields and derive the input-output transforma-
tion. We analyze the particular case of a weakly coupled
reservoir (Sec. V). During these derivations, we check
that the generalized linear input-output theory provides
us with a consistent description of the system and field
fluctuations (Secs. IV and V).

In a last part, we summarize the results obtained in
this paper (Sec. VI). This conclusion can be used as a
starting point for the application of the method to
specific problems.

II. CASE OF A LINEAR SYSTEM

In this section, we collect the well-known results corre-
sponding to the damped harmonic oscillator. We present
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these results for an electrical system (“RLC oscillator”)
where they have an intuitive interpretation in terms of
circuit theory and impedance functions [11,12].

A. Damped harmonic oscillator

The Hamiltonian for a harmonic electrical oscillator
(“LC oscillator”) is

H;=0%/(2C)+U(®), U®)=d*/(2L),
[®,0]=i#%,

where Q is the charge and ® the magnetic flux. Indeed,
the Heisenberg equations associated with this Hamiltoni-
an are the usual equations for the voltage and current, re-
spectively,

(2.1
(2.2)

dUu
de=Q/C, d,Q0= ~£= —®/L .
It is well known [31] that the damping of the electrical
system may be described by coupling it to a collection of
harmonic oscillators:

(2.3)

H=H+H', 2.4)
H'=fmgﬂﬁw[%—aﬂlf[am—aﬁ] . 2.5)
0o 2m

The annihilation and creation operators of the reservoir
describe the quantum modes of a transmission line of im-
pedance R and they obey the usual commutation rela-
tions for a monodimensional scalar field:

[awval']zzﬂ-s(w_w’) ’ [aw’am']z[al’az']=0 .

(2.6)
The coefficients a,, are related to the resistance R [32]:

a,=#lw|R /2)712. 2.7

We will consider in fact that the LC system is coupled
to two distinct reservoirs 4 and B, corresponding to two
resistances R , and Rz. The aim of our work is to pre-
dict the field fluctuations that go out of the system into
the reservoirs. The Hamiltonian is

H=H¢+H',+H} , (2.8)

where H'; (respectively, Hy) is given by the expressions
discussed previously with operators a,, (respectively, b,)
and coefficients a,, (respectively, ,).

We write this Hamiltonian as
H=H,+H,+H,, (2.9)

where H; corresponds to the kth order with respect to
the coupling constants:

H,=Hg+H ,+Hpy , (2.10)
© dw

HA—fO Eﬁa)alaw , (2.11)

H=—1,0—1;®, (2.12)
< dw

A——fo Zﬁw[awal%—a;aw] , (2.13)
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H,=c ®*+cp®?, (2.14)
c, = fow%ﬁwaz‘,aw (2.15)

(same expressions for the B reservoir with the appropri-
ate substitutions); H , and Hjp describe the free evolution
of the reservoirs; H, describes a linear coupling between
the system and the reservoir fields I, and Ip; H, is a
self-interaction term.

B. Heisenberg and Langevin equations
The Heisenberg equations for the system are
d,e=Q/C,
dQ=—O/L+I,—2c,P+Iz—2c;P.

(2.16)
(2.17)

The Heisenberg equations for reservoir A4 are easily
shown to give

L0=1%0+ ['drig  ,(e—1)®(') (2.18)
0
o dw + dolt—14) —iwlt—ty)
IO — 0 +a* 0
A(t) fO 2ar ﬁm[amame a,a,e ] ’
2.19)

where t is any initial time. The function & , ; is given by
its Fourier transform:

£ al0]=1[6(0)—O(—w)lfv’ata,=oR ;' . (2.20)

Throughout the paper, we will consider that a function
f is defined in the time domain [ £ (¢)] or in the frequency
domain (Kubo’s notations f[®]) and that these two rep-
resentations are related through

fn=[42 prage e, @.21)

flol= [dtf(ne™ . (2.22)

With the initial time ¢ either far in the past or far in
the future, the expression of the reservoir field I, be-
comes

Iilo]l=I{o]+X 44l0]P]
=1 w]=x 44 —0]P[0],

where Y ,, is the retarded propagator for the reservoir
field:

X aa (=200 4 4(1) .

The fields 7™ and I°" which have a free evolution with
initial conditions, respectively, in the past or in the future
of ¢t have to be interpreted as the input and output reser-
voir fields.

It has to be noted that the constant appearing in the
self-energy term is the static susceptibility of the reser-
voir:

(2.23)

(2.24)

2c =X 44[0=0] (2.25)

and that
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Xaslo]l=x 44[@0=0]+iwR ;'=2c ,+ioR;'. (2.26)
It follows that the reservoir fields may be written
I,(t)=2c,®(t)—R {'d, (1) +I'}(1)
=2¢ O(t)+R 'd, (1) +15"(1) . (2.27)

Inserting these results in the Heisenberg equations for the
system, one gets the following Langevin equations:

d,e(t)=C7'Q(1), (2.28)
d,Q(t)=—L7'"®(t)—(R;'+RzHd,®(1)
+I%()+I5(e)
=—L '®(t)+(R;"+R; "d, (1)
+IP )+ I3 (e) . (2.29)

These equations describe the resistive damping (cumula-
tive effect of the coupling depending upon the coefficients
R, and Ry and the voltage V=d,®) as well as the
Johnson-Nyquist current noise (Langevin fluctuations of
the electrical current I =d, Q).

C. Input-output relations

From the relations (2.27), one deduces that the input
and the output reservoir fields are different and related
through the in-out relations:

I()=TI7(t)—2R ;'d,®(1) ,
I 0])=IMw]+2i 4 [0]Plo] .

(2.30)
(2.31)

As the system is linear, the Langevin equations are
easily solved in terms of an impedance Z[w] which gives
the voltage V'=d,® as a function of the input or output
current fluctuations:

Vio]= —iodP[w]

=C '0[w]

=Z[ol{I][o]+1§e])

=—Z[—ol{IF o]+ 15" o]}, (2.32)
Zlw] '=(—ioL) '+R;"+Ry; '—inC . (2.33)

This allows us to write explicitly the in-out relations
I3 0]=S 4l f[0]+S plollle],
I3%[@]=Sp [0} [0]+Sspl0l o],

S alo]=1+S plo], SAB[w]:_ZZ[w]R;l >
(2.35)

(2.34)

SBA[CU]:“‘ZZ[@]Rl;l, Spplo]=1+Sp (0] .

The effect of the linear system upon the reservoir fields is
similar to the action of a beam splitter having frequency-
dependent reflectivities. It is easily checked that those
reflectivities obey unitarity conditions and that the
scattering may be written in terms of frequency-
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dependent phase shifts:

IM o]+ I o))
=—Z[w]/Z[—o)IMNo]+IMle]) ,

R I 0] —RpIg"[@]=R I}[@]—RpIF[w] .

(2.36)
(2.37)

As a consequence of the unitarity of the field scattering,
the commutators of the output fields are identical to the
commutators of the input ones.

D. Connection between fluctuations and impedances

The quantum fluctuations of the system and reservoirs
are characterized by the correlation functions (we will al-
ways consider a stationary situation)

Cxx()=(X(1)X'(0)) . (2.38)

The noise spectra are the Fourier transforms of the corre-
lation functions:

(X[0])X'[w']) =280+ 0" )Cxylo] .
It will be helpful to define also the commutators £yy:
Exx(D)=1{[X(1),X'(0)]) =L{Cyx(t)—Cxx(—1)} .
(2.39)

The linear response of the system when submitted to an
excitation is given by the susceptibility functions of
linear-response theory:

Yxx () =210()Exx()=iO(){[X(£),X"(0)]) .  (2.40)

The functions £ , , and x 4, correspond to the particu-
lar case X=X'=I,. The impedance function Z is the
susceptibility function Y4 describing the response of the

system voltage to an input current; as a consequence, one

obtains
Evvlo]=2)  {xpwlol—xwl—0]}=wRe{Z[0]} .
(2.41)

The same expression of the commutator can also be de-
rived directly from the solutions of the Langevin equa-
tions (2.32):

Evvlo]=Z[0)Z[ - 0](§]4[0]+E55(0])

=0|Z[w]|"Re{Z[w] 1} . (2.42)

Therefore the Langevin equations provide us with a con-
sistent description of the system fluctuations. One notes
that the commutators and susceptibility functions do not
depend upon the fluctuations. This is a specific property
of linear systems.

The system fluctuations are characterized by the corre-
lation functions which can be written in terms of the Ny-
quist current fluctuations described by the correlation
functions C!j, and Cgp. Assuming that the input states
of the two reservoirs are uncorrelated, one deduces the
system fluctuations in terms of the impedance:
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Cyylo]l=|Z[o]*{Cl, (0] +Cio]} (2.43)

as well as the output field fluctuations in terms of the
scattering coefficients:
C%u,;[w]=SAA[w]Ci‘?A[w]SAA[w]*
+S 5[0]CH[0]S plo]* . (2.44)

In the particular case where the input reservoir states

correspond to the vacuum:
in [w]=£&4,4[0]26(0)=R ; 200(w) (2.45)

the system and the output fields also correspond to the
vacuum state:

Cyylo]l=§py[w]20(w),

Cyalo]l=Cl,le] .

(2.46)
(2.47)

III. NONLINEAR SYSTEMS

The aim of the paper is to extend the results recalled in
the preceding section to situations involving a nonlinear
system. First, we discuss the examples of an electrical
system containing a Josephson junction or an atom cou-
pled to the electromagnetic field. Then, we introduce
general notations allowing us to study any nonlinear sys-
tem. We finally write the results obtained previously for
a linear system which are still valid for a nonlinear one.

A. Josephson junctions and atoms

A polarized Josephson junction is an example of a non-
linear electric oscillator with a Hamiltonian:

Hg=0%/QC)+U(®), U®)=Ip®—I,p.cos(P/g,) ,

(3.1)
po=%/(2q) , (3.2)
[®,0]=i#, (3.3)

where Q is the charge (¢ the elementary charge), ® the
magnetic flux (¢, the flux quantum), I, the Josephson
critical current, and I, the polarization current. We will
consider the situations (0<Ip<I;) where the “tilted
washboard” potential U possesses minima corresponding
to possible stationary working points [33]. The Heisen-
berg equations for this Hamiltonian coincide with the
Josephson equations for the voltage and current, respec-
tively,
d,o=0/C , d,Q=—§%=
In a quasiclassical regime where a great number of en-
ergy levels are involved [34], this system can be approxi-
mated as a parametric system by retaining only the cubic
nonlinearity of the potential in the vicinity of the work-
ing point. More generally, the junction can be considered
as a quantum system with a limited number of eigenstates
of the Hamiltonian Hg involved [33]. In the present pa-
per, we will be primarily interested in the quantum re-

Ip—ILsin(®/@y) . (3.4)
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gime. Then, an operator like the magnetic flux ® will be
conveniently expressed in the basis of the eigenstates
la,):

Wi’

@, =la;){a;|Pla;)(a;,| . (3.6)

The situation is quite similar for atoms which consti-
tute another example of damped nonlinear systems. In
this case, the damping is due to the coupling of the atom-
ic dipole D with the free space electromagnetic field E.
In the “‘electric dipole’” approximation, this coupling may
be written

H,=—ED=—E3D , (3.7

i’

Dy=la;){a;|Dla; ) a;| . (3.8)

In the following, we will study situations where the sys-
tem is coupled to two different reservoirs. For example,
the first reservoir A represents the optical modes the out-
put fluctuations of which we are interested in [35,36].
The second reservoir B represents a background field re-
sponsible for an extra spontaneous emission of the atomic
systems [37]. For junctions, the two reservoirs corre-
spond, for example, to two transmission lines used for
coupling the junction on one hand, polarizing it on the
other hand. We will make no a priori assumption on the
ratio between the coupling strengths of the system with
the two reservoirs. At the end of the paper, we will write
the results of the generalized linear input-output theory
in the particular case where we are interested in a weakly
coupled reservoir.

In the simplest case, the nonlinear system may be de-
scribed by two states |a, ) and |a, ) separated by an ener-

gy fiwg:
H,=%wgla,){a,] . (3.9)

As is well known, the two-level atom coupled to elec-
tromagnetic fields can be represented as a fictitious 4 spin
interacting with magnetic fields [38]. The two spin states
are associated, respectively, to the upper and lower atom-
ic states |a,) and |a,) and the system operators may be
expanded over the spin components:

1t+o.=la,)a,|, 1—0,=la;)a,l, (3.10)

o,.=lay)a,l, o_=la;)a,l . (3.11)

In the rotating-wave approximation, the dipolar interac-
tion may be written

H,=—d(oc,E.+o_E_), (3.12)

where d is the dipole matrix element (or the flux matrix
element for junctions) and E, and E _ are the positive
and negative frequency components of the electric field.
The mean reservoir fields play the role of driving fields
and they will be included in the Hamiltonian of the non-
linear system. They will therefore be treated in a nonper-
turbative manner whereas the effect of the field fluctua-
tions on the relaxation of the nonlinear system will be de-
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rived from a perturbative theory (see the next section).
This separation between the mean values of the reservoir
fields and their fluctuations is analogous to the separation
used in the dressed-atom approach [39-41].

B. Notations for the nonlinear system

The general model consists of a nonlinear system
(Hamiltonian Hg) coupled to harmonic reservoirs (Ham-
iltonians H , and Hp) through a linear interaction (Ham-
iltonian H,):

H=H,+H,+H,, H=H¢+H,+H, . (3.13

In the following, we discuss the general expressions of
Hg,H , and Hg,H | and of the self-energy term H,.

The nonlinear system is described by a number r of
eigenstates [a;) and the operators may be expanded over
the r? operators S, which constitute a basis of the Liou-

ville space associated with the system:

S,=la;)a;| . (3.14)

The operator S, corresponds to the population of one
level for j=j' and to a coherence between two levels oth-
erwise. We will define I equal to one in the first case
and zero in the second one. The identity operator I for
the system is the sum over all population operators [42]:

I1=I1°S, . (3.15)

Clearly, the product S,z of the two operators S, and
S is either an operator S, or zero:

Sap=SaS5=545"S, (3.16)

(each coefficient 5,57 is either zero or one). We will also
define the products of three (or more if necessary) opera-
tors:

SaBV:SaSBS'y :saBy BSS ’ (3.17)

saﬁy’5=saﬂfsq,6=sa€8s,3y6 . (3.18)

The commutators of basic operators will play an impor-
tant role in the generalized linear-response theory and
they are denoted

[Sa’SB]:SaBNSBa =(SaBY—SBay)SY . (3.19)

In order to avoid any ambiguity, it will be helpful to in-
troduce a second notation for the basic operators S ,:
se=gs' . (3.20)
Raising or lowering the indices amounts either to apply-
ing Hermitian conjugation on S, considered as an opera-
tor acting in the Hilbert space, or to permuting S,’s con-
sidered as the elements of the basis of the Liouville space:

SHO=9BS5(1) , S, (1)="57,,5"(1) (3.21)

(each Sy is either zero or one).

When performing explicit computations of the correla-
tion functions, it may be convenient to translate the ten-
sorial notations introduced in the present section to ma-
trix notations [24]. The translation rules have to be
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chosen so that the matrix product operation fits the im-
plicit summation rule for tensor indices [43].

An example of a nonlinear system is the two-level sys-
tem which corresponds to the following operators S,
with their evolution frequencies w,:

Sy=3+%o,, =0,

S,=+—0,, ©,=0,

(3.22)
Sy=0,, 0705,
S4=0'_ N CL)4=_CL)S .

For this specific labeling choice, the nonzero coefficients

S’ and 518 are the following:
sy =8yt

—_‘—522 2=5244=S32 3=S341=S424=S43 2=1 N (3.23)
57711___5,’722:57’34___5,,743:1 . (3.24)

C. Coupling with the reservoirs

The linear coupling of the system with the reservoirs
will be written

H,=—#R*S,, R*=h,“4", (3.25)

where the A* are the different components of the reser-
voir fields and h, “ some coupling constants. For the
sake of simplicity, the components of the reservoirs A4
and B are denoted in the same manner and correspond to
different values of the labeling index u.

In the rotating-wave approximation, the components
A* correspond to well-separated evolution frequencies o/
and are therefore considered as different operators. They
split into two categories corresponding to positive or neg-
ative evolution frequencies w* and related, respectively,
to the annihilation and creation operators:

Atlo]=a,,

A“[w]=aT_

o around o; 0*>0,
(3.26)
o around o*; o* <0 .

w

Some dipole components are not coupled to the reservoir
fields (this is the case for the components S, and S, for a
two-level system in the rotating-wave approximation). It
may also occur that different dipole components are cou-
pled to the same field component or that different field
operators are coupled to the same dipole component.

Rigorously speaking, the dipole components are cou-
pled to electric fields which are related to annihilation or
creation operators through frequency-dependent factors.
However, we will consider that the frequency bands cor-
responding to different components are narrow compared
to the mean frequencies w*. In this resonance approxi-
mation, it is possible to consider that the constants A u @
are frequency independent.

As for the system operators, raising or lowering the in-
dices amounts either to applying Hermitian conjugation
on the field operators:
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A,(0=4H", (3.27)
4, l0]= 4 0], 0,=—0o" (3.28)
or, equivalently, to permuting the field components:
AMD="9" 4 (1), A,()="n,4"1). (3.29)

As discussed previously, the self-energy term H, can-
cels the static susceptibility of the reservoir fields. In the
resonance approximation, it is checked that those static
susceptibilities are zero so that one can forget H,. The
terms which are similar to the Lamb shifts for atomic
systems cannot be obtained in the resonance approxima-
tion, but they may be included in the system Hamiltonian
Hg (any modification of these terms due to the coupling
is neglected).

D. Correlation and susceptibility functions

The system fluctuations are characterized by the corre-
lation functions °C op O their Fourier transforms, the
noise spectra:

SCop(1)=(5,(185(0)) , (3.30)
(S,[01Ssl0']) =278(w+0")5Cp4l0] . (3.31)
We also define the commutators €
SE 4 1) =1{[S4(1),S50)])
=1[5C (1) —5Cp,(—1)] (3.32)

and the retarded susceptibility functions which will deter-
mine the linear response of the system to an external per-
turbation:

Sxap)=2i0(1) 5 4(1) . (3.33)

In the next part of the paper, we will calculate all these
functions by using methods derived from the resonance
fluorescence theory. It has to be stressed that the system
commutators and susceptibilities are no longer indepen-
dent of the fluctuations for a nonlinear system.

The fluctuations of the reservoir fields A* are charac-
terized in the same manner:

ACH ()= AM1)A*(0)) , (3.34)
Agmv()=1([ 4X1), 4¥(0)]) , (3.39)
A(1)=2i0(t) 16"(1) . (3.36)

The Heisenberg equations for the fields are still linear
so that the field commutators are the same as previously
(they remain state independent). One obtains, from the
definition of the field components,

e w]=1e", e=sgn (o*) n*,

AX‘“’[(D]=%[6’“’ .

(3.37)
(3.38)

Solving the Heisenberg equations for the fields and
choosing the initial time far in the past or far in the fu-
ture, one obtains the fields in terms of the reservoir sus-
ceptibility and of the input fields:
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AMo]= AP "]+ Lieh, S (o]

= A* o] —Lie"h, %S, (0], (3.39)

AR o] =AM 0] +ieh, %S, [o] . (3.40)

This operatorial expression of the linear response of the
reservoir field to the coupling to the dipole is still valid
because of the linearity of the field equations.

IV. GENERALIZED LINEAR-RESPONSE
THEORY

In the preceding section, we have written the results
which have the same form for a nonlinear system and for
a linear one. We will now study the relaxation of the
nonlinear system and compute the correlation and sus-
ceptibility functions by using the techniques of resonance
fluorescence theory. We use a perturbative theory of re-
laxation. We show that the linear-response properties
valid for a linear system can be generalized to nonlinear
systems with appropriate modifications. We demonstrate
that they provide us with a consistent description of the
system fluctuations.

A. Relaxation equations

In order to obtain the relaxation equations, we write
the Heisenberg equations for the system operators:

d,S, ()= —iw S, ()—i[RADS,(1),S,()] . 4.1

We have supposed that the different field components
are treated separately and that the corresponding fre-
quency bands are narrow compared to the mean frequen-
cies (resonance approximation). It follows that the noise
spectrum characterizing the reservoir fluctuations can be
regarded as flat on each frequency band taken separately,
with different values for the different frequency bands.
This is the condition for the so-called Markov approxi-
mation [36].

In these conditions, a perturbative solution up to the
second order in the coupling leads to the following relax-
ation equations:

d(S,(t))=[—iL,P—K, PI(Sst)), (4.2)

where the coefficients L, ? are related to the system
eigenfrequencies:

L, P=0,5,° 4.3)

(8,7 are the Kronecker symbols) and the relaxation
coefficients K , # are given by

—K (S =RCT"™(S, s —(S,5a T S0y5)/2) (4.4)

that is, using the expression of products of basic opera-
tors,

K P=RCTM (5,5, P 450,57 /25 05" ] - (4.5)

yda

The noise spectra XC ¥8in characterize the fluctuations of
the input reservoir fields:

Rcyﬁin:h#yhvé Acyvin[wfl] i (46)
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The evolution of the mean values {(S,(¢)) from an ini-
tial state {(S,(0)) are given by the retarded Green func-
tions G, #:

O(1)(S,(1)) =G, P(1){S4(0)) 4.7

which are obtained in the frequency domain as the in-
verse of the evolution matrix:

G,"[o][—iwd, P+iL, P+K, P1=58," . (4.8)
The preservation of the sum of the populations
1°d,(S,)=0 (4.9)
is ensured by the relations
I°L P=1K ,P=0, I1°G A()=T1PO(1) . (4.10)

This property is associated with the existence of a steady
state, which will be denoted

S,=(S4(®)), [iL,P+KP183=0. (4.11)

We will consider that the steady state is nondegenerate,
which eliminates the configurations with several trap lev-
els. The steady state may be derived algebraically from
the asymptotic values of the Green functions for long
times, that is, from the residues of the Green functions at
zero frequency:

S IP=1lim(—iwG,lo])) =G, Plt=w) .

w—0

(4.12)

B. Correlation functions for the system observables

The correlation functions SCaB evaluated at equal
times are readily deduced from the structure properties
of the basic operators:

SC5(0)=(Spp(0)) =8 g=s,57S, . (4.13)

For positive delays, the correlation functions SCaB(t)
may be evaluated by using the quantum regression
theorem [44] which states that they have the same evolu-
tion as the mean values {.S,(¢)) in a transient regime:

O(1)5C,5(1)=G, (1) 5C 4(0)=G, "(1)S,5 .  (4.14)

The noise spectra and the susceptibility functions are
deduced from these expressions:

SCp(1)=0(1)5C 15(1) +O(—1)5C (1)

=G, (1)S,3+Gg"(—1)S,, , (4.15)
S ap ) =1O()] 5C 15(1)— 5Cp,(—1)]
=iG, (D[S, 3—S8p,1, (4.16)
that is, in the frequency range
SCopl0]=G,"[0]S,;tGs " —@]S,, , (4.17)
Yapl@]=iG, "[0][S,5—Sg,1 - (4.18)

For any specific configuration of the nonlinear system,
these results ensure that the correlation and susceptibility
functions are related through
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SCaB[w]__SCBa[ _w]z —I [SXaB[w]_SXaB[ —Cz)]}
=25 o] . 4.19)

Using the fact that S, and S* are conjugate to each
other, one shows that the correlation functions may be
written as the elements of a hermitian matrix:

SCpal0]* =5CH (0] =57 S9fSC 0] ,

SCB Uw]*=5C,flo] .

(4.20)
(4.21)

C. Linear response to classical modulations

We consider now that the system, being in its station-
ary state, is submitted to a weak classical modulation of
the reservoir fields:

8H,=—#RS, , Ri=h, A" . (4.22)

a

Using the Heisenberg equations, it appears that the varia-
tions of the mean values are given by

d,(8S,(1)) =[—iLP—K PI(8S4(1)) +F, (1),
Fo(1)=1(55—85, ) RA(2) .

(4.23)
(4.24)

The solution of these classical Langevin equations pro-
vides us with the usual linear-response expressions:

(88,[0]) =G, "[0]F [0]=Xeplo]R 0] , (425

where S)(QB are the retarded susceptibility functions.

D. Linear response to quantum fluctuations

In the case of a linear system, we have seen that the
linear response theory also allows us to compute the
quantum fluctuations of the system in its stationary state
[see Eq. (2.43)]. We show now that this linear response
property can be generalized to nonlinear systems by in-
troducing new response functions.

First, we transform the Heisenberg equations to quan-
tum Langevin equations. These equations are obtained
by solving the Heisenberg equations up to the second or-
der in the coupling, keeping in mind that the input fields
have quantum fluctuations [45]:

d,S,()=[—iL,P—K_ PIS4(t)+F,(1), (4.26)

in

F ()=i(S,5—Sg,)RP"(1) . 4.27

The classical Langevin equations may be recovered as
mean values of the quantum ones, by replacing the opera-
tors S, and S,; by their stationary mean values S, and
S s and the quantum fluctuations R 8 by the classical per-
turbations 2.

Then, the quantum fluctuations of the system can be
derived by solving the quantum Langevin equations:

S,[0]=G,"[0]F,[0]=X 4(0]RP"[0],
X pl0]=G, "[0)i(S,5—Sp,) .

(4.28)
(4.29)

The usual susceptibility functions are equal to the mean
values of these response operators:

2773

Xapl @)= (X 5l0]) =G [0]i(S,5—5p,) .

Two types of terms appear in the expression (4.29) of the
response operator X,glw]. On one hand, the terms
G, "[®] are dynamical expressions which are determined
by the relaxation equations and contain all the frequency
dependence of the response operators. They play exactly
the same role as in the expression (4.30) of the susceptibil-
ity functions. On the other hand, the commutators
(S,5—Sp, ) are related to the structure of the nonlinear
system and do not depend upon the dynamics. For linear
systems, they are pure numbers and the linear response
formulas are also valid for quantum fluctuations. This is
not the case for nonlinear systems and the quantities
X plow] have to be treated as noncommuting response
operators.

This property allows us to give a precise definition of
the semiclassical limit when quantum fluctuations are
studied. This limit corresponds to situations where the
response operators commute and can be considered as
classical numbers. This occurs for a linear scatterer or
for a nonlinear scatterer in its highly excited states. We
will see later on that a similar simplification is obtained
also when a weakly coupled reservoir is studied.

(4.30)

E. Consistency
of the generalized linear-response theory

The correlation functions of the system can be ob-
tained in two different manners. In Sec. IV, they have
been deduced from the quantum regression theorem [see
Eq. (4.17)]. Now they can also be inferred from the gen-
eralized linear-response formula (4.28). In order to be
sure that the linear-response method is consistent, it is in-
teresting to check that the two derivations provide us
with the same results.

From the Langevin equations (4.28), one infers the fol-
lowing correlation functions:

(S,[0)Sglo']) =(X,, [0]Xgs[0'])
X{(R""[»]R®M[']) ,
SCuplo]=(X4, 01X g [ —w]) RCT¥N] .

(4.31)
(4.32)

The comparison with Eq. (2.43) suggests that the
response operators X s[w] may be considered as non-
commuting impedances describing the linear response of
the nonlinear system to the quantum fluctuations of the
input reservoir fields.

Using the expressions (4.29) of the response functions,
we first transform the expression of these fluctuations to

SCopl0] =G, 0G0 —] AP
X [§yezpﬁ +‘§eybcp_‘§ey¢>6 _gye&p] .

Using the expressions (4.5) of the relaxation coefficients
and the equations obeyed by the steady state, one shows
that

5Copl0]=G,"[0]G" — o]

X {[iwds?+iLs?+K %15,

(4.33)

+[—iwd,+iL “+K 1S5} . (4.34)
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Using the definition (4.8) of the Green functions, it finally
appears that these expressions are identical to the corre-
lation functions (4.17) derived directly from the quantum
regression theorem.

This establishes that the generalized linear response
theory provides us with a consistent account of the sys-
tem fluctuations.

V. GENERALIZED LINEAR
INPUT-OUTPUT THEORY

In this section, we study the fluctuations of the output
reservoir fields. We derive their expressions and check
that the output fields obey the same commutation rela-
tions as the input ones. We write the output correlation
functions in a form which facilitates the comparison with
the results obtained in a coherent-state representation.
We analyze the case of a weakly coupled reservoir where
the input-output transformation can be described in
terms of a classical transfer function and of an added
noise.

A. Quantum transfer functions

The fluctuations of the output reservoir fields are easily
obtained from the operatorial expression (3.40) of the
output fields and the operatorial expression (4.28) of the
system fluctuations:

Auout[w]zA#in[w]+ie’“’hv"‘XaB[co]RBi“[w] . (5.1

The output fluctuations can therefore be written in terms
of quantum transfer functions:

4 w]=A[0]4" "], (5.2)

A* [0)=8",+ie"h, X plolh P . (5.3)

The transfer functions A*, are noncommuting system
operators which generalize the frequency-dependent
reflectivities describing the scattering upon a harmonic
scatterer [see Egs. (2.35)].

In the following, we check that these quantum transfer
]
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functions preserve the commutation relations of the
reservoir fields (unitary scattering).

B. Correlation between system and reservoir fluctuations

For that purpose, we have first to study the correla-
tions between the system operators and the input fields.
Using the operatorial expression (4.28) of the system fluc-
tuations, one readily obtains

(Sy[0]4""[0']) = Yy lo(RT™[0]4""o']) ,

. . . (5.4)
(A* " w]Sgle’]) = Sxgslo’)( A" " @]R®Mw']) .

The correlations between system and reservoir fluctua-
tions are deduced in a simple manner from the input fluc-
tuations and from the susceptibility functions. This prop-
erty has already been used for studying the characteriza-
tion of quantum non demolition (QND) measurements
[46].
One deduces
(S 04" w)=2r8lo+w )y jlw]
B A v i
Xh,PACP o]
( A’”"[w]Sﬁ[a)’] ) =2178(w+w’)5)(55{a)’]
54 i
Xh,? C* "o] .

One can now compute the correlation functions charac-
terizing the output field fluctuations by using these ex-
pressions and the system correlation function (4.17):

Acpvout[w]z AC,uvin[w]
+ietP hp“S)(aB[w] hUB ACIVin[ )]
+i€ h,PSx gl —0]h,* ACH ™M o]
+ie? h,* i€ h,P3Coplo] . (5.6)

These equations preserve the commutation relations of
the reservoir fields. As a matter of fact, the difference be-
tween the output and input field commutators may be
written

Agyvout[w]_ Aé—;tv in[w]zieyp hpa SXaB[w] hgﬁ Aé—av+i6va haBSXBa[ _(U] hpa Agup

+ie'h,%ie” hoﬁsgaﬁ[w]

= _‘21.5#/) 6\/0 hpahoB{ SXaB[a)]_ Sxﬁa[ ’_Q)]_zl Sgaﬁ[w]} .

The functions within the brackets which characterize the
system fluctuations compensate each other for any non-
linear system.

This consistency check can be considered as an a pos-
teriori justification of the method.

Actually, it can be shown that the expression (5.4) of
the correlations between system and reservoir fluctua-
tions is the unique expression compatible with causality
and commutator preservation.

C. General form of the output correlation functions

We can write the output correlation functions in a
form which facilitates the comparison with the results of
standard quantum-optical techniques [3]. Using the ex-
pressions of the correlation and susceptibility functions of
the system, one transforms (5.6) into

ACH R p]= ACH "[u]+ACH 0] , (5.8)
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with
ACH[0]=T"[0]+T*[—0] , (5.9)
I [0]=e"h,%h,*G,"[o]

X {8, AC7"[w]-5§, AC7 N[ —w]} . (5.10)

In the particular case where the input field is in the
vacuum state, the two following properties can be used.
First, the quantities AC*¥ defined by Eq. (5.8) are exactly
the correlation functions corresponding to normally or-
dered products of operators. Then, the correlation func-
tions associated with the input fields are frequency in-

dependent (see the discussion in Secs. III and IV):
ACH In=2Q (") 1EH'=O(wH)e"" . (5.11)

It follows that the expressions to be compared with the
results of standard quantum-optical methods are

ACH[w]=€""€"" h,"h,” D" o]
X {85,0(0)—§,,0(—a")} ,
D, Rlo]=G,"[w] 852 —8," G5 —w] .

(5.12)
(5.13)

D. The case of a weakly coupled reservoir

We consider now that the system is coupled to two
reservoirs A4 and B having uncorrelated input fluctua-
tions and that we are interested only in the field emitted
into reservoir 4. The field components corresponding to
these two reservoirs are denoted 4* and B* and the cou-
pling coefficients “h,, # and ®h,, °.

In this case, it is interesting to write the results of the
generalized linear-response theory as a sum of two contri-
butions:

(5.14)
(5.15)

Sulo]=Xglw] *h, P 4*"+§ 0],
§a[w]=XaB[w]Bh#BB‘”“ .

The first contribution is the linear response to the fluctua-
tions of reservoir 4 which we are interested in. The
second contribution corresponds to extra fluctuations
which are uncorrelated with the previous ones. These ex-
tra fluctuations come from reservoir B but can be con-
sidered as a proper noise of the system. In this case, the
fluctuations of reservoir B appear only in the expression
of the relaxation coefficients.

The output field fluctuations can also be written as a
sum of two contributions:

AP 0] =AF [0] A" 0] +ie™ “h, S 0],

A [0]=8 +ie W, X plo] *h P,

(5.16)
(5.17)

where A* | is the generalized transfer function.

We study now the limiting case where reservoir A4 is
weakly coupled to the system and we show that the ex-
pressions of the output field fluctuations take a very sim-
ple form in this case. More precisely, we assume that the
coupling of the system to reservoir 4 is negligible in com-
parison with the coupling to reservoir B:
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A B

h,*<<"h,*. (5.18)
Then, the relaxation coefficients (4.5) are determined by
the coupling of the system with reservoir B since Eq. (4.6)
becomes

Rerdin=Bp v By dBCwin[gi] (5.19)
Using the property demonstrated in Sec. IV, one obtains
the correlation functions describing the proper fluctua-

tions as
(8,[0185(0']) ={S,[0]Ssle]) =278(0+0") SCyylo] .
(5.20)

Then, the quantum response operators X ,z;[w] may be
replaced by the classical susceptibility functions S)(aﬁ[w]:

AP o]=M [0]A " [0]+ie” b, S, (o],  (5.21)

A* [0] =8 Fie® 4h, " Sy plo] *h¥E . (5.22)

As a matter of fact, the correlation function deduced
from this expression is the same as the correct correlation
function when the terms containing products of two
response operators X ,s[w] are neglected (they are much
smaller than the terms associated with proper fluctua-
tions). The terms containing only one response operator
are correctly given by the susceptibility functions and de-
scribe the transformation of the input field by the non-
linear system (absorption, dispersion, or parametric
transformation).

The situation studied here of a weakly coupled reser-
voir corresponds to a large number of experimental situa-
tions. Its range of applicability is completely different
from the semiclassical limit although the quantum fluc-
tuations can be understood with the simple concept of
classical susceptibility functions.

This approach has been used for studying the field
emitted by a collection of atoms (which do not behave as
semiclassical systems) placed inside a cavity [24,25]. As-
suming that the atomic relaxation is determined essential-
ly by the side modes, the atomic dipoles can be written as
a sum of a linear response to the field in the cavity mode
and of proper atomic fluctuations (in fact the linear
response to the input field in the side modes).

V1. SUMMARY

In this last section, we summarize the results obtained
in the paper. This summary can conveniently be used as
a starting point for the application of the generalized
linear input-output theory to specific problems.

The mean values of the system observables obey the
following relaxation equations:

d, (S, (1)) =[—iL,P—K, PI(S41)) , (6.1)

where the coefficients L,? are related to the system
eigenfrequencies and the relaxation coefficients K ,? are
given by the expressions (4.5). These equations are ob-
tained in a perturbative relaxation theory by assuming
that the noise spectra characterizing the reservoir fluc-
tuations are flat on each frequency band taken separately.
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But it has not been assumed that the input reservoir fields
are in the vacuum state.

The relaxation equations are solved in the frequency
space in terms of Green functions obtained as the inverse
of the evolution matrix:

O(1)(S,(1)) =G, P(1)(S40)) ,
G,"w][—iwd, P+iL, P+K P1=8,7.

(6.2)
(6.3)

The correlation functions of the system observables are
evaluated by using the quantum regression theorem:

O(1)5C5(1)=G,"(1)S 5,
5Copl0]=G, 0] ,3+Gz [~ 0]§

(6.4)

ay - (6.5)

One then deduces the retarded susceptibility functions:
Napl@]=iG, [0)(8,5—8p,) (6.6)

which describe the linear response of the mean values
(8S,,) of the system observables to classical modulations
A* of the input reservoir fields:

(85, (0] =Sxag[w]7i’6[co] ,
RE=h,PA* .

(6.7)
(6.8)

The quantum fluctuations of the system observables
are given by generalized linear-response formula in terms
of the quantum fluctuations A#'™ of the input reservoir
fields:

Sa[m]=XaB[w]RBi"[w] , (6.9)

RFin=p B grin (6.10)
The response operators

X plo]=iG, "0](S,5—Sg,) (6.11)

have their mean values equal to the susceptibility func-
tions:

Naplo 1= (X plo]) . (6.12)

The dynamical terms G, "[@], which are determined by
the relaxation equations and contain all the frequency
dependence of the response operators, play the same role
in the expressions of the susceptibility functions and of
the response operators. The commutators (S, 3 —Spg, ) are
related to the structure of the nonlinear system and do
not depend upon the dynamics. They have to be treated
as noncommuting system operators.

For example, one can infer the system correlation func-
tions from the generalized linear response formula:

(Sal0]Sple]) = (X gy [@]Xgs['])

X{(R""w]R®"w']) . (6.13)

The fluctuations derived from these equations are in per-
fect agreement with the correlation functions computed
previously. A comparison of these equations with the
case of a linear scatterer (see Sec. II) suggests that the
response operators X ,s[w] may be considered as non-
commuting quantum impedances.
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There exists an operatorial expression for the output
field in terms of the input ones and of the system opera-
tors:

ArM @)= A" [w]+ie h, S, (0] . (6.14)

Using the generalized linear-response formula, it is then
simple to obtain input-output relations for the reservoir
fields. The output fluctuations can be written in terms of
noncommuting transfer functions which generalize the
frequency-dependent reflectivities describing the scatter-
ing upon a harmonic scatterer (see Sec. II):

AP ]=A* [0]4" o], (6.15)

A* [0]=8" ,+ie"h, " X plo]h,P . (6.16)

These quantum transfer functions preserve the commuta-
tion relations of the reservoir fields for any nonlinear sys-
tem, which can be considered as an a posteriori
justification of the method.

The correlations between system and reservoir fluctua-
tions are obtained in a simple manner from the input fluc-
tuations and from the susceptibility functions:

(Sy[0]4” "[0']) =N glo (R M0]4" "[a']) , 6.17)
(AM[0]S5l0']) =Sygle’ [ A*"[@]R*™e']) .

In the particular case where the input field is in the
vacuum state, the normally ordered correlation functions
characterizing the output field fluctuations (to be com-
pared with the results of standard quantum-optical
methods) may be written

ACM[w]=e*€""h,"h, P D, "So]
X {S5,0(0*)—8,,6(—at)} ,
D," s’ 0]=G,"[w]8;°—8,7Gs’ —w] .

(6.18)
(6.19)

In the limiting case where we are interested in some
components weakly coupled to the system, the quantum
fluctuations of the system and of the output fields can be
written as a sum of two contributions:

Sol@]=Xplolh,PAF"+8 (o], (6.20)
AP p]=A" (0] A o] +ie" h, S (o], (6.21)
M [0]=8 ,+ie h,* X glolh . (6.22)

The first contribution is described by the classical suscep-
tibility functions Sxaﬁ or the classical transfer functions
A* . The second contribution corresponds to extra fluc-
tuations coming from the other components which are
uncorrelated with the previous ones. These extra fluctua-
tions can be considered as a proper noise of the system
described by the usual correlation functions [24,25]:

(8,[01S4l0']) =278(w+0') SCypl0] . (6.23)
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