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Absolute cross-section measurements for electron-impact ionization of Cl+
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Absolute cross sections for electron-impact ionization of Cl+ have been measured from threshold to
200 eV with the use of the crossed-beams technique. The cross section shows a peak value of
12.8 X 10 "cm' at about 70 eV. Results are compared to the semiempirical prediction formula of Lotz,
with scaled cross sections for ions in the same isoelectronic sequence, and with other recent measure-

ments. Expansion coefficients and formulas for generating ionization rate coefficients in the electron

temperature range 10 & T & 10' K are presented.

PACS number(s): 34.80.Kw

INTRODUCTION

Electron-impact ionization of positive ions is a funda-
mental process in many discharges or high-temperature
stellar or fusion plasrnas and has long been studied exper-
imentally [1] and theoretically [2]. Total ionization cross
sections are necessary data in modeling and understand-
ing the various environments. Systematic studies, such as
those along isoelectronic sequences, provide some gen-
eralization of aspects associated with atomic structure
and are required for further theory development and
predictor formulas.

In spite of the importance of ionization studies and the
long history of study, particularly for controlled-fusion
research [3], information is lacking. For instance, the
only other ion isoelectronic with sulfur (sulfurlike) for
which ionization cross sections have been measured is
Ar + [4]. Chlorine is frequently found as an impurity in
fusion devices, and in this paper we present experimental
data on electron-impact ionization of another member of
the sulfur sequence, Cl+. The results are compared with
other recent measurements [5].

EXPERIMENTAL METHOD

These measurements were performed using the
crossed-beams technique. The apparatus is shown in Fig.
1 and the technique used has been described previously

[6].
The ions are produced in a commercial hot cathode-

discharge ion source [7] fed by CC14 gas. They are ex-

tracted through a hole in the molybdenum anode covered
with a platinum foil disk (to extend the anode lifetime,
since chlorine attacks the molybdenum) and accelerated
to 4 keV. The Cl+ component is mass selected by a 60
sector magnet and directed to a collision chamber in
which the vacuum was maintained at approximately
5 X 10 Pa. After colliding with the electrons, the ions
enter a parallel-plate electrostatic analyzer which
separates the product doubly charged ions from the sing-
ly charged primary beam. The parent-ion-beam current
is measured by collecting it in a Faraday cup, biased to
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FIG. 1. Schematic of experiment.

suppress the loss of secondary electrons. When the
parent beam is deflected into the Faraday cup, product
ions are deflected to an electron multiplier [8] used to
count individual ions. In front of the electrostatic
analyzer is a set of vertical deflection plates, mounted to
compensate for the ion-beam deflection in the 0.02 T
magnetic field of the magnetically confined electron gun.
The electron gun is almost identical to that described by
Taylor and Dunn [9,10] and has been used in this labora-
tory for several earlier experiments. The electron-beam
current was measured by collecting it in a suppressed col-
lector designed to minimize the number of electrons
reflected back along the magnetic-field lines into the col-
lision region. The electron beam is chopped and the
detector gated to detect counts with electrons on and
electrons off, so that detector counts due to electron-
irnpact ionization could be separated from background
counts. A scanning slit probe located in the collision
volume can be rotated to measure separately the spatial
profiles of both the electron and the ion beams.

The absolute cross section 0 at each energy E is deter-
mined from the signal count rate R of doubly charged
ions, beam currents I; and I, of ions and electrons, ele-

mentary charge e, velocities v; and U, of the particles,
form factor F (which takes the spatial overlap of the two
beams into account), and detection efllciency e for the
product doubly charged ions, through the relationship
[1,11]
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FIG. 2. Electron-impact-ionization cross section of Cl vs electron energy. Inset shows the near-threshold region (p). These are
relative measurements of cross sections taken by scanning the electron energies over the chosen interval and are made absolute by
normalization to the point at 25 eV. 0, present absolute measurements; D, absolute measurements from Ref. [5]. Relative uncertain-
ties are shown for the present data as solid bars, while the absolute uncertainty is shown at 70 eV by the bold bar.

Re Ui Ue F0' =
(V 2+ V

2)1/2 E

Typically, data were obtained using computer control
to measure the beam distributions and to record signal
and incident beam currents. Systematic checks and diag-
nostics were made [12—14] to verify that the quantities in
Eq. (1) were measured correctly and that no extraneous
effects gave misleading results.

The electron-energy scale was calibrated using a linear
extrapolation method. The cross section rises approxi-
mately linearly for about the first 5 eV above threshold
(see the inset of Fig. 2), and the very low signal below 23
eV illustrates that the number of metastable target ions is
small and direct ionization from the ground state is the
dominant process. Thus, by extrapolating the signal (ap-
parent cross section) at low energy to the abscissa, one
may equate the intercept with the known spectroscopic
threshold value of 23.8 eV [15]for Cl+.

Special care was taken with the pulse-counting cir-
cuitry and the measurement of the detection efficiency for
the product ions. The secondary-electron multiplier [8] is
a 20-stage focused dynode multiplier with a large sensi-
tive area but less than unit efficiency. The detector was
used in the pulse-counting mode, with negative high volt-
age (3650 V) applied to the first dynode and with the
anode at ground potential. The energetic positive ions
strike the surface of the first dynode generating secon-
dary electrons, a process which depends on ion energy
and charge state, angle of incidence, and previous history
of the particular dynode surface. Resultant charge pulses
are fed into a preamplifier, amplifier, and to a single-

channel analyzer (SCA) for further amplification,
discrimination, and standardization. The 0.5-ps dead
time of the pulse-counting system typically led to correc-
tions of 0.5% or less, and these corrections were made.
By releasing more electrons per ion at the multiplier
anode, the energetic doubly charged ions could lead to
saturation of the amplifiers, and so pulse shapes were
often checked for distortion at different points of circui-
try.

In addition, the pulse-height distribution (PHD) also
varies with ion-impact energy. The variation of detection
efficiency as well as PHD's with ion-impact energy can
lead to systematic errors in measuring signal rates by
pulse counting. Integral pulse-height distributions were
measured at different high voltages applied to the multi-
plier as a function of discriminator level, allowing the
proper setting of the lower threshold of a SCA to be
determined. After all these preliminary tests have been
done, one can proceed with the experiment on electron-
impact ionization and on detector-efficiency measure-
ments.

The detector efficiency for the product Cl + ions was
determined in a separate experiment. A beam of Cl +

ions of kinetic energy equal to that of the product ions in
the experiment (2 X 2000 eV) was produced from the ion
source with a current of about 1X10 ' A or less. The
beam current I2+ was measured by adjusting the
analyzer to direct the Cl + ions into the primary ion
Faraday cup which was connected to a calibrated and
sensitive, vibrating-reed electrometer [16]. The ion beam
was then directed onto the electron multiplier detector by
adjusting the analyzer voltage, and the pulse rate R was
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measured. The efficiency was then determined simply
from e=2ehR /EIz+, where the respective 5's are rate
and current differences when the beam is on or off. A
series of independent measurements at different times
over the period of the experiment yielded a detection
efficiency of 0.491+0.002.

RESULTS

TABLE I. Absolute cross sections for electron-impact ion-
ization of Cl+ obtained as weighted averages of results from re-
peated data runs. Cross-section uncertainties are relative only
and are at the 90% confidence level (CL). Additionally, there
are systematic uncertainties leading to an additional absolute
uncertainty of +10/o at high CL (estimated equivalent to 90%
CL).

E (ev)

25
30
35
40
45
50
60
70
80
90

o (10 ' cm)

2.3+0. 1

7.9+0.4
10.5+0.5

11.5+0.5
11.6+0.6
12.1+0.6
12.5+0.6
12.8+0.6
12.5+0.6
11.9+0.6

Z (eV)

100
110
120
130
140
150
160
180
200

o. (10 ' cm)

11.5+0.5
11.4+0.5

11.7+0.6
11.9+0.6
11.6+0.5

10.9+0.5

9.8+0.5

8.8+0.4
8.3+0.4

The measured cross sections for electron-impact ion-
ization of Cl + are listed in Table I and shown in Fig. 2.
The solid circles in Fig. 2 are independent absolute mea-
surements of the cross section measured at each energy,
and they represent weighted averages of results from re-
peated data runs. Form factors were measured at each
energy in all data runs. Uncertainties shown are relative
uncertainties at the 90% confidence level (CL), except for
the point at 70 eV which also shows the +10% high
confidence level (estimated at roughly equivalent to 90%
CL) absolute uncertainty. Solid triangles are relative
measurements in the threshold region normalized to the
absolute measurement at 25 eV.

Also shown as open squares in Fig. 2 are the measure-
ments of Yamada et al. [5]. Over much of the energy
range, the two measurements are disparate by around
25%. This is outside the range assessed for either of the
two experiments. In looking for possible differences in
technique which could account for the discrepancy, we
note that apparently Yamada et al. calibrated their
detector using various noble-gas ions and assumed that
the calibration holds for other ions. In so doing, they
noted constancy of efficiency for the noble-gas ions mea-
sured and pointed to a similarity between the efficiency
and the ratio of geometric channel area to total area of
the microchannel plate detector they used. They also
measured the ionization of Ar+ and obtained good agree-
ment with results of Miiller et al. [17] and Mann, Smith,
and Harrison [18]. In a siinilar manner, we also mea-
sured the ionization of Ar+ and found good agreement
with these authors.
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FIG. 3. Ionization cross sections scaled [Eq. (2)] to that for
Cl+ vs reduced electron energy u =E/El for Ar +:,Ref.
[4]; Cl+: + and ~, present data as in Fig. 2; S: ———,Ref.
[20], , Ref. [21]; - -, the prediction from the Lotz for-
mula with coelcient values for the 3p subshell only and
———,including 3s3p subshells.

In Fig. 3 our measured results for Cl+ are compared
with scaled cross sections for other isoelectronic targets
(Ar +, S) and with predictions of the Lotz [19] sem-
iempirical formula for the direct-ionization cross section.
Cross sections for Ar + are from Ref. [4] and those for S
are from Refs. [20] and [21]. We note that in the absence
of measurements on Cl+, Lennon et al. [22] in their com-
pendium recommend a curve based upon smoothed Ar +

cross sections to represent the cross sections for Cl+. In
Fig. 3 we have chosen to scale the cross sections of
isoelectronic species relative to that for Cl+ using the
classical scaling law

o, (u)=
2E
o(u) . (2)

Here u =E/EI, E is the energy of the incident electron,
EI is the threshold ionization energy of the subject target,
23.8 eV is the ionization energy of Cl+, and cr(u ) is the
ionization cross section for the subject target as a func-
tion of electron energy in threshold units.

Comparison with the prediction of the Lotz formula is
of interest, since this formula is heavily relied upon by
various authors and user groups. The formula has been
applied by using coefficient values originally recommend-
ed by Lotz [19] and subshell ionization energies given by
Clementi and Roetti [23]. Curves including only the 3p
subshell and including both the 3p and 3s subshells are
shown. The rise of the measured cross section from
threshold to 40—50 eV is steeper than that predicted by
the Lotz formula, and one can attempt to attribute the
difference to indirect processes (e.g. , excitation of inner-
shell 3s electrons to autoionizing states). Structure that
appears near 120 eV is similar to a feature in its isoelect-
ronic neighbors Ar + [4] and S [20]. In the scaled Ar
the minimum appears near 70 eV (u =3) and is quite nar-
row, in Cl+ it is near 100 eV (u =4) and is broader, while
in scaled S the structure is much broader and the
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T, (K) a(T) (cm /s) T, (K) a(T) (cm'/s)

TABLE II. Rate coefficients for ionization of Cl+. Numbers
in brackets signify factors of powers of 10.

TABLE III. Expansion coefficients for generating ionization
rate coefficients using Eq. (3) or Eq. (4) for the interval
10 ~ T ~ 10 K. Numbers in brackets signify factors of powers
of 10.

1.0[+4]
2.0[+4]
4.0[+4]
6.0[+4]
8.0[+4]
1.0[+5]
2.0[+5]
4.0[+5]

2.91[—20]
3.81[—14]
4.80[—11]
5.35[—10]
1.81[—9]
3.77[—9]
1.68[ —8]
3.67[—8]

6.0[+5]
8.0[+5]
1.0[+6]
2.0[+6]
4.0[+6]
6.0[+6]
8.0[+6]
1.0[+7]

4.74[ —8]
5.33[—8]
5.66[ —8]
5.98[—8]
5.54[ —8]
5.11[—8]
4.77[—8]
4.50[—8]

Qo

Q(

Q2

Q3

Q4

2.820 301[—10]
—1.464 081 [—10]

1.149 782[ —11]
1.079 981[—11]

—2.626 140[—12]

Q5

Q6

Q7

Q~

5.184 646[ —13]
2.355 628[ —13]

—4.712 102[—13]
7.210 388 [ —14]

minimum appears near 120 eV (u =5).
A principal goal of the present study was determina-

tion of absolute ionization cross sections. Thus no effort
was made to measure cross sections in detail near struc-
ture. Nevertheless, the double-humped structure referred
to was very reproducible in both the Cl+ and the Ar +

data, and appears plausible in the S data. We have no
models or suggested explanations for this structure nor
for the apparently regular progression of energies at
which it appears. There is some evidence for the double-
humped structure in the data of Yamada et al. [5], but it
appears at a higher energy. One also observes that the
slopes near threshold of the scaled cross sections are
greater for the ions than for the neutral atoms. This be-
havior within an isoelectronic sequence is frequently—
though not universally —observed [22], and at present we
do not have, nor are we aware of, an explanation. It is
clear that further theoretical work is needed to reach a
better description of ionization cross sections for many-
electron systems.

It is often necessary to know the rate coefficient as a
function of electron temperature for ionization of an ion
by electron impact. The rate coefficients are evaluated by
integrating the product of cross section and velocity over
a Maxwellian distribution following the procedure dis-
cussed by Crandall et al. [24]. The cross section data are
fit with a cubic spline or piecewise cubic Hermite polyno-
mial and extrapolated with relevant functional forms for
lower and higher energies than measured. The convolu-
tion can then be performed in a piecewise analytic way
over the n —1 data intervals and the extended regions to

yield the rate coefficients. Some representative rate
coefficients for Cl+ are listed in Table II. To make it
convenient to obtain coefficients at any temperature
10 T 10 K, the coefficient data were fit with a Che-
byshev expansion, and the expansion coefficients are
presented in Table III. At any temperature in the above
interval, a(T) can be obtained (here in units cm /s) by
evaluating the expansion

ct( T) =e I /kTT1/2 —g a T (X)
log ~pT 5 ~ 5

1.5

(3)
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where I=23.8 eV is the ionization energy and T„(X)are
Chebyshev polynomials.

As noted in [24], one can avoid explicitly evaluating
[25] the Chevyshev polynomials by using Clenshaw's al-
gorithm:

b. +2=b. +]=o

b„=2Xb,+,—b, +2+a„, r =n, n —1, . . . , 0

( T) 1 T1/2e I/kT(b b
—

)2
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