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Influence of multiple scattering on the Coulomb-explosion imaging of fast molecules
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A quantitative analysis of the influence of small-angle multiple scattering on fast molecules dissociat-
ing in solids is made using a Monte Carlo technique. Simulations allow the computation of asymptotic
velocities of all of the fragments after Coulomb explosion. It is found that only the simultaneous treat-
ment of the Coulomb explosion and the multiple scattering leads to satisfactory agreement of the simula-
tions with experimental data. Limits on the range of validity for Coulomb-explosion-imaging experi-
ments are determined. It is shown that these limits are ample to allow quantitative spectroscopic data to
be extracted from such experiments.

PACS number(s): 34.10.+x, 35.20.Dp

I. INTRODUCTION

Recent studies of the foil-induced dissociation of fast
(MeV) molecular ions have demonstrated an alternative
approach to the problem of determining the geometrical
structures of molecular ions [1]. In these so-called
"Coulomb-explosion-imaging" (CEI) experiments, a
we11-collimated beam of molecular ions strikes a thin tar-
get foil (-50—100 A). As a result, the valence electrons
of the molecule are stripped away very rapidly ( & 10
s) and the difFerent constituent nuclei repel each other
due to the mutual Coulomb forces. By measuring, with
very high accuracy, the relative asymptotic momenta of
the atomic fragments (as well as their charge states) one
can, in principle, determine the internuclear geometry
preceding the dissociation for every molecule in the beam.

While early work concentrated on measuring mean
geometry [2—5], more recent Coulomb-explosion experi-
ments are now aimed at studying the nuclear vibrations
within polyatomic molecular ions [6,7]. This has necessi-
tated the development of ultrathin stripper foils [8]. Ul-
trathin targets offer several advantages in such experi-
ments. Among them, the decrease of all ion-solid interac-
tion effects due to the relatively short dwell time of the
projectiles in the target (-10 ' s) is of prime impor-
tance. These interactions between the molecular ion and
the target can smear the final velocities of the molecular
fragments, and thereby reduce the ability of such experi-
ments to determine vibrational amplitudes. Such effects
include the electronic polarization of the solid, the energy
loss, the charge-state fluctuations of the dissociation frag-
ments while in the target, and small-angle multiple
scattering. Previous calculations [9] have shown that of
these, the most important limiting factor for CEI experi-
ments is the multiple scattering. %'hile the initial distri-
bution of internuclear distances in the molecule produces
a distribution of final velocities, the multiple scattering
can mimic the vibrational motions and thus must be
deeonvoluted from the measured distributions. Since
these calculations [9] were limited to the case of diatomic
molecules oriented perpendicular to the direction of the
beam, they were not generally useful for deconvoluting

the multiple scattering from the data.
The purpose of this work is to introduce a more com-

plete calculation of multiple scattering of fast polyatomic
molecules using a Monte Carlo simulation which treats
the multiple scattering of the nuclei simultaneously with
the Coulomb-explosion process. The characteristics of
the multiple-scattering distributions for different target
thicknesses, beam energies, molecular masses, and
geometries are presented. From these results, the limits
on the domain of applicability of the CEI method are ex-
plored.

II. COULOMB-EXPLOSION IMAGING

In a typical CEI experiment, for a molecule containing
N atoms, measurements of the 3N velocity components
after the explosion provides information on the 3N spa-
tial components within the original molecule. We call
these velocities the "V-space" coordinates while the origi-
nal coordinates (internuclear distances and angles) are
called "R-space" coordinates. These measured V-space
coordinate distributions can, in principle, be directly re-
lated to the corresponding R-space coordinate distribu-
tions describing the fully correlated spatial geometry of
the nuclei.

As an example, consider a diatomic molecule. If the
equilibrium bond length is r, and the stretching frequen-
cy is v, then in the harmonic approximation the wave
function of the ground vibrational state is given by

%(r)=No exp[ (r r, ) l(2a„)], ——

where %0 is a normalization factor and o., is given by

o „=&A/@co,

where co=2m.v and p is the reduced mass of the molecule.
In a CEI experiment, since all the asymptotic velocities

after the Coulomb explosion are measured, the final ki-
netic energy distribution G (E„)of the fragments in the
center of mass (i.e., in the frame of reference of the beam)
can be extracted. This distribution is related to the initial
internuclear distance distribution by
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G(&, ) = I +(r) I'
dEk

(3)

The most probable value of the kinetic-energy distribu-
tion Ek o can be calculated by taking the derivative of Eq.
(3). To first order in a„/r„and neglecting all ion-solid
interactions as well as the minor initial internal kinetic
energy due to vibrations, the most probable value of the
final kinetic energy Ek o is simply given by

Q2Q2"
k, o

l'e
(4)

where Qi and Q2 are the final charge states of the two
fragments. The width (i.e., the standard deviation) of the
final kinetic-energy distribution due to the initial bond-
length distribution (with a rms width given by cr„/&2)
can be evaluated by di6'erentiating Eq. (4),

Q, Q2e cr„
CTE—

r,' &2
&k,o

2

QiQ2e' +2 (5)

III. COULOMB-EXPLOSION SIMULATION

The simulation is divided into two parts. First, the
multiple scattering of each atom in a given molecule is
generated individually for each of a given number of tra-
jectories, typically of the order of 2000. The multiple-
scattering computational procedure has been developed
by Moiler, Pospiech, and Schrieder [10], and its im-
plementation has been described elsewhere [9,11,12].
This produces a list of scattering angles (polar and azimu-
thal), charge states, and time of each collision inside the
target for each trajectory.

Then, for the case of molecular projectiles, in addition
to this multiple scattering, the trajectories are modified
by the mutual Coulomb repulsion between the fragments
of the molecule, ignoring any possible correlations in the

Thus, by measuring the final kinetic-energy distribution,
the initial vibrational frequency can be deduced by com-
bining Eqs. (2) and (5),

2 2
&k,oN= (6)

P 2Q, Q2e oE

It needs to be stressed that the result given by Eq. (6) is
valid only if all ion-solid interactions are negligible.
Another limitation is that the harmonic approximation
has been used. Since the full energy distribution is mea-
sured, any anharmonicity present in the initial molecular
potential will show up in the final kinetic energy as well.
However, for the sake of simplification, we will continue
to use this approximation.

As we have pointed out, the most important smearing
effect for the final distribution is the multiple scattering.
In Sec. IV we will present calculations done by computer
simulations of the Coulomb-explosion process, of the
contributions of the multiple scattering, -and the charge
fluctuations to the final width of the energy distribution
and compare these for specific cases to the "natural
width" given by Eq. (5).

multiple scattering of the fragment ions. Early treatment
of multiple scattering of Coulomb-exploding fragments
assumed that the multiple scattering and the Coulomb
repulsion are independent interactions producing addi-
tive small-angle defiections [13]. A model based on the
Fokker-Planck equation to simultaneously incorporate
these two effects previously demonstrated that important
focusing and defocusing effects are not accounted for in
the simpler model [14]. Moreover, it has been demon-
strated that the interplay between Inultiple scattering and
the Coulomb repulsion is orientation dependent [15]. For
example, for a diatomic molecule with its internuclear
axis aligned along the beam direction, the multiple-
scattering deflections are perpendicular to the Coulomb-
explosion forces, and we expect the dissociation process
to be independent of the multiple scattering. However,
for molecules aligned transverse to the beam directions,
the Coulomb forces and the multiple-scattering affect the
same velocity components and thus act "coherently. "

The method of computation consisted of numerically
integrating the equations of motion for the different "free
paths" between each "collision" of any of the molecular
fragments, as determined in the first part of the simula-
tion, starting from an initial molecular geometry and a
random orientation relative to the beam direction. At
each collision, the velocity vector of the colliding atoms
is rotated, as given by the polar and azimuthal angles
computed in the first part of the simulation.

The Coulomb interaction between any two fragments,
during the target dwell time, is modeled by a sum of
screened pairwise potentials of the form

2

J
lJ

where q, and q are the instantaneous charges states of
any pair of fragments during the "free path, "and the ex-
ponential term reflects the screening due to target elec-
trons. For slow projectiles, i.e., v & vp (vp is the Fermi ve-

locity), the screening distance a, =a, does not depend on
the projectile velocity v and is always smaller than a typi-
cal internuclear distance (for example, a, =0.4 A in car-
bon [16]). As a consequence, the Coulomb forces be-
tween fragments of a slow incident molecule are very
weak within a solid medium. For projectiles with veloci-
ties v) vo, one has to consider the effects of dynamic
screening [17] in which a, =ad is proportional to the
cluster velocity and given by ad = v /co~, where co~ is the
plasma frequency of the solid (for example, ad =0.98 A
for 2-MeV N2+ in carbon).

The result of this procedure produces the nuclear coor-
dinates and velocities of each fragment at the exit of the
target foil. Then the final velocities are calculated by
computing the asymptotic trajectories of all fragments.
Outside the target, the potential between any two frag-
ments is assumed to have the form

2 /l M

IJ
lJ 1J

For light nuclei (Z, ~ 10) ap is a constant (taken to be the



196 D. ZAJFMAN, T. GRABER, E. P. KANTER, AND Z. VAGER 46

Bohr L-shell radius of the specific atom) which reflects
the screening of any remaining L-shell electrons, and the
g; are defined as

Z, —2 if Q, (Z, —2

Q; otherwise (9)

where the Z; are the atomic numbers of the fragment nu-
clei. The first term in Eq. (8) reflects the complete screen-
ing of the nuclei by the K-shell electrons for internuclear
separations smaller than ao but larger than the E-shell
radius. In the case of g;=Q, U(r) is reduced to a pure
Coulomb potential. Similar consideration can be used for
heavier nuclei.

The final results of the simulation are the asymptotic
velocities and charge states of each fragment. For the
simulations reported here, the integration was stopped
when the remaining potential energy in the system is
lower than 2% of the potential energy at the exit of the
target.

IV. RESULTS AND DISCUSSIONS

A. Diatomic molecules

We have computed the asymptotic distributions of ki-
netic energies in the center of mass (c.m. ) for the
Coulomb explosion of various diatomic molecules, as a
function of beam energy and target thickness. As shown
in Eq. (6), an important quantity of these distributions is
the width crE which can be, when there is no multiple
scattering, related to the initial vibrational frequency. A
criterion to judge the importance of multiple scattering is
the comparison of the width due to such scattering (cT Ms)
to that caused by bond-length variations in the molecule
due to zero-point vibrations (trz ). Ideally, in order to be
able to accurately deconvolute the natural width from the
measured one, o.

Ms should be smaller than o E.
As an example, Fig. 1 shows the simulated final

kinetic-energy distribution (in the c.m. ) for Nz at three

different beam energies: 1.5, 4.0, and 6.0 MeV for a target
of Formvar with a thickness of 0.5 LM g/cm and final
charge state Q, =Q2=3. The bond-length distribution
was chosen to be a 5 function with r, =1.11642 A [18],
so that the final width shown in Fig. 1 is only due to the
multiple scattering and charge fluctuations in the solid
target. It is clear that the width of these distributions in-
creases as the energy decreases, but most important are
the long tails on the high-energy side. These tails are a
result of the rotational kinetic energy which is pumped
into the system due to the multiple scattering [19].

Figure 2 shows the comparison between the experi-
mental results and simulation for a beam of N2+ at 2
MeV through a 2.5-pg/cm Formvar target. In the ex-
periment, the N2+ molecules were prepared in the
ground state using a supersonic expansion source [20] lo-
cated in the high-voltage terminal of the 5-MV Dynami-
tron at Argonne National Laboratory and measured us-

ing a specialized detector [21]. In the calculation, the ini-
tial bond-length distribution of the vibrational ground
state [18] was included in the simulation, and the final
charge states are Q, =Qz=2. The agreement between
the calculations and the experiment is excellent, includ-
ing the high-energy tail which is also present in the ex-
perimental result. It should be pointed out that at such
energy and target thickness, the multiple-scattering con-
tribution 0 Ms is much larger than O.z so that the agree-
ment between the simulation and the experiment in this
case does not prove that the molecule was necessarily in
the ground vibrational state. Figure 2 also shows, for
comparison, the result of the simulation when the multi-

ple scattering and the Coulomb repulsion are not treated
simultaneously. In this case, the Coulomb explosion was
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FIG. 1. Simulated final kinetic-energy distribution for N2 at
three different beam energies (a) 1.5 MeV, (b) 4 MeV, (c) 6 MeV.
The target was 0.5-pg/cm Formvar and the final charge states
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computed first without multiple scattering, and then the
final nuclei velocities were smeared by an amount which
was taken from the multiple scattering of a monoatomic
beam using the previous simulation. Clearly, the treat-
ment of "coherent" multiple scattering is important in
this case and generates a narrower distribution than the
incoherent, as was already proven by Sigmund [15].

In order to systematically quantify the widths of these
distributions, we have fitted Gaussian functions to the
central parts of the kinetic-energy distributions, neglect-
ing the tails, and used the standard deviation of such fits
to describe the widths. In Fig. 3, the standard deviations
(crMs) of the final kinetic energies, due to multiple
scattering (i.e., for a 5 function initial R distribution), are
shown as a function of beam energy for different target
thicknesses for He2+ (Q, =Q2=2) and Nz+ (Qi Qz =3)
projectiles. The horizontal dashed lines in Fig. 3 corre-
spond to the natural widths which would be expected for
a "pure" Coulomb explosion of the vibrational ground
state, i.e., calculated using Eqs. (2) and (5) and frequen-
cies deduced from spectroscopic data. The energy range
has been chosen so that it matches the capabilities of the
different accelerators currently used for CEI experiments
(i.e., the 5-MV Dynamitron at Argonne National Labora-
tory and the 12-MV Pelletron at the Weizmann Insti-
tute). Below about 4 MeV, the general trend is that a Ms
is decreasing strongly when the energy increases. For

higher energies, the width is more or less independent of
the energy, and remains at a constant level determined by
target thickness. This is due to the fact that at high
enough energy, the width due to the charge fluctuations
inside the target (which lead to fluctuations in the
effective internuclear potential) is larger than the contri-
bution due to multiple scattering. The curve for N2+
corresponding to the thickest target (1.5 pg/cm ) even
tends to increase at high energy (above S MeV). This be-
havior can be understood using the following argument:
Since all the curves are drawn for the same final charge
state (Q i

=Qz = 3 ), at high energy in a thick target, these
charge states are in the tail of the final charge-state distri-
bution. Thus, charge-state fluctuations inside the target
leading to such charge states are larger than when the
final charge state is close to the most probable one. In or-
der to check this, we carried out the same simulation for
a target of 1.5 pg/cm, but computing only the trajec-
tories leading to a final charge of Qi =Qz =5 on each ni-

trogen. The result is shown in Fig. 4 together with the
previous result for Q, =Q2 =3. It can be seen that the
o Ms is smaller for Q; =5 than for Q; =3 at high energy
and larger at low energy, in agreement with the previous
argument. The crossing around 10 MeV represents the
energy where the intermediate (Q; =4) charge is the most
probable. For comparison, the width of the distribution
for Q; =4 is plotted on the same figure. It is important to
point out that at these energies and target thickness, the
charge-state distribution is not yet equilibrated. It is
clear that this charge-state effect does not occur for light
molecules (such as He2+) where the fluctuation of the
charge states cannot be as large, and, furthermore, the
final charge which has been chosen (Q;=Z;=2) is the
most probable over the entire range of energies con-
sidered. It is thus important for minimizing multiple-
scattering effects in CEI results that such experiments
with nonequilibrated ions always consider the most prob-
able charge state.

Figure 5 shows the widths of the simulated kinetic-
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energy distributions as a function of target thickness for
He2+ at different beam energies. The dependence is gen-
erally linear. Shown in Fig. 6 is the width as a function
of the molecular mass at constant energy and target
thickness for the most probable charge state.

In order to condense these results in a useful way, we
could try to answer the following question: Given a
specific molecule, what is the domain of vibrational fre-
quency for which the CEI technique will be a sensitive
tool? The answer to that question can be deduced from
Fig. 7. In this figure are displayed various contour levels
corresponding to vibrational frequencies. The contours
are shown as a function of the reduced mass of the mole-
cule and its energy. Each contour represents the relation
between the reduced mass and the energy for which the

FIG. 7. Contour levels of the upper frequency limit for
which the multiple scattering and the natural width are equal,
as a function of both the reduced mass of the molecules and the
beam energy for a 1-pg/cm Formvar target. The frequencies
on the different contours are in units of cm ' and have been cal-
culated from the widths of the simulated kinetic-energy distri-
butions using Eq. (6).

multiple-scattering width is equal to the natural width.
They have been computed by estimating the widths of
various simulated kinetic-energy distributions for
different molecules and beam energies, and transforming
these widths, with the aid of Eq. (6), to frequencies. The
simulations were made with 5 functions for the initial in-
ternuclear distributions and for a target thickness of 1.0
pg/crn . As such, they represent the contribution of the
multiple-scattering and charge-changing process to the
measured width. Since a high frequency corresponds to a
narrow natural width, the numbers adjacent to each level
represent the upper limit for the sensitivity of a CEI ex-
perirnent for a given molecule at a given energy. These
values can be easily scaled for various target thicknesses
using Fig. 5 [and Eq. (6)]. As an example, using a molec-
ular beam with a reduced mass of p=g (such as 02, for
example) at 4.0 MeV, the upper limit on the frequency is
about co=800 cm '. Doing the same experiment at an
energy of 12 MeV will extend that limit to co=5000
cm '. It should be clear that these numbers represent
only the fact that at these energies, the natural and multi-

ple scattering widths are equal. This is not a fundamental
limit since it is sti11 possible to deconvolute the kinetic-
energy spectrum. However, it is a practical limit since
such deconvolution leads to increased experimental un-

certainty.
Since the frequencies of most diatomic molecules are in

the range of 1000 to 2000 cm ', it is clear that there is al-

ways a domain in which the width due to multiple
scattering is smaller than the natural width due to zero-
point vibrations. Since the thinnest Formvar targets
which are practical are -0.5 pg/cm, it means that CEI
experiments can be designed to be insensitive to such foil
effects by choosing the right target thickness, energy, and
charge state (i.e., the minimum energy being around 4
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MeV for a target thickness of -0.5 pg/cm, and the
charge state being as close as possible to the most prob-
able one). For relatively heavy systems (p) 16), higher
energies than available with the present accelerators
[both at Argonne (5 MV) and Weizmann (12 MV)] are
needed in order to extract accurate bond-length distribu-
tions for ground-state molecules.

B. Polyatomic molecules

In the case of polyatomic molecules, it is less easy to
extract general considerations though the procedure is
straightforward. The analysis has to be carried out for
many different vibrational modes. The effect of multiple
scattering on vibrations involving mainly stretching be-
tween two atoms can easily be related to the diatomic
case, but this is not true for bending (angular) motions.
For such motions, it is expected that the multiple scatter-
ing and the Coulomb repulsion do not act coherently
since for large bend angles, bending vibrations are mostly
perpendicular to the strongest interatomic bonds (i.e.,
those with the largest Coulomb energies). On the other
hand, the result will be very dependent upon the initial
geometry of the molecule and focusing or defocusing
effects can still occur.

In order to get a sense of how much the bending vibra-
tional motion is affected by multiple scattering, we com-
puted the final angular distribution of the two protons in
the Coulomb explosion of H20+. Figure 8 shows the dis-
tribution of the angle between the final velocities of each
of the two protons relative to the oxygen fragment. The
results shown are for three different energies (1.5, 4,0, and
6.0 MeV) with a target thickness of 1.0 pg/cm and a
final oxygen charge state Q =4. The initial bond angle
was chosen to be 8, =108.4' and the 0—H length
r, =0.997 A [7], each with 5 function distributions.
Thus, the width shown in Fig. 8 is due only to foil effects.
Unlike the kinetic-energy distribution in Fig. 1, no asym-
metries are apparent in the tails on either side of these
distributions. Figure 9 shows the standard deviation ob-
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tained by Gaussian fitting of the angular distribution for
different target thicknesses as a function of the incident
energy for a final charge state Q=4 on the oxygen. It
has previously been experimentally demonstrated that the
variations of the distributions for different charges states
are relatively minor [7], since the final angle is only weak-
ly influenced by the relative velocity between the protons
and the oxygen and the H-H interaction is weaker than
the 0-H interaction. The width of the distribution e Ms
decreases strongly as the energy increases until about 4
MeV. Above that energy, o Ms approaches a constant
level, which is again due to the fluctuations of the charge
inside the target. For comparison, the horizontal dashed
line represents the natural width expected for a "pure"
Coulomb explosion including zero-point vibrations. This
line has been computed by running the simulation
without any multiple scattering or charge fluctuations,
but including an initial bond-length and bond-angle dis-
tribution [7] as given by standard spectroscopic data.
Here again, for these thin foils, a CEI experiment can be
relatively clean and the condition that the natural width
has be larger than o.

Ms can easily be achieved, even for
this relatively stiff bending vibration.

V. CONCLUSIONS

The results of these simulations, and corresponding ex-
periments, demonstrate that with ultrathin stripper foils
(i.e., thinner than 1 pg/cm ) and beam energies above 4
MeV, it is possible to deconvolute the multiple scattering
from the results of CEI experiments, and thus measure
the probability distribution of nuclei within molecules
with relatively good precision [12]. An important factor
is the vibrational frequency of the molecule which is ana-
lyzed. Here, we have considered only the zero-point
motions of relatively stiff vibrations. Floppy molecules
have very low frequencies, and consequently a large
geometrical spread. Thus, the ratio between the width
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due to foil effects and the natural width due to zero-point
motion is much smaller than the cases considered here.
Excited vibrational states in general also exhibit large
amplitude motions and similar considerations apply to
these. For such molecules, CEI can be quite a precise
tool for obtaining structural information.
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