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Stimulated Cherenkov emission in dielectric-lined waveguides
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Particle-in-cell simulations of a dielectric Cherenkov maser experiment are used to analyze the emis-

sive characteristics of an annular relativistic beam in a dielectric-lined waveguide. Good agreement with
recent experimental results is obtained. The large gain in the device follows linear theory until satura-
tion, when particle bunching and trapping is observed. The beam density becomes highly modulated
with pulse length -A, /2, where A, is the guide wavelength. The performance of the device in the high-
current regime is highly nonlinear. A simple nonlinear theory, confirmed by numerical results, shows
that the field saturates at a value corresponding to cob =hco/2, where cob is the electron bounce frequency
in the wave and hco is the detuning parameter.

PACS number{s): 41.75.Fr, 41.60.Cr, 52.25.Sw, 42.52.+x

I. INTRODUCTION

Stimulated Cherenkov emission from a relativistic elec-
tron beam in a slow wave structure is a source of
coherent high-power microwave radiation [1—5]. In this
configuration, the electron beam can interact with the
subluminous waveguide mode to enable the Cherenkov
instability to grow (Fig. 1). A requirement for this is that
the electron distribution function have a positive deriva-
tive, i.e., Bf/t)u & 0 near the phase velocity v

= verb of the
wave. This assures a population inversion, or more elec-
trons in a "higher" energy state than in a "lower" one,
which then guarantees the prevalence of stimulated emis-
sion over absorption. Hence there is a net production of
radiative photons, and the resonant wave-particle interac-
tion at the Cherenkov condition co=k v causes the beam
(which has most of its energy in the axial direction) to
bunch.

In Fig. 2 is shown a schematic drawing of a high-power
dielectric Cherenkov maser experiment whose details
have been previously published [6]. The device consists
of an annular electron beam traveling down a dielectric-
lined waveguide through which a 100-kW input signal is
injected at the entrance to the drift tube. The liner had a
dielectric constant a=10, outer radius of 1.75 cm, and
was inserted into a thin-walled stainless-steel drift tube.
The inner radius of the tapered liner varied between 1.47
and 1.5 cm, and liner lengths of up to 30 cm were used.
A Physics International Pulserad 220A was used to ener-
gize the electron-beam diode. Beam voltages of between
500 kV and 1 MV were generated with interaction
currents up to 5 kA at a pulse duration of 100 ns. The
electron beam was annular with a thickness -2 mm.
Magnetic guide fields of up to 20 kG were used to guide
the electron beam through the dielectric liner at a dis-
tance of —2 mm from the liner surface. A tunable mag-
netron (8.4—9.0 GHz) was used to supply an input signal
of up to 100 k%'. Figure 2 is a schematic of the experi-

mental apparatus. Depending on the liner and beam pa-
rameters, output powers of up to 280 MW at 11%
efficiency were measured. The experiment was studied in
the parameter regimes corresponding to three distinct
configurations which are summarized in Table I.

In [7] we presented results on the comparisons of a 2—,
'-

dimensional, fully electromagnetic, and relativistic
particle-in-cell code tsIS [8] with the experimental mea-
surements of Ref. [6]. In this study, we discuss the na-
ture of the beam-wave interaction and analyze a number
of simulations detailing the nature of the particle-wave
coupling in the waveguide. The simulations are based on
the experimental configuration of Ref. [6] with a simula-
tion region of 60 cm length, a 59-cm liner length, and a
constant liner thickness of -0.24 cm. The liner length
used in the simulations was larger than that used in the
experiments in order to investigate the length over which
saturation of the interaction occurred.
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FIG. 1. Plot of the intersection of the no-beam waveguide
dispersion relation with the beam line tv=kPc near where the
Cherenkov resonance occurs.
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F1G. 2. 8chematic drawing of the dielectric Cherenkov maser amplifier experiment of Ref. [1] (not to scale).

II. SIMULATIONS

In a typical simulation, a relativistic electron beam
with an energy varying between 788 and 890 keV and
with an energy spread b,y/yo between 1.7% and 12%
was injected into a metallic drift tube of radius 1.75 cm
and axial length 60 cm. In all the simulations there was a
constant magnetic guide field of magnitude 8, =15 kG
applied in the z direction. A TMO, wave of power 100
kW was launched into the left-hand side (z=0) of the
drift tube with a frequency that could be varied. The
beam current was ramped up smoothly to its asymptotic
value over —1 ns. This helped prevent large amplitude
noise from occurring at the input to the waveguide. The
same was done for the input rf power.

The primary set of simulations was based on the 8.6-
6Hz, 788-kV, 3.1-kA electron-beam configuration (case
B of Table I). The input power of 100 kW was carefully
benchmarked in the code by simulating an empty
waveguide with no beam present. A typical particle plot

of the device at a time of approximately 7 ns is shown in
Fig. 3. Note the strong particle bunching beginning at a
position of z —30 cm. The bunch length of each electron
pulse is —1.8 cm, close to the value of a half wavelength
in the empty waveguide A, /2=1. 75, and approximately
equal to the half wavelength in the guide determined
from the linear dispersion relation (see below),
X/2=1. 36. This suggests particle trapping in the wave
troughs.

The simulations were based on typical beam energy
spreads of b,y/y —1.7%, which is an exaggerated upper
limit for cold field-emission cathodes which typically
have less than Ay/yo-0. 5% at these currents and beam
voltages [9]. A set of simulations with variable b,y/y
were run to investigate the effect of beam energy spread
on gain. For example, for the parameters of case A, it
was found that the gain was decreased by 8.2% when the
beam energy spread was increased to hy/yo-3. 0%.

The dispersion relation for this configuration is given
by [5]

TABLE I. Summary of the parameters for the three experimental configurations of the dielectric
Cherenkov maser [6].

Input frequency (GHz)
Liner thickness (cm)
Liner length (cm)
Taper length (cm)
Beam voltage (kV)
Beam current (kA)

Case A
(low-current
short liner}

8.9
0.27

17.8
6.4

890
0.5

Case 8
(high-current

medium liner)

8.6
0.27

23.9
3.3

788
3.1

Case C
(low-current
long liner)

8.9
0.24

30
15

800
1.3
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where J„and Y„areBessel and Neumann functions of
order n, and I„andK„arethe corresponding modified
Bessel functions. In the above equation we have defined
p=(k a) —Ic )', q=(co F.lc k—)', u =pa, x=pTa,
U =pTb, and the quantity T is given in terms of the beam
plasma frequency co = (4m n pe /y pm) by

T= 1—
2

COp

(co—ku )

' 1/2

(2)

As schematically drawn in Fig. 4, a is the electron-beam
inner radius, and b and d are the dielectric liner inner and
outer radii, respectively. In the derivation of the disper-
sion relation no gap is assumed between the outer radius
of the annular electron beam and the inner dielectric sur-
face. Because interest is in an amplifier configuration
(i.e., a convective instability), the dispersion relation is
solved for k =k(co) with real co. For an input frequency
of 8.6 GHz, the dispersion relation yields
k„=Re I k I =2.3 and yk =Im I k I =0.145.

A number of simulations of this configuration were
conducted with the magnetron frequency used as an ad-
justable parameter. The linear gain ImIk J for each run
was calculated by taking the average of a number of mea-
surements at different times for t & 5 ns. In Fig. 5 is plot-
ted Im[kj from the dispersion relation versus frequency
for a current of 1.3 kA. It is seen that the simulations
agree very well with the linear gain curve derived from
Eq. (1).

In the course of the experiments, an output power sig-
nal was measured even when no input was supplied by
the magnetron. This was due to impedance mismatches
at the end of the waveguide and to the high gain of the

interaction. The effect of this feedback phenomenon on
the experiment was to make the voltage pulse length the
equivalent of about 30 passes through the dielectric liner
region.

A simulation was performed to investigate the possibil-
ity of high gain in the experiment with no input power.
The results indicate that even though significant gain did
occur, peak fields at the same times were an order of
magnitude less than the case for when the magnetron was
turned on. In addition, the frequency spectrum of the
power was broad and not locked into the particular fre-
quency of the power source. This can be seen in Fig. 6,
where a comparison between the experimental results and
simulations is presented. Note that in the absence of in-
put power, the physics in the device is initially dominated
by spontaneous Cherenkov emission processes. Some of
this spontaneously emitted radiation will interact with
beam particles downstream to produce some stimulated
emission, but since this is proportional to the wave inten-
sity, the output power is significantly less. The cause of
the distinct dip in the power spectrum near 8.4 GHz in
both the experiment and simulation results is unknown.

Figure 7 is a plot of the gain versus injected beam
current for a series of simulations at a frequency 8.6
GHz. The fitted curve to the simulation data ~I is
in between the high-gain "strong-pump" regime ~I'

dielectric layer

annUlar beam

1.73 -.
,

1.30 =- -=-

dielectric
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FIG. 3. Particle snapshot r vs z at a time t-6 ns. A
significant amount of beam bunching is seen in the 3.1-kA elec-
tron beam (case 8).

FIG. 4. Schematic drawing in radial geometry illustrating
the quantities used to derive the dispersion relation in the text.
The wall radius is d, and the dielectric inner and outer radii are
b and c, respectively.
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FIG. 5. Plot of linear gain 1m[k] vs frequency for simula-
tions for the low-current case as compared with solutions to the
dispersion relation Eq. (1).

[2,10,11]and the high-gain collective (i.e., Raman) regime
rcI'~ [11,12]. It should be mentioned that the simula-
tion results were a sensitive function of the liner thick-
ness, as can be easily verified from linear theory. Zoning
in the radial direction therefore had to be as fine as possi-
ble (within financial constraints of supercomputer time)
in order to resolve the required thickness. In addition,
note that the linear calculations do not take into account

EXPER IME NT

IO7

S I MUL AT I ON

O
CL

r
0)

O

.14 GHz (Q )

equency
GHz

7.76 8.39 9.01 9.63 IO.26

Frequency (GHz )

I O

(I

i

io --Ig&

)"ijI

0 6 l2

Frequency (GHz)

IO

O

(b)-
IO

10

7.45 8.23 9.OI 9.79 IO.57

Frequency (GHz)

IO
6 l2

Frequency (GHz)

FIG. 6. Emission spectrum of experiment {left) and simula-
tion (right) for the low-current 8.9-GHz case. The top results
are with an input signal and the bottom results are with the
magnetron turned o8'. Note the distinct dip near 8.4 6Hz in the
power spectrum with no input power for both the experiment
and simulation.

FIG. 7. Plot of 1m[ k I vs injected beam current at a frequen-
cy of 8.6 GHz. The fitted curve to the simulation data is
~I, in between the high-gain "strong-pump" regime
( ~ I' ) and the high-gain collective (i.e., Raman) regime
{~ I1/4)

space-charge depression of the beam or multimode effects
while the simulations do.

Power output was measured directly in the simulation,
as in the experiment, by dumping the beam before the
exit to the waveguide and measuring the rf power at the
exit. In case B a peak output power of over 900 MW was
observed at the simulated waveguide exit for a peak
efficiency of 37% and a gain of 37.8 dB, equivalent to
Im [k ]

=0. 18 cm '. This agrees with the high-end
efficiency estimates of a number of authors [12,13], and in
particular with the 600-MW, 32% efficiency, and linear
gain ImIk }=0.18 cm ' analysis of Freund [14]. These
theoretical results can be compared with the experimen-
tal traces which show a peak power output of 280 MW
and an efficiency of 11%. The difference between experi-
ment and theory has been attributed to dielectric break-
down [7]. In case C a power of 130 MW was observed in
the simulations for an efficiency of 12.5% and a gain of
33.6 dB. In the experiment, peak power output was given
at 90 MW for an 8.6% efficiency. A summary of the out-
put power in both the simulations and the experiment is
presented in Table II.

In Fig. 8 we show a "phase" space plot showing parti-
cle energy (y —1)mc as a function of axial position
downstream from the drift tube entrance. The plot is
made for the high-current 3.1-kA, 8.6-6Hz case. It is
evident how the initial monoenergetic beam with energy
(yo —1)mc is modified by the wave-particle interaction.
More electrons have lost energy (y & yo) than have gained
energy (y )yo), indicating wave growth and a gain in ra-
diative power. Note the presence of a coherent particle
clump, probably corresponding to those particles trapped
in the bottom of the wave potential [15,16]. The clump
seems to oscillate between essentially zero energy and the
incident particle energy. After some distance, there ap-
pears to be a loss of coherence of the clump with an asso-
ciated increase in the amount of phase mixing. A com-
plete rotation of the clump in phase space seems to occur
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TABLE II. Comparison between experimental and simulation results for the high-power amplifier.

Case A Case B Case C

Output power (MW)
Efficiency (%)

Expt.

13
3

Simul.

12-13
3

Expt.

280
13

Simul.

900
37

Expt.

90
8.6

Simul.

130
12.5

over a 20-cm distance down the drift tube. Such phase
space rotations are usually the cause of amplitude oscilla-
tions in the electric field. This has been observed in the
simulations, as will be discussed later.

In Fig. 9, a phase space plot showing electron momen-
tum yP, versus z is shown for the low-current, 8.9-GHz
case at a time of 4 ns. After saturation, the minimum en-
ergy of the particle distribution is seen to steadily in-
crease, suggesting that the particles are now steadily tak-
ing energy away from the wave [13]. That this is so is
demonstrated by a plot of the axial electric field near the
dielectric liner E, versus z (Fig. 10) for the same
configuration at the same time.

Another plot of the axial electric field at the liner sur-
face as a function of distance is shown in Fig. 11 for the
high-power 8.6-6Hz case. The electric field is plotted us-
ing a logarithmic scale to show the large gain associated
with the device, though the negative half cycles of the
field are flipped to make them positive in the logarithmic
plot. As can be seen, the field saturates at around z =30
cm and reaches a peak value of 200 kV/cm. Note the
good agreement with linear theory which predicts field

~kgrowth ~e ", where yk=lmIk] is a constant. The
value of yk is easily calculated from Fig. 11 to be 0.18
cm ', which compares with the value obtained from the
linear dispersion relation, ImIk]=0. 145 crn '. The
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FIG. 8. "Phase space" plot of particle energy (y —1)mc vs
axial distance z in the high-power 8.6-GHz, 3.1-kA case. Note
the presence of a relatively coherent electron clump which oscil-
lates between essentially zero energy and the beam injection en-
ergy as it travels down the drift tube. The clump appears to
perform a complete rotation in phase space over a 20-cm length
down the drift tube, corresponding to the 20-cm slow modula-
tion wavelength seen in Fig. 11. Phase mixing near the end of
the drift tube is easily seen in the figure.

wave does not grow indefinitely but will saturate in the
cold beam limit by particle trapping in the troughs of the
wave.

It is usually desirable to maximize the power output
from a given device by terminating the interaction region
at an appropriate length L such that the emitted power is
maximum. Note that the logarithmic scale in Fig. 11 has
flipped the negative half cycles of E, to positive values so
that the slow modulation which appears to have a wave-
length of 10 cm in Fig. 11 has actually doubled the wave-
length, A. =20 cm. The fast electric-field oscillation at the
input frequency (A, =3.5 cm) and the slow modulation at
A, =20 cm makes the determination of an appropriate
resonator length I.more di5cult than a steady-state mod-
el [13]might predict.

The decrease in electric field after saturation in the
low-current 1.3-kA case may be related to the experimen-
tal configuration. In this case, the predicted gain from
linear theory was quite low, and the power gain from the
simulation agreed with the experiment only when feed-
back effects of the wave from the downstream boundary
were taken into account. In the simulations, saturation
was not seen until many light transit times across the
simulation region, indicating that the feedback in the
simulation caused this configuration to act like a
frequency-locked oscillator and not an amplifier, in agree-
ment with experiment. When feedback and wave
reflection effects are taken into account, Bogdankevich,
Kuzelev, and Rukhadze [13] showed that the electric
field in a Cherenkov resonator reaches a maximum at sat-
uration and then monotonically decreases, as shown in
Fig. 10. As is seen in Fig. 11, this decrease in electric
field after saturation was not always evident in the high-
power case.
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FIG. 9. Phase space plot of particle momentum yp, vs axial
distance z in the low-power 8.9-GHz case. The phase rotation
of a relatively coherent particle clump is also seen in this figure,
albeit with an oscillation wavelength (- 30 cm) larger than that
seen in Fig. 8. The snapshot is taken at 4 ns.
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electric field grows, the particles are trapped in the grow-
ing amplitude of the wave and the field saturates at a
given value. The field amplitude then oscillates about
this value with damped oscillations corresponding to a
"bounce" frequency which is the oscillation frequency of
an electron at the bottom of the ponderomotive well [15].

Consider an electron in an infinitely strong axial guide
field satisfying the usual force equation

-144
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(yp, )=

Note that this equation can also be written in the form

(3)

FIG. 10. Plot of the axial electric field E, near the dielectric
liner as a function of distance along the waveguide. The
snapshot corresponds to the same configuration and time as Fig.
9.

III. DISCUSSION AND CONCLUSIONS

The low-frequency modulation in the electric field E,
seen in Fig. 11 appears to be due to the phase rotation of
trapped particles in the electric-field troughs. As elec-
trons travel back and forth in the rf well, the electron axi-
al velocity oscillates about zero, and there is continuous
exchange of energy between the wave and the beam.
Conservation of energy requires that when electrons ac-
quire their maximum velocity, the wave is at its
minimum amplitude. If the liner length had been long
enough, the 20-cm oscillations in amplitude seen in Fig.
11 might have been seen to damp out due to phase mix-
ing. This situation is usually described in an oscillator
configuration by a time-dependent growth rate yk =yk(t)
[15] or in an amplifier configuration by a spatial growth
rate I k=yk/(Btp/Bk)=1m[k} [17]. In the limit of
linear growth, the quantity yk (or I k) is constant. As the
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FIG. 11. Plot of the axial electric field E, as a function of dis-
tance along the waveguide at a time of 7 ns for the high-current
3.1-kA configuration. A logarithmic scale is used for E, to
show the increase in gain (over two orders of magnitude in 30
cm) more clearly, but cannot reproduce the negative values of
E, (cf. Fig. 9). The large spike in E, near z =0 is due to the un-
tapered dielectric liner (cf. Fig. 3).

=y= PE, ,

which explicitly describes the nature of the interaction,
i.e., if y )0 the particle takes energy from the field and if
y &0 the particle loses energy to the field. From Fig. 11,
it is seen that the electric field oscillates with an increas-
ing amplitude Ep(z) until particles are trapped in the po-
tential well, and growth ceases. From Fig. 11, the elec-
tric field before saturation is seen to vary as

E,(z, t )=Cp(z)cos(kz pit+—{I), (5)

where P is the phase angle. The amplitude
Cp(z)-exp(ykz), where yk =Im[k} is the growth rate.
After saturation the amplitude can be taken to be con-
stant, Cp=Epexp(ykz, ), where z, is the saturation length.

Note the zero-order solution to Eq. (3) is given by
z(t ) =zp+ppct, where pp is the injection velocity. As the
wave amplitude increases, this electron motion is
modified and to first order

g(t) = —tobsing(t)

which is the classical pendulum equation having elliptic
integral solutions. For small g(t), sing(t) =g(t), the equa-
tion is a simple harmonic oscillator equation with fre-
quency determined by the so-called bounce frequency

eEok

yom
3

and describes trapped particle motion in a potential
trough. It is essentially the frequency for which the ki-

z{t) =zp+ ppct+5z(t),

where 5z(t) describes deviations from the zero-field solu-
tion and satisfies 5z(t)/c « yp [19). Define
k =k„+iyk and a modified axial variable by
g(t) =gp+ htot +k„5z(t), where gp= g(0) =k„zp+P

n/2 Th—e det.uning Parameter htP=Ppkc —co is essen-
tially the relative velocity between the electrons and the
wave phase velocity, i.e., b,co=khv, where
bv=ppc —co/k. When this parameter is greater than
zero, the electrons can give energy to the wave; when the
parameter is less than zero, the wave can give energy to
the electrons. %hen hco=0, the electrons are "on reso-
nance" and no energy exchange (and hence gain) takes
place. With these definitions, Eqs. (3) and (5) then be-
come
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netic energy of electrons moving at the phase velocity of
the wave is as large as the wave potential. For the input
parameters of the high-power 8.6-GHz case, and the
resultant peak electric field at 200 kV/cm from Fig. 11,
we have cob -7 X 10 . The first integral of Eq. (7) is

[g(t)] =2cob[cosg(t) c—oslo]+(bco)

It is evident from Eq. (9) that the strength of the interac-
tion corresponds to the quantity cob /(bco) . If this quan-
tity is small, the particles move essentially according to
the zero-order solutions; if this quantity is large Eq. (9)
describes closed phase space paths for some electrons. As
the electric field grows and cob/(b, co) ))I, all electrons
can be considered to be "on resonance, '* i.e., the in-
creased energy in the fields has been obtained at the ex-
pense of electron kinetic energy. The electrons are then
slowed down so that eventually hco~0 and gain ceases.

Colson [19] solved Eq. (3) in the limit of small
cob /( b,co ) for use in a classical free-electron laser
configuration. In this approximation, the particle posi-
tions can be written to second order as

bco=4eEok /m (13)

for the nonlinear saturation of the two-stream instability
[23]. The correspondence between the nonlinear evolu-
tion of the Cherenkov instability and the two-stream in-
stability has been suggested before [12]. The saturation
condition, Eq. (13), is interpreted as the minimum value
of electric field required to trap electrons moving at a rel-
ative velocity bu =kb, co with respect to the wave. (This
neglects the effect of electron velocity modulation on the
trapping process. ) The spatial bunching can be easily de-
rived in this model. Linearizing the continuity equation,

c}n c)+ (nv, )=0
at c}z

(14)

For the parameters of the high-power 8.6-GHz case,
hco=9. 62. Hence a peak value of the electric field of 186
kV/cm is obtained, which compares with the value of 200
kV/cm obtained from the simulations, as can be seen in
Fig. 11.

The condition ~&=Ace/2 is equivalent to the same
condition usually written as

z(t) =zo(t)+Poet

Q)y C
2

+ [sin(b, cot +go) —singu —b,cot cosgo] .
AN

(10)

with respect to the velocity u =up+ v
&

and density
n =no+ n i [where the first-order quantities are assumed
to vary as expi (kz cot ) ], o—ne obtains

cob —(waco)/2 . (12)

The second-order corrections are evidently periodic in gu
and are responsible for the spatial bunching. Half of the
electrons within a given A,„=2~/k„areaccelerated by the
wave and half of the electrons are decelerated. There is
then a "split" in the energy distribution function [19],as
has been verified in numerical simulations of the non-
linear saturation of the electron cyclotron maser [21].
The fourth-order terms have the effect of widening and
skewing the distribution such that for positive values of
the detuning parameter, there is a net gain in the energy
of the radiation field.

Note that the expansion of Eq. (9) in the small parame-
ter (cob/bco) breaks down for large enough values of the
radiation field. This is just saturation of the field, and is
equivalent to the case for which the detuning parameter
Acu=O. In such a case, the electron has given up its "ex-
cess" energy to the field, and now finds itself "on reso-
nance. "

It is possible to get a clearer understanding of the phys-
ics of field saturation and particle trapping in the single-
wave model by considering the solutions to Eq. (9) more
exactly. It is easy to show from the elliptic integral solu-
tions [22] to Eq. (8} that the character of the solutions
changes dramatically from trapped particle orbits in
phase space to untrapped orbits when

(bco) =2cob(1+cosgo) .

The electric field will grow until all the available free en-
ergy is depleted. For a given value of the detuning pa-
rameter, Eq. (11) predicts that any particle with a given
initial go will be trapped if the electric field satisfies
cob =(b,co) /4 or

n&

np

Vj

Av
(15)

From Eq. (15) it is evident that one will have ni-no,
(i.e., the beam density modulation equal to the beam den-
sity itself) when ui -bu. When does vi become compara-
ble to b,v? As in the derivation leading to Eq. (7), we can
linearize the equation of motion Eq. (3) to give

Vp

e

@pm VpkV
(16)

where $, -ED/k is the electric potential. From this
equation, one finds that v, -hv when

eEp(hv}—
p

(17)

or, equivalently, cob -Aco, which is essentially the condi-
tion given in Eq. (11) apart from a numerical factor.
Hence the saturation requirement cob -bco/2 can also be
viewed as a condition for 100% density modulation of the
beam. This interpretation correlates nicely with the
significant particle bunching seen in Fig. 3 after field sat-
uration.

The applicability of the single-wave model, described
by Eqs. (3) and (5), is usually valid as long as the band-
width of growing waves is narrow enough to allow con-
sideration of only the fastest growing mode [16,23]. In an
amplifier configuration, this should be valid for interac-
tion lengths not much larger than a few "bounce" lengths
(2m.v~h /cob } after saturation. Beyond this interaction
length, it would be possible for neighboring waves within
the main bandwidth of the principal mode to grow in am-
plitude enough to affect the beam dynamics. In cases
where the configuration behaved like a frequency-locked
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oscillator, the single-wave model should be valid for a few
e-folding times after trapping [16].

Consider, for example, particle distribution plots N(e)
versus E in Fig. 12 where e=(y —1)mc is the electron
energy. The data are taken from the low-current 1.3-kA
simulation at a time t =5.5 ns. The sharp peak at the in-
jection energy of 890 keV (y0=2. 74) is easily seen. Note
that this distribution plot includes all particles within the
simulation region, including those just having entered
and just about to leave. Figure 12(b) is a distribution plot
at a later time of t =8 ns. The peak is now reduced by
36% and a secondary peak at a slightly lower energy be-
comes noticeable. This is indicative of quasilinear
diffusion, and not of single-wave models [19). At a time
of 8 ns, the configuration (which behaved more like an os-
cillator than an amplifier) had enough time for the fastest
growing mode to saturate, and for the particles to trap.
Hence neighboring waves (that is, waves within a small
bandwidth of the main wave) at this time have undoubt-

edly become as large as the fastest growing wave and the

nonlinear beam dynamics must now be treated by the
usual multiwave methods of quasilinear theory.

Finally, me mill discuss the expected characteristic os-
cillation length in electric field E, and the -20-cm
modulation seen in Fig. 11 after saturation. The ob-
served oscillation wavelength should be many times the
magnitude of L, where L=cobl(colk) is related to the
electron bounce frequency cob in the bottom of the poten-
tial well [15,18]. For the high-power experiment L is
-3.3 cm, which is consistent with the observed 20-cm
wavelength in Fig. 11. In the high-power experiment we
have yI, L, -0.6, so that the observed oscillation wave-

length is an even larger multiple of I. that would be ex-
pected from linear theory [15,17]. In this parameter
range, the electric-field amplitude can no longer be con-
sidered constant, and the trapping of initially untrapped
electrons must be included. A more quantitative compar-
ison between the slow modulations seen in Fig. 11 and
theory would require detailed numerical calculations and
involve consideration of other effects (e.g. , finite

geometry).
In conclusion, particle-in-cell simulations for several

configurations of a high-power dielectric Cherenkov
maser suggest that strong wave-particle interaction is ob-
served in the device. A simple nonlinear theory can be
used to provide estimates of the electric-field magnitude
at saturation, and better understanding of the trapping
dynamics. The simulations underscore the fact that the
physics of the Cherenkov maser is similar to that of the
free-electron laser [11,19,20] and cyclotron maser [21].
However, it has the advantages of relative simplicity of
operation, and robustness in handling relatively large
beam thermal spreads [14,24].

Referring to Fig. 3, significant particle bunching in the
high-current case can be seen during the interaction. Re-
sults of the simulation indicate that the beam current can
be 90% modulated. Power probes indicate approximate-

ly 0.8 G% of power in the bunched beam, which
represents -33%%uo of the total beam power. Such a
bunched beam could be used to drive an output cavity as
in the relativistic klystron [25], or by exploiting -50-ns
pulses to amplify input signals for short time scales where
breakdown might not be a problem. Given the high
eSciency of power extraction for these type devices,
gigawatt power levels could be attained. Alternatively,
the bunched beam could be used to drive a high-gradient
() 100 MV/m) accelerator in a relatively compact device

[26].
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FIG. 12. (a) Energy distribution plot X(e) vs e=(y —1)mc2
for a simulation of the case A configuration at a time t =5.5 ns.
The particle distribution is peaked around the injected energy at
890 keV. (b) A similar plot at a time of t =8 ns showing the
diffusion of higher-energy electrons into a large number of
lower-energy states.
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