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The mechanical behavior of model two-dimensional materials is investigated by large-scale
molecular-dynamics (MD) simulations on a massively parallel computer. Both a pair-potential and a
model embedded-atom many-body potential are examined. A parallel MD algorithm is developed to ex-
ploit the architecture of the Connection Machine, enabling simulations of greater than 10® atoms. Adia-
batic expansions and spallation experiments on both perfect crystals and granular solids are performed.
It is demonstrated that a uniform adiabatic expansion is a good model for the spallation process. The
spall strength is shown to be proportional to the logarithm of the applied strain rate. A dislocation-
dynamics model is developed to explain the results, which also leads to predictions for the impact spalla-

tion experiments.

PACS number(s): 05.70.Ln, 81.40.Lm, 62.50.+p

I. INTRODUCTION

Fracture and failure of simple and complex materials
remains a fundamental problem for materials scientists
designing new materials, engineers applying materials to
specific applications, and investigators intrigued by the
mechanisms underlying the phenomena [1]. Recently,
more attention has been focused on understanding the
molecular mechanisms that give rise to the macroscopic
failure process, partly due to the advent of massively
parallel computers enabling the simulation of large en-
sembles of atoms. Unlike many equilibrium material
properties that can adequately be represented by suitable
simulations of hundreds or thousands of atoms, fracture
and failure involve both microscopic and macroscopic
length scales. For example, crack propagation or stress
concentration near a crack tip inherently depends on
both the molecular properties of bonding and atomic ar-
rangement and the macroscopic properties of the crack
length and crack-tip geometry. Further, materials with
multiple levels of structure, such as polycrystalline or
nanocrystalline solids, require large ensembles of atoms
to accurately represent these mesoscopic structures.
Such considerations have motived the development of a
molecular-dynamics (MD) simulation tool on a massively
parallel computer for investigating material behavior at
the molecular level.

Fracture and failure processes also depend on strain
rate. We have chosen to investigate one interesting re-
gime of material failure, namely, spallation at high strain
rates. Through the use of molecular-dynamics simula-
tions we hope to elucidate the molecular mechanisms un-
derlying material failure at these extreme conditions.
This is motivated by the following two considerations: (i)
detailed microscopic analyses are difficult to perform dur-
ing spallation, and (ii) molecular dynamics is well suited
to examining processes that occur on these short-time
scales. Simulations can also provide detailed information
concerning microscopic mechanisms for spallation at
high strain rates, about which little is known [2,3].

In this work, a molecular-dynamics simulation ap-
proaching experimentally realizable size and time scales
is developed. We apply the technique to a two-
dimensional model system, exploring high-strain-rate
spallation and examining the molecular mechanisms lead-
ing to failure. It is not the goal of this initial work to
model actual materials, but rather to study generic ma-
terial behavior. To this end, both a pure pair-potential
material and a many-body potential material, which have
been well characterized [4], are examined. A scaled-
down version of a typical spallation experiment is simu-
lated as well as a simpler adiabatic expansion test consist-
ing of plane uniaxial strain. Initial investigations of the
effects of polycrystallinity are also discussed. The results
of these tests are compared against an energy criterion
for spallation, and become the basis for a postulated
dislocation-dynamics model used to explain the observa-
tions.

The paper proceeds by a brief discussion of the compu-
tational algorithm and a definition of the interatomic po-
tentials employed. Results for the spallation simulation
are then discussed. Adiabatic tensile tests are also
presented and analyzed through a theory based on energy
balances. The simulation results suggest an empirical
model derived through dislocation dynamics, which is
used to explain the gross features of the spallation simula-
tions.

II. COMPUTER-SIMULATION TECHNIQUE

To address the physics of shock propagation in metals,
a molecular-dynamics computation algorithm has been
developed for the massively parallel SIMD Connection
Machine (CM-2). The atoms follow Newton’s equations
of motion, which are simply integrated forward in time
via a half-step Stoermer algorithm [5]. Given that our
potentials (including the many-body potential) can be cast
in a pairwise additive form, it is advantageous to move
particles through a Eulerian grid. The spatially periodic
simulation cell is divided into n, by n, boxes of dimen-
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sions 8x by 8y. When these box lengths are greater than
or equal to the range of the interaction potential, search-
ing a particle’s eight neighboring boxes plus its own box
produces the required sum over neighboring particles.
This avoids a linked neighbor list and enables complete
parallelization of the time-consuming calculations. All
the arrays have an additional dimension of pigeonholes,
so that more than one particle can occupy the same Eu-
lerian box in space.

The particles move according to Newton’s equations of
motion (in time-discretized form)

X, =X, 1tU,_qnAt, (1)
U,v1,2=U;—,tFAL, ()

where the positions X, velocities U, and forces F are eval-
uated for each particle in parallel and the necessary
storage of data is minimized.

The interatomic forces are treated as central forces,
modeled as a combination of a Lennard-Jones (LJ) 6-12
with a spline cutoff and an analytic embedded-atom
many-body potential, as detailed previously [4]. This
many-body potential has been successfully employed as a
model for ductile metals. The total potential can be writ-
ten as

*=3 [t
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where r;; is the center-to-center separation distance and
p; 1s the local density. The LJ 6-12 part has the cutoff
form
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where € is the LJ well depth, x is a weighting parameter
between zero and 1, o is where the LJ potential goes
through zero, r, is the inflection point in the potential,
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This spline fit does not require taking a square root in the
calculation.

The many-body embedded-atom (EAM) term has the
analytic representation

Flp;1=1d(d+1)e(1 r<r )

_X)epi lnpi’ max
where d is the dimensionality and the local density has

the form
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with 7=2!/%0. The parameter value y =1 was taken for

the EAM, while y =1 returns the pure LJ material.

As discussed previously [4], these two model potentials
can be used to represent either “brittle” (LJ) or “ductile”
(EAM) materials. Qualitative differences were observed
in the plastic flow behavior as the energy required for va-
cancy formation is a significantly lower fraction of the
cohesive energy for the EAM potential. Further, the
many-body potential was necessary to properly represent
experiments where surfaces and ductility were important.

The computational algorithm loop followed for each
microstep At is as follows.

(i) Take a step in time, move the particles based on
their half-step velocities.

(i) Locate particles in their proper Eulerian boxes.

(iii) Condense the position arrays to the minimum pi-
geonholes required.

(iv) Compute the pair-potential contribution to the
forces and the “local density” for embedded-atom poten-
tial [Eq. (10)] by searching local and neighboring boxes.

(v) Compute the contribution of the embedding func-
tion to the forces by searching boxes.

(vi) Calculate new velocities.

(vii) Compute bulk properties.

Each step in the above sequence of operations is com-
pletely parallel, since the calculations for each box and
the nearest-neighbor communications are handled by all
processors in lockstep. The sampling of neighboring
boxes on the spatial grid is accomplished by replicating
the data structure and shifting this replicate through a
spiral sequence of circular shift operations. The exten-
sion of this algorithm to three dimensions is straightfor-
ward.

There are three time scales in the program: the basic
microstep outlined above, a mesoscale step for which
box-averaged quantities are reported, and a macrostep
for which atomistic quantities are stored. On the meso-
scopic time scale, quantities such as local temperature,
pressure, stress, and grain orientation can be averaged
over all pigeonholes for each Eulerian box, providing a
coarse-grained output analogous to that obtained from a
typical continuum code.

With the above algorithm, there are various optimiza-
tions that can reduce computation time. For the problem
studied here, there are large fluctuations in density due to
shock waves. Hence, eight pigeonholes were required, al-
though only three on average were filled with actual par-
ticles. The effective speed of the code is slowed down by
the many vacant pigeonholes that are carried through the
calculations. Condensing to the minimum required at
each time step before the force loop increased the
efficiency. The program, written in FORTRAN 90, was run
on the 64K-processor CM-2 (see Acknowledgments).
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The computational time on the CM for a configuration of
512X512 (n, Xn,) boxes with eight pigeonholes per box
required 5 s per microstep. The EAM potential, which
requires computation of the local density, takes roughly
twice as long for the computation of forces as the LJ pair
potential. We believe this algorithm efficiently exploits
the state-of-the-art architecture of the CM-2 such that it
is approximately ten times faster than the equivalent code
on the Cray Y-MP (single processor) and can be expand-
ed to over 20 times the total number of atoms (i.e., 8 mil-
lion). Thus, parallel computation enables studies of near-
ly macroscopic ensembles of atoms on time scales ap-
propriate to high-strain-rate experiments, such as shock
waves and spallation.

II1I. SIMULATION RESULTS

A. Spallation experiments

A plane-wave impact experiment was simulated to in-
vestigate the molecular aspects of spallation. In this ex-
periment, translational momentum is converted into ir-
reversible work consisting of heat and defect generation.
The elastic and elastoplastic solutions for the wave prop-
agation and shock formation are well known and lead to
good agreement with experiments [6,7]. For relative im-
pact velocities exceeding about 10% of the sound veloci-
ty, most solids are observed to deform plastically. For
perfect crystals, higher velocities are required in MD
simulations to achieve plastic flow [8]. Typically, the ma-
jority of the plastic work is converted into heat, with the
balance going into defect formation. At high enough im-
pact velocities, rarefaction waves from the free surfaces
superimpose, leading to spallation. It is the regime near
the onset of spallation that we wish to investigate at the
molecular level.

We simulated materials with interaction potentials as
described above. The experimental geometry (Fig. 1)
consisted of a flyer plate of mass M moving with x veloci-
ty 2v, that impacts a target plate of mass 2M moving with
x velocity —uv, fixing to zero the center-of-mass motion.
The total number of atoms in the simulations was
N =25000 (requiring n, =256, n,=64). Periodic bound-
ary conditions were used for the y direction, while in the
x direction enough free space was allowed around both
plates so that no communication occurred across the x
boundary during the simulation. The plates were cut
from a lattice and equilibrated before the start of the ex-
periment, allowing the free surfaces to relax. Both
single-crystal and polycrystalline samples were simulated,
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FIG. 1. Spallation experiment geometry.

as detailed in Table I. The plate velocity relative to the
target was chosen to be 1.2 (V'e/m ), such that the ratio
of particle velocity to sound velocity U, /c, was 0.12 for
the EAM material (cy~=35) and 0.067 for the LJ material
(co=9), both in the range where the elastic material
response dominated the shock propagation in previous
work [6].

Upon impact, the plates cold weld together and shock
waves propagate outward from the impact point. These
waves reflect off the free surfaces, returning as a family of
release waves that broaden due to nonlinear effects. As-
suming constant wave velocities, these release waves meet
at a plane whose distance from the right side of the target
is equal to the flyer plate thickness. For strong enough
impact velocities, the material fails under this resultant
tensile stress and spallation occurs.

Snapshots of initial and final steps in the above se-
quence are displayed in Fig. 2 for the embedded-atom po-
tential under the conditions listed in Table I under run A.
Here, the local density is computed for each box, the
crosshatching represents bulk material about the normal
density, and the black represents vacuum. The first pic-
ture is immediately before impact, where local-density
fluctuations due to thermal motion appear as transient
darker spots. The second frame shows the state of the

TABLE I. Spallation experiments.

Code Tiherm (£=0) Thoek (£=0) Potential U, /¢ Polycryst. Spallation AW, 2
A 0.17 0.16 EAM 0.24 No Yes 23%
B 0.17 0.16 LJ 0.13 No No 22%
C 0.075 0.16 EAM 0.24 No Yes 23%
D 0.17 0.16 EAM 0.24 Yes Yes 23%

* AW, represents the loss in total kinetic energy to irreversible work minus heat generation.
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FIG. 2. Spall run A (EAM model material), showing the ini-
tial flyer and target plates (a) initially and (b) after spallation.

material during spallation, where there is almost perfect
welding at the impact plane, as expected for a material
free of contaminants. The release waves have since
crossed, and large voids and cracks have opened up per-
pendicular to the strain at the spall plane. The target ma-
terial has failed and the spalled material is moving off to
the right, eventually separating with some fraction of the
initial kinetic energy. As is more evident from a movie,
the spallation proceeds by the opening up of small voids,
which eventually coalesce into long cracks normal to the
impact direction. The material between neighboring
cracks undergoes strong plastic flow and yields, many
times necking down to bridges of single atoms before sep-
aration.

As expected, the shock front velocity and the location
of the spall plane can be readily predicted from simple
one-dimensional hydrodynamics. From the plane of im-
pact, planar shock wave fronts propagate at the shock ve-
locity back into the colliding material until meeting the
free surfaces. The shock waves reflect and then propa-
gate back through the compressed material as self-similar
release waves until they meet, defining the spall plane. A
time-position plot corresponding to the pictures is shown
in Fig. 3. As the self-similar release waves propagate,
their front positions broaden and become ambiguous.

In Fig. 4 some typical plots of x-velocity profiles
through the sample before and during spallation are
shown. Initially, the two plates are freely flying toward
one another, each with a uniform velocity. These curves
are obtained by averaging over all the particles in the pi-
geonholes and then over all the boxes in the y direction,
yielding the average x velocity of all particles in a column
within x —x +8x, where 6x is the width of the computa-
tion box (equal to or greater than the potential cutoff dis-
tance). Initially the shock fronts are very sharp, spanning
only one or two boxes. For the perfect crystals, it was
observed that the shock fronts were also planar. Howev-
er, in the polycrystalline experiments, although the shock

X

FIG. 3. Spall run A position-time plot of the shock wave
fronts and plate free surfaces.

fronts were also sharp, the front was not as planar due to
the propagating wave encountering nonhomogeneous dis-
tributions of grain boundaries. This leads to a slight
smearing of the front velocities on these averaged plots.
The second curve shows the state of the x velocity some
time after the tensile waves have met (r=41z,,
to=0V'm/e). It is interesting to see that the tensile
waves have combined to form an almost linear, tensile-
strain field across the spall plane. This occurs on a rela-
tively short time scale, so that the process strongly resem-
bles an adiabatic expansion under plane strain, a point
discussed in some detail below.

Some macroscopic details of the spallation process pro-
vide a quantitative measure of where the initial kinetic
energy ends up after spallation. Figures S(a) and 5(b)
show plots of various kinetic energies during the simula-
tion. The temperature defined in terms of the average ki-
netic energy per particle is

2 [(Ui_Uc.m. )2+V2] ’ (11)

where U and V are the x and y velocities, respectively,
and the subscript c.m. denotes the center-of-mass veloci-
ties, which are zero in our reference frame. The local
thermal temperature is defined as

m < 77 )2 2
i=1

therm

where the overbar indicates the average over all n, boxes
in the same x slice as particle i, as described above. By
subtracting off the local x velocity due to the imparted
motion, T .m approaches the thermodynamic tempera-
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ture. Similarly, the shock contribution to the effective
temperature can be defined as

N
S (T2 . (13)

Tshock = 2Nk3
i=1

This initially equals 1 of the initial imposed kinetic ener-
gy by the bulk plate motion. As shown in Fig. 5(a) for
the EAM material, the thermal and translational contri-
butions to the kinetic energy are roughly equal at time
zero. After impact (¢ =15), the shock energy is convert-
ed into thermal energy and the total kinetic energy drops
as some is stored in potential energy. The curves show a
change in slope as the left-moving shock wave hits the
back of the flyer (¢ =30) and then a turn as the right-
moving shock wave reflects off the back of the target
plate (¢#=45), signifying the end of shock compression.
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FIG. 4. Run B x velocity as a function of x position for times
(a) 1 and (b) 41.

For a perfectly elastic material, these energies should
simply return to their original value, but do not because
there is significant kinetic-energy dissipation during the
spallation process. Further kinetic energy is lost as the
material yields and the back of the target plate separates,
taking with it a significant fraction of the original kinetic
energy (=~40%). In this example, the difference between
the initial shock kinetic energy and the final kinetic ener-
gy due to bulk motion is dissipated as a small increase in
thermal temperature and additional irreversible work
done in spallation. This work, representing both the plas-
tic flow and the creation of new surfaces, cracks, and
voids in the sample, totals 23% of the sum of the initial
kinetic energy of the sample (thermal plus shock).

For the LJ material under the same conditions, a
different behavior is observed. Although the LJ material
has the same cohesive energy, its cold sound velocity is
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FIG. 5. Kinetic energy vs time for (a) spall run A and (b)
spall run B.
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almost twice that of the EAM material [4]. Further, the
melting temperature is almost twice that of the EAM po-
tential [4]. Thus, for the same choice of initial velocity,
temperature, pressure, and sample size, different behavior
is expected. As seen in Fig. 5(b), after the release waves
cross (t,=40), significant kinetic energy is dissipated into
thermal energy and irreversible damage to the sample.
The waves continue to resonate, slowly damping in am-
plitude. This oscillatory behavior reflects the continued
compression and expansion of the material as the two
waves, which are out of phase, transverse the material.
The damage is not sufficient to totally spall the material.
However, damage is done over a wide range around the
spall plane as small voids open under tension. All of the
initial shock energy is eventually dissipated and there is a
more noticeable rise in the thermal energy than was seen
in the previous experiment. However, the net loss in the
total kinetic energy is almost equal to that in the EAM
example above. Table I summarizes all four experiments,
showing that this holds for all of the cases studied.
Varying the initial temperature was found to have little
effect at these impact velocities, as seen by comparing run
A with run C. This is expected, since the mechanical
properties are only weakly temperature dependent. Also,
comparing runs C and B, where the ratio of temperature
to melting temperature is almost equal for the two
different materials, demonstrates that the spallation effect
is much more sensitive to the nature of the interparticle
interactions. As will be shown, the difference in the
response of the two materials is governed more by the
large variation in the bulk modulus; the LJ material is
much stiffer than the EAM material, and is thus better
able to sustain a given applied tensile stress.
Polycrystallinity also has an effect. In run D both flyer
and target plate were cut out of a block of EAM material
that had been melted and cooled, resulting in a polycrys-
talline sample with crystals of about 100-1000 atoms
each. Further annealing was performed to relax the free
surfaces. The material appeared stable and showed little
or no grain growth on the time scale of the spallation
runs. Although the bulk material behavior was compara-
ble to the perfect crystal sample (run A), there were no-
ticeable microscopic differences. The cold weld at the
impact plane was less homogeneous and some crystal
rearrangement occurred there as the first tensile wave
passed through. The spalled samples were qualitatively
similar except that small void nucleation points were also
observed to open along grain boundaries. The grain sizes
here are small enough that intragranular fracture energy
should not differ substantially from that required for in-
tergranular fracture, so these results may correspond in
some way to experiments on nanocrystalline materials.
This phenomenon is of great interest and will be investi-
gated further, requiring larger ensembles to study the
effects of granularity. Previous experimental results on
spallation in copper samples has been interpreted as a
“pseudobrittle” mode of spallation qualitatively similar
to what we observed [9]. On one initial test we did not
anneal the surfaces of a polycrystalline sample before im-
pact, so that grains on the weld plane were much smaller
than those in the interior. As the first tensile wave passed
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through this region, significant damage, i.e., large voids,
drained most of the energy from this tensile wave. The
resulting damage at the spall plane was thereby lessened.
This qualitative observation is suggestive of a mechanism
whereby defects due to grain boundaries could diffuse the
sharpness of the tensile shocks in the material, thus re-
ducing the energy available at the spall plane for failure.

B. Adiabatic tensile tests

To help analyze the spall simulations, the longitudinal
yield stress of the materials was measured. For these
tests an adiabatic plane strain was imposed on a periodic
two-dimensional (2D) sample at the same initial density,
temperature, and pressure observed in the spall study.
The stable material is suddenly subjected to a uniform
strain rate in a range encompassing the rates observed in
the spall calculations. The periodic cell is then expanded
in the horizontal direction with constant boundary veloc-
ity [10]. This corresponds to initial energy input as op-
posed to a continuous acceleration of the material. The
Eulerian strain rate is then a function of time

€xx(0)

== - (14)
1+€,.(0)

Enlt

In this work no dependencies on computational parame-
ters such as the number of atoms and the time step At
were observed, ensuring that the results are a fundamen-
tal property of our two-dimensional materials.

A periodic triangular solid with a specified tempera-
ture and density were constructed and adiabatically
strained, as described. The studies show that the materi-
al has exceptional modulus, as expected for a perfect
crystal without defects. The elastic moduli of both the
EAM and LJ potential materials were measured by the

1.0 7
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FIG. 6. P,, vs strain for the LJ model at é=1.0. O,
po=0.916; 0, py=0.910.



45 MOLECULAR-DYNAMICS SIMULATIONS OF TWO- . ..

0.0

-0.5

Stress

-1.0

U O W U 0 W0 W U T O A O Y 0 X

-1.5 LJNLNLINLI. L NI LI L O B e
0

.00 0.04 0.08 0.12 0.16
strain

FIG. 7. Pressure tensor components vs strain for the EAM
material at £§,=1073, T=0.17.

following method appropriate for two-dimensional tri-
angular lattices. For our test geometry with free surfaces
in the expansion direction and periodic boundary condi-
tions in the orthogonal direction, the components of the
two-dimensional stress tensor o; in terms of the strain
tensor €;; for plane strain (no Poisson’s contraction) are

o, =(B+G)e

xx

Oy =0,=0, (15)

xy

0,,=(B—G)e,, ,

where B and G are the bulk and shear moduli, respective-
ly. Given the measurements of the stress tensor versus
strain, it was straightforward to get the two moduli in the
linear limit, and from this, all of the equivalent material
properties. A typical example, demonstrating the regime
of linear elastic behavior out to 1% strain, is shown in
Fig. 6. All of the simulations used here were done at
T=0.17 using approximately 16000 atoms. The values
determined for the 2D Young’s modulus E (in units of
€/0?) and Poison’s ratio v are reported in Table II.
Figure 7 shows the full form of the stress versus strain
curve for the EAM material at low initial strain rates (as
compared to the atomic vibrational frequency). As seen,
the material fails catastrophically but the stresses do not
go to zero. Rather, there is some necking of the material
between voids so it maintains a small stress However, at
high expansion rates, the material yields as the atoms are
pulled out of their potential wells. The atoms relax on a
time scale given by the Einstein vibration period, which is
nearly equal to the unit of time t,=0V'm /s. At lower
strain rates the material has time to relax and flow, ini-
tiating internal fracture and “premature” failure.
Changing to the LJ pair potential changes a number of
factors simultaneously. As stated, the cohesive energy is
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FIG. 8. Pressure tensor components vs strain for the LY ma-
terial at §,=1073, T=0.17.

kept constant for comparison. As shown in Fig. 8, the
tensile strength is about ¢ that of the EAM material with
similar maximum extension. Here, however, the material
completely fails, generating release waves that resonate in
the sample. A composite plot of the stresses is shown in
Fig. 9, covering a wide range in initial strain rates. The
material fails catastrophically at the lower shear rates
(which are still extremely large when compared to labora-
tory experiments) but simply pulls apart affinely at high
strain rates. This is illustrated in Fig. 10, where the ma-
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.00 0.10 0.20 0.30 0.40
strain

T
0.50

FIG. 9. Pressure tensor components P,, (lower curves) and
P,,—P,, (upper curves) vs strain for the LJ material (7'=0.17)
at §,=1.0, 0.1, 0.01, 1073, and 3X 10™* in order, right to left, as
labeled.
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TABLE II. Spall strength estimates.

Potential P o E v ph P pP
EAM 0.916 5 20 0.49 2.8 6.9é1/2 1.4
LJ 0.91 9 57 0.30 5.0 12.6" 4.5

terial near the failure point is compared for varying strain
rates. The general sequence involves a homogeneous nu-
cleation, followed by stress relief waves, void agglomera-
tion, and material failure. The fastest strain rates, corre-
sponding to the atomic vibration time, do not allow for
much atomic motion so only a few voids are nucleated

W

FIG. 10. Adiabatic expansion pictures as a function of strain
rate (T=0.17). (a) LJ, é=1.0; (b) LI, é=10"" (c) LI,
¢=3X10"% (d) EAM, é=0.01.

before the material fails. Lowering the strain rate results
in a longer time before failure, such that the agglomera-
tion of voids into cell-spanning cracks can occur before
the material is affinely vaporized. In the strain plots, this
is evidenced as failure at a lower total strain. (Also
shown in Fig. 10 is a representative result for the EAM
potential, where it is observed that the defects resemble
voids rather than the cracklike shapes characteristic of
the LJ potential.)

For the LJ potential, the pressure for an affine defor-
mation of a triangular lattice was computed. Figure 11
shows the results for plane strain of the two orientations
of the lattices and for affine dilation. The calculated pres-
sure minimum [(o,, +0,,)/2] is very close to that ob-
served in Fig. 8 for é=1, in both magnitude and total
strain. Thus, this experiment represents the theoretical
dynamic strength of the material and should be an upper
bound for our adiabatic expansion experiments on perfect
lattices.

IV. ANALYSIS

A. Energy criterion for tensile test failure

Recent analysis by Grady [11,12] provides an estimate
of the spall strength of materials based on a balance be-
tween energy storage and the energy required to spall.
Three fundamental mechanisms of spall are identified:
exceeding the theoretical material strength, brittle frac-
ture, and ductile flow. Below we outline the major argu-
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FIG. 11. Pressure vs strain for a 7=0 LJ triangular lattice
under , dilation; — — —, planar extension orthogonal to
a lattice vector; and ---, planar extension along a lattice vector.
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ments and results of Grady’s analysis and compare with
our adiabatic yield computer experiments. This
represents an extension of the original application of the
theory, which was to materials possessing heterogeneous
nucleation sites such that the minimum energy path
could be followed, to our perfect two-dimensional lat-
tices, which require homogeneous nucleation sites for
crack and void formation. Thus, this does not constitute
a true test of the theory, but rather a test of its applicabil-
ity to our materials and experiments.

The theoretical strength of the material, as an upper
bound to the material’s spall strength, is taken to be the
extremum in the cold pressure versus volume curve. A
good estimate of this is given by

P‘hz(%poUcohBo)l/z ’ (16)

where P™ is the theoretical spall strength in terms of the
zero-temperature cohesive energy U, bulk modulus B,
and density p,. Values for the two potentials studied are
given in Table II.

The characteristic length scale over which spallation
occurs is set by the communication horizon. Events can-
not transmit information faster than the sound speed of
the material ¢,. Thus, for a given time ¢ the characteris-
tic length scale s is

s <2¢qt . 17

Here ¢ is the time since initiation of tensile loading. The
mean tension is the sample is then assumed to be a linear
function of the product of time and strain rate as

P=Bét . (18)

Brittle failure occurs when the energy density input to
the material f P de equals the energy dissipated in brittle
cracking per unit volume, as characterized by the frac-
ture toughness K,. The surface energy per unit volume
created by opening a crack of characteristic size s is

3K2
Bys

(19)

Equating these terms results in an energy criterion lead-
ing to the following equation for the minimum spall
strength via brittle cracking:

PB=(3pc K 2e)3 . (20)

A demonstrated by Grady [12], the kinetic energy avail-
able for fracture is small compared to the elastic energy
and consequently is neglected in the above.

Ductile failure arises from spherical cavitation through
homogeneous nucleation that is driven by plastic flow.
When a critical void volume fraction ¢, is reached, the
material can no longer support the tensile stress. The
work required to create the voids is characterized by the
plastic flow stress Y times this critical void fraction. As
before, by balancing this against the energy stored in the
material by the tensile stress and again neglecting the
kinetic-energy term, the minimum spall strength for duc-
tile failure becomes
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PP=(2pcdY¢.)'"? . 1)

Notice that it is not an explicit function of the strain rate.

Although the brittle fracture toughness and the plastic
flow stress are engineering material properties that can be
determined through suitable experiments, some definition
must be used to extract them from our computer simula-
tions. An estimate of the fracture toughness can be ob-
tained from the Griffith crack model, yielding

K2=2yE , (22)

where ¥ is the surface tension. This can be estimated for
our materials in terms of the cohesive energy of the po-
tential divided by the surface area occupied per atom
y=~e/0?. The plastic flow stress is usually defined in
terms of the onset of creep, occurring at some small
strain, typically Y =G /20=E /60. Finally, the critical
void fraction can be taken as 15%, where the linear dis-
tance between the voids is approximately the diameter of
the voids. Though these estimates are crude, they are
typical of the approximations used in defining them in the
engineering sense and will suffice to illustrate the trends
in this theory. Predictions for the three types of failure
are given in Table II.

The results of the adiabatic tensile tests are plotted
against the predictions of Grady’s analysis in Fig. 12.
Here it is seen that the range of strain rate probed covers
the expected transition from brittle to ductile failure for
both potentials. The spall strength of the EAM model
material demonstrates linear behavior with log,jé. The
magnitude of the predicted spall strength is within the er-
ror of the above approximations. However, the simula-
tion data do not show the predicted abrupt transition
from brittle to ductile spallation. The LJ material exhib-
its a similar behavior over the range studied, with spall
strength growing linearly with log,,é, although
significantly higher in magnitude than for the EAM po-
tential. The measured spall strength does not reflect the
trends in the predictions, and further, lies below the plas-
tic criterion. However, as the true plastic flow strength is
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FIG. 12. Comparison of the energy-based spall criteria P'"
(——), PP ( ), PZ (--), and the computer simulations
(T=0.17): (a) EAM (0); (b) LJ (O), with best-fit lines.
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expected to be an increasing function of the strain rate,
there might be better agreement if strain rate effects are
taken into account.

Grady also noted that experimental measurements do
not show the abrupt transition from brittle to plastic
spallation, and proposed a smooth transition regime
where both mechanisms are important. Based on our ap-
proximations and using our material properties, Fig. 2 in
his paper [11] would indicate that this transition region
should be very small. In conclusion, the extended appli-
cation of this minimum-energy criterion to perfect ma-
terials, where homogeneous nucleation of voids and
cracks is required, results in poor predictions for the spall
strength.

The communication horizon limits the range of acces-
sible shear rates for the simulations. The characteristic
distance s describing the scale over which spallation
occurs must be less than the size of the simulation cell.
Otherwise, a crack that spans the simulation cell will in-
duce failure éven though the energy criterion states that
it is stable. The mathematical analysis results in the fol-
lowing formula for the communication horizon for duc-
tile failure:

8Y 1/2
5= ﬁc : (23)
péo
and for brittle fracture
\/EK 2/3
s=2 ¢ (24)
pcoéo

Figure 13 demonstrates the spall size expected for both
mechanisms and potentials. The brittle failure size is the
same for both potentials since the fracture toughness is
proportional to the square root of the modulus, or in oth-
er words, proportional to c,. Above é=1, the ductile
void size becomes smaller than the spacing between

FIG. 13. Comparison of spall fragment size vs strain rate. O,
simulation results; ---, —% power-law fit, energy-criterion-based
theory for ductile failure (two lines as marked for LJ and EAM
model), brittle failure (— — —, the same for both potentials).

atoms, which clearly violates the macroscopic analysis.
Below é=10"* the critical crack size exceeds 1000 in-
teraction lengths, thus requiring two-dimensional simula-
tions in excess of 10® atoms, our current capability. All
of our results fall within this range, and qualitatively fol-
low this trend. At shear rates of order 1 the material
failed without generating voids or cracks. Reducing the
shear rate resulted in increasing void or crack size before
mechanical failure. For the LJ potential we extracted an
estimate of this size from the plots shown above (Fig. 10).
The size s was defined as the average horizontal (x) dis-
tance between cracks or voids, which correlated well with
the characteristic crack length of the material near
failure. As seen in Fig. 13, our measured lengths in units
of o are distinctly lower than the theoretical estimates for
the LJ potential. The points lie along a line with slope
closer to the — % slope predicted for brittle fracture than
the — 1 slope for ductile failure.

B. Dislocation-dynamics limited failure

To explain the scaling of spall strength with strain rate,
a dislocation dynamics model is presented. This phenom-
enological model relates the activation energy for disloca-
tion nucleation and motion to the imposed stress. A cri-
terion for plastic flow leading to spallation is invoked, re-
lating the strain rate to the plastic strain. The result is an
equation relating spall strength to strain rate in terms of
the elastic constants of the material that not only cap-
tures the form of the correlation observed above, but is
also reasonably quantitative. A number of previous in-
vestigations of fracture have used the stress as an internal
variable to describe the nonequilibrium system Hamil-
tonian, but usually with the further assumption of local
thermodynamic equilibrium [1,7,13]. Here, the system is
far from thermodynamic equilibrium at fracture and rate
effects are important.

The key criterion for spallation in this experiment
where the external strain rate is imposed on the system is
postulated to be

& ~¢€. (25)

When the plastic strain rate equals the imposed strain
rate the material flows and can no longer support
stresses. Further, once the material begins to fail in our
experiments the stored elastic energy can be relieved and
the material spalls.

The plastic strain rate is the product of three terms

¢, =bNv , (26)

the magnitude of the Burgers vector b (representing the
amount of displacement carried per dislocation), the
dislocation number density N, and the dislocation veloci-
ty v. Both the dislocation number density and the dislo-
cation velocity in our perfect crystal will be taken to be
activated processes. It is supposed that the key internal
variable describing the free energy of the system is the
stress. Nucleation must be homogeneous in our perfect
crystal and will be an activated process. Extrapolation of
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these results to three dimensions, where dislocations have
a more complex character, requires further development.

Following ideas latent in Ladd’s article [14], we
parametrize the free energy of a two-dimensional disloca-
tion (minus the core part, which drops out of our
analysis) as

~Db:. D=_BG
E,=Db*, D ~B+G) 27
This relation for D is derived through elasticity theory
and will suffice to give the scaling necessary for our
analysis.

For homogeneous nucleation the major effect of an im-
posed stress 7 will be to lower the energy penalty associ-
ated with dislocation formation. The elastic work done
on the sample is a measure of this lowering, representing
the straining of the lattice and the stretching of the atoms
out of their potential minima. Thus, the free energy per
atom associated with homogeneous nucleation of a dislo-
cation will be

E,=~E,—7€,/p, (28)

with €, the elastic strain. Homogeneous nucleation is
known to be important only in perfect crystals at very
high stress levels (greater than or equal to 10% of the
shear modulus), which is the regime of our experiments.
Although nucleation kinetics must play a role at short
times and high strain rates, it is beyond the scope of this
model to properly account for kinetic effects. We will
simply assume that the nucleation density is in equilibri-
um with the applied stress level.

The force acting on a dislocation is proportional to 7b.
Thus, the energy required to move a distance / in the ma-
terial is given by 7bl. As this energy is available due to
the imposed strain, the activation energy required for
dislocation motion is lowered by this amount. Such ac-
tivated dislocation movement is given in standard devel-
opments, such as Ref. [1], as

_ —E,/kgT

v=uge , E,~Ep—7bl . (29)

In both the above equations for the activated processes,
scaling relations are invoked at the state of spallation.
Other factors that are not strong functions of the state of
the material at spallation will divide out in what follows.
Again, arguments of this character have been previously
invoked to explain the plastic shear flow of materials [7].
Two modeling assumptions are made that simplify the
analysis but limit the applicability of the results. It is as-
sumed that the system is being examined about a refer-
ence state, which is the limit of strain rates equal to the
vibrational frequency of the atoms é,=1 characterized by
spall stress T,. Near this state, it will be assumed that
both the characteristic length of the dislocation motion /
and the amount of elastic strain per atom €/p are not
strong functions of the imposed strain rate, both reason-
able for these experiments. Further, the equilibrium
values of the elastic and material constants will be used
for the dislocation energy. The unknown terms, the
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dislocation hop length and the elastic strain, can then be
determined by scaling the free-energy contributions from
the imposed strain to the nucleation and dislocation ve-
locity to that of dislocation creation. This states that at
the reference state the stress at spallation is comparable
to the dominant activation energies for nucleation and
dislocation motion, resulting in

j=D2b (30)
To

Db?

To

€./p=a (31)

The value of the dislocation motion distance per jump [
is approximately equal to b, as expected for two-
dimensional lattices. However, because D is comparable
to or greater than 7, the proportionality constant a must
be =~10% such that the elastic strain €, <10% at failure,
as observed. Thus, the scaling relations taken above can
be made numerically consistent with known behavior
through the introduction of only one parameter, which
will have only minor effects on the quantitative spallation
predictions.

Combining the above relations and taking the ratio of
the strain rate to that at the reference state (&) results in

TOkBT
(1+a)b*D

In— . (32)
€

To—

This relationship justifies the form of the empirically ob-
served linearity between spall stress and the logarithm of
the strain rate and as such can be directly compared to
the simulation results. The value of a=0.1 was taken as
an upper bound from the simulation results (see Fig. 9).
Table III compares the slopes measured in Fig. 12 with
the coefficient in our phenomenological model, where 7,
was extracted from the fit and a value of b=2!/® was
used as an estimate of the magnitude of the Burgers vec-
tor. The agreement between the predicted and measured
slopes, both based on the measured value of the spall
stress 7o, is good. The expected temperature dependence,
which is linear with T (the elastic constants are only
weakly dependent on temperature), is less than that pre-
dicted by Eq. (32). This relation can be used to generate
a master plot for the computer data, as shown in Fig. 14.
Dividing the spall stress by the reference spall stress and
multiplying by the ratio of the dislocation energy param-
eter D to the temperature normalizes the stress for the
different conditions and materials. Although the temper-
ature dependence is not entirely accurate, this normaliza-
tion does correct for the differences in material proper-
ties.

We can also estimate the scaling of spall fragment size
with strain rate from the dislocation nucleation density.
To first order, the distance between dislocations will be

sc{I/V—ﬁz1/(N0e—-ED/kBTe(-rSee/p)/kBT)l/z ) 33)

Substituting the spall stress from Eq. (32) and elastic
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TABLE III. Comparison of failure curves.

Model Temp. 7o meas. Slope meas. Slope Eq. (32) Slope Eq. (36) 79 Eq. (36)
EAM 0.17 2.05 0.124 0.16 0.06 1.4
EAM 0.075 2.16 0.078 0.081 0.03 1.4

Ly 0.17 3.65 0.079 0.13 0.06 3.4

Ly 0.075 3.80 0.049 0.046 0.03 34

strain €, from Eq. (31) into the above results in
sme 12, (34)

This is the scaling observed in our simulations (see Fig.
13), and serves as a consistency check of our proposed
model.

This model is consistent with previous simulation work
on measuring shear stress under high rates of shear
strain. Hoover, Ladd, and Moran [15] show data that
were later fitted by Ladd [14]:

3kgT

Db?
For small differences from the reference state, taking the
logarithm of both sides and expanding the term for the
stress ratio demonstrates that the empirical fit of Ladd is
equivalent to our phenomenological model (except for a
simple numerical factor) in this limit. We refitted their
data to our model and found almost equivalent agree-
ment to the published plots. The temperature depen-
dence of our data does not follow the expected linear
dependence of the coefficient (when material properties
are assumed to be constant), but is weaker. However, the
range in shear stress covered in their data is significantly
greater than that to which our analysis is applicable.

Try =Tay 0l €xy /€5y, 0)7' s 7 (35)
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FIG. 14. Normalized spall stress [(7—74)/70](D/T) vs é on
a logarithmic scale, based on Eq. (32). EAM (heavy lines), LJ
(light lines), T=0.075 (lower pair of curves), T=0.17 (upper
pair).

As stated above, incorporation of a strain rate depen-
dence in the plastic flow stress Y would improve the pre-
dictions of Grady’s energy-based criterion for ductile
failure for our systems. Assuming that activated disloca-
tion motion would reduce the plastic flow stress for ma-
terials under tension, 7 from formula (32) above is substi-
tuted for Y in the spall criterion for ductile failure, Eq.
(21). The result, after expanding the square root, is

kgT :
D_ 2 172 B €

P=(2pcpYo,) 1+ (1t a)b’D In e . (36)
Thus, we see that invoking the same argument concern-
ing ductile fracture improves the correspondence of
Grady’s analysis. Further, the above formula relates the
high strain rate limiting spall strength 7, to the limiting
ductile shear stress Y, and the critical void fraction ¢,.
The predictions for the magnitude of 7, are lower than
observed but reasonable. However, the ratio of the pre-
dicted slopes for the two materials, a more sensitive test,
is incorrect. Note that this result is dependent upon our
choice of plastic flow strength Y. The ratio of 7, for our
two materials does not scale as predicted by the equation
above, but rather scales in accordance with the theoreti-
cal strength of the material, Eq. (16).

The observation from Grady’s comparison to experi-
mental data, that there is no sharp transition from brittle
to plastic spall as the strain rate is increased, follows from
a model based on dislocation dynamics. Empirical fits to
slow crack propagation have a similar form as above; the
time to failure goes exponentially with the stress ([1], p.
154, Eq. 465). Thus, since the time is given by the strain
divided by the strain rate and the total strain to failure is
relatively constant, the measured stress at failure will in-
crease with the log of the strain rate. Consequently, the
dependence of stress on strain does not change functional
form between low strain, crack-dominated failure to plas-
tic flow limited failure at high strain.

C. Analysis of spallation simulations

With the above model experiments, some of the impor-
tant behavior of the spallation simulations can be ex-
plained. As noted above, the reflection of the initial
shock waves off the free surfaces generates a family of
release waves, which spread as they propagate through
the material. The width of this zone 8x controls the
strain rate at the spall plane. This phenomenon is under-
stood to be a direct result of inelastic material behavior
[16] and can be estimated as

6x B,—1 P

N
L 8 B,

, B(P)=B,+B,P, (37

X
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where P, is the pressure at the release front and L, is the
characteristic length of the material. This relation is de-
rived by using the Murnagan equation of state and calcu-
lating the position of maximum stress when the zero-
stress condition is realized at the spall plane after the
release waves have initially collided. Since the pressure
rise will be proportional to the particle velocity times the
sound velocity (Rankie-Hugoniot equations) P, =~pU,U,,
with U, the shock velocity, the zone width becomes

ox (By—1) U, U

-L_x 8 c(z) ’

(38)

showing how the zone increases with increasing particle
velocity and decreases with increasing sound velocity.
The material property B, has been measured as ~4.7 for
the EAM and =6.5 for the LJ materials studied.

The effective strain rate is then estimated by the initial
particle velocity divided by the zone width

U

e~—1L . (39)
SX

The maximum stress available for fracturing our material
is estimated from elastic wave mechanics as

o'=(B+G)e

xx? Exxzéxxt ’
(40)
t=0,/U; €,=U,/U; .

These relations result in the maximum strain and stress in
the spallation zone, which can be used to estimate wheth-
er or not spallation occurs. The results will be upper
bounds on the strain and stress values, since the use of U,
for the relative particle velocity of the release waves is
clearly an overestimate if any energy is lost during wave
propagation, and the use of linear elasticity will also
overestimate the resultant stress. As shown in Table IV,
these results predict the gross features of the observed be-
havior. Namely, for the EAM material, the maximum
strain at the spall plane of 10% and the maximum stress
of 160% of the spall strength predict the observed spalla-
tion. For the LJ material the predicted strain of 6% is
less than that needed to spall and the stress at the spall
plane is just comparable to the spall strength. Hence, we
would predict that the LJ material should be damaged
but not totally spalled, as observed. Given the weak
dependence of spall strength on strain rate, the major
effects of changing from the EAM to the LJ potential are
to increase the spall strength and lower the total strain at
the spall plane. The scaling arguments demonstrate qual-
itative trends and give reasonable first estimates.
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V. CONCLUSIONS

This simulation work on model two-dimensional met-
als has provided information on the very high-strain-rate
behavior during spallation. An actual impact experimen-
tal geometry has been simulated in two dimensions and
the relevant physics extracted through model adiabatic
expansion simulations. The adiabatic expansion experi-
ments provide spall strength versus strain rate data for
both the pairwise additive Lennard-Jones potential and
the model-embedded-atom many-body potential. Al-
though the macroscopic behavior was similar, the EAM
material at failure exhibited ductilelike hole formation
while the LJ material formed brittle cracks.

The results for the failure stress and void or crack size
are explained within an activated dislocation motion
model, such that the spall stress is predicted to grow as
the logarithm of the strain rate. Quantitative estimates
obtained from the scaling arguments are in reasonable
comparison with the observed measurements. The refer-
ence state for these experiments is taken to be a strain
rate on the order of the molecular vibration frequency,
such that the material’s theoretical strength is overcome.
The functional form of this relationship is similar to that
observed for slow crack propagation at low-strain rates,
and so the experimental observation of continuous transi-
tion in spall stress in metals from brittle to plastic failure
regimes is also suggested. Important differences in inter-
pretation are expected for three-dimensional materials
where dislocations and dislocation motion are richer and
more complex in character.

Energy-based spall criteria were found not to predict
the observed behavior very well, probably due to the im-
portance of homogeneous nucleation in our perfect ma-
terials. The concept of a communication horizon is
shown to be important in determining the validity of the
simulated failure and the applicability of continuum
theories. However, according to the scaling arguments
for dislocation dynamics, the spall size is governed by the
homogeneous nucleation density. The former analysis
demonstrates the necessity of studying very large num-
bers of atoms for low strain rates, requiring the use of
massively parallel computers and pushing the limits of
current computational technology.

Simulations of spallation upon target impact demon-
strate that the molecular behavior averages to the hydro-
dynamic predictions. At the simulated impact velocities
inelastic material behavior creates a spallation zone with
the spall plane defined by sharp shock predictions. Ma-
terial failure is characterized by the opening of small
voids that coalesce into cracks. Significant plastic flow is
observed and most of the irreversible work goes into de-
fect formation. Simple scaling laws demonstrate that the
spall stress versus strain rate from the adiabatic expan-

TABLE IV. Model for spallation.

Experiment € (est.) € (meas.) € B+G Ty O spall
A (EAM) 0.06 0.01 0.1 27.3 29 1.8
B (L)) 0.05 0.04 0.06 62.7 3.7 3.5
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sion experiments explains the observed behavior. Essen-
tially, in the regime explored, the ratio of the impact ve-
locity to the material sound speed is important in deter-
mining spallation. However, we did not observe any
quantitative difference in the amount of inelastic work
done on the samples, as characterized by the change in
the total kinetic energy. Further, when comparing the
two model potentials, most of the behavior at high strain
rates scaled with the equilibrium material properties.
Other qualitative observations of the effects of polycrys-
tallinity are suggestive of previous experimental observa-
tions and will be investigated further. Planned future
work includes extension to three dimensions, where we
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expect qualitative differences due to the more complex
nature of the defect structure.
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FIG. 1. Spallation experiment geometry.




