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Generalized multistructural calculation of the optical and generalized oscillator strengths
for inner-shell excitations in N2
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The effect of orbital relaxation, hole localization, and electron correlation on the transition energy, op-
tical oscillator strength (OOS), and generalized oscillator strength (GOS) for the ( lcm'„~17Tg 1og ~17Tg )

process in nitrogen has been examined using the generalized multistructural (GMS) wave function. It is
shown that the transition energy is largely affected by hole localization while for the GOS and OOS or-
bital relaxation effects dominate. The behavior of the GOS as a function of the transferred momentum is
very well described by the GMS wave function, in the first Born approximation, for small and medium
values of the transferred momentum k .

PACS number(s): 34.50.Gb, 34.80.Gs, 31.20.Tz

I. INTRODUCTION

In the past few years much work has been devoted to
the study of inner-shell excitations of molecules by pho-
tons and electrons. An extensive and up to date bibliog-
raphy on this subject was collected by Hitchcock [1].

In particular, the strong excitation process
(ltT„~le.s, los~le. s) in the N2 molecule, sometimes
referred as preionization peak, has been examined both
experimentally and theoretically. On the experimental
side, optical [2—8] oscillator strengths have been deter-
mined by different techniques and generalized oscillator
strength by Camilloni et al. [7] and very recently by Bar-
bieri and Bonham [8]. Theoretical values for the optical
oscillator strength (OOS) have been calculated by several
authors [9—16] and for the generalized oscillator strength
(GOS) by Rescigno and Orel [12].

When an inner-shell electron is promoted to a valence-
like orbital several important structural changes occur.
Orbital relaxation is one of them and in order to properly
take into account this effect on the GOS and OOS values,
nonorthogonal target wave functions should be used. In
the past some attempts have been made in order to de-
scribe indirectly these effects by a configuration interac-
tion (CI) calculation, using the same set of orthogonal or-
bitals to represent both the ground and the excited states.
It was recently shown [17] that this procedure (CI with
single excitations from all occupied orbitals to all the vir-
tual space) correctly reproduces relaxation effects in GOS
calculations for valence excitations. However, for inner-
shell excitations this procedure is not very effective be-
cause the inner-shell excited state, being at a much higher
energy than the valence ones of the same symmetry,
would only appear as a high root in the CI calculation.

Another important aspect to be considered when an
inner-shell electron is excited in molecules like N2 is the

description of the hole produced in this process. As dis-
cussed by Rescigno and Orel [12],it is necessary to deter-
mine the target excited-state wave function in the pres-
ence of the localized hole in order to reproduce the exci-
tation energy. Those authors [12] also showed that the
OOS and GOS values are very sensitive to the target
description. They [12] have tried to include this effect,
but did not consider the full symmetry of the molecule
because, in order to localize the hole, a lower symmetry
was used. The problem of symmetry breaking in this and
other similar processes has been discussed by several au-
thors [18—21].

In the present work optical oscillator strengths and
generalized oscillator strengths [within the first Born ap-
proximation (FBA)] have been calculated taking relaxa-
tion effects directly into account by using wave functions
constructed from molecular orbitals optimized for each
of the states involved in the transition.

The problem of recovering the full molecular symme-
try was accomplished by the use of a generalized multi-
structural wave function [22—24], which is particularly
suitable to treat situations where the description of the
molecular state requires localized solutions. This wave
function also provides a very convenient way of treating
the electron correlation problem, avoiding large CI ex-
pansions. This procedure allowed us to calculate the con-
tribution of the different effects (orbital relaxation, hole
localization, and electron correlation) to the excitation
energies, OOS and GOS values, as will be discussed in the
following section.

Previous attempts to estimate these contributions have
used pure theoretical arguments [18] or orthogonal CI
calculations [12]. However, as will be shown, we found
qualitative [12,18], but not quantitative [12], agreement
between their predictions and the results of our calcula-
tions.
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II. COMPUTATIONAL DETAILS GENERALIZED MULTISTRUCTURAL (GMS) WAVE FUNCTION

The calculations of the GOS in the FBA were per-
formed using both Hartree-Fock (HF) and generalized
multistructural (GMS) wave functions [22—24] expanded
on a basis of Gaussian-type orbitals. The [9s,5p, ld] basis
presented previously [17,25] was partially uncontracted
to allow a better description of the relaxation process fol-
lowing the electron excitation, mainly in the inner-shell
molecular region, giving rise to the
(13s,7p, ld)/[10s, 6p, ld] basis set used in the present cal-
culation.

Only a brief description of the GMS wave function will
be presented here. A full discussion of the theory, with a
detailed description of all the computational aspects in-
volved in obtaining the solution of this kind of wave func-
tion, can be found elsewhere [22—24].

A GMS wave function can be defined as

StruCt Sef
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no such restriction exists for the orbitals belonging to
different structures I and II,
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The coefKicients c; are obtained variationally by solving
the equations

&('tWGMS~H E~PGMS& =0

(H SE)C =0, —
(4)

where H and S are interaction supermatrices containing
the diagonal (same structure) and the interstructural ma-
trix elements. The matrix elements involving orbitals be-
longing to different structures are computed using a
biorthoganalization procedure and for this purpose a new
computer code was developed.

Figure 1 shows the structures used in the present cal-
culations and also schematically the way the GMS wave
function was constructed. As depicted in Fig. 1, HF
wave functions are constructed exhibiting holes localized
[22] on the left and on the right nitrogen atom, which are
then recombined to recover the full symmetry of the mol-

where q&; represents the ith spin-eigenfunction (NMr) of
the Ith bonding structure (N«,„«}and c; its weight in ex-
pansion (1). In principle, there are no restrictions what-
soever on the form of the wave function y;. Each of the

y s can be individually optimized at the HF or
multiconfigurational (generalized valence-band method,
complete-active-space self-consistent-field method, etc.)

level, followed or not by a CI treatment, or else can be
taken simply as a VB-type function. In this last case the
QGMs is obviously identical to the VB function of the mol-
ecule.

Each one of the y; is represented in a basis of orthogo-
nal orbitals IP~J, properly optimized for the Ith struc-
ture. Although the orbitals of a given structure are taken
to be orthogonal to each other,

(2)
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FIG. 1. The generalized multistructural wave functions for
the N2 molecule: GMS-2S is the superposition of the HF wave
function for structures I and III, while the GMS-3S includes
structure III as well. The GMSCI includes SD excitations from
the HF reference configuration of structure II.

ecule. The delocalized structure is also considered in or-
der to allow complete flexibility to the wave function.
The coeScients c; will then determine the degree of local-
ization (or delocalization) of the hole state.

In order to discuss the influence of each of the different
effects involved in the target description when a core
electron is excited (i.e., relaxation, hole localization and
electron correlation} five different wave functions were
calculated and from those, both the OOS and GOS were
computed. The different wave functions used resulted
from the following calculations:

(1} A Hartree-Fock calculation in which the molecular
orbitals (MO's) optimized for the ground state of the mol-
ecule are also used for the excited state. In this case none
of the above mentioned effects are included. We shall call
this the Hartree-Fock frozen-core calculation (HFFC).

(2) A Hartree-Fock calculation with the MO's for the
ground and excited states being independently optimized.
In this calculation, orbital relaxation effects are directly
included. We shall call this the Hartree-Fock relaxed cal-
culation (HFR).

(3} A GMS calculation with two nonorthogonal sets of
molecular orbitals for the excited state, one optimized in
the presence of the 1s hole on the left nitrogen atom
N(L), and the other describing the hole on the right ni-
trogen atom, N(R ). Only two configurations are used in
this GMS wave function, one corresponding to a hole lo-
calized on the left atom and the particle in the mg MO,
and the other describing the hole localized on the right
atom with the particle in the m. MO. We shall call this a
GMS-2 structure wave function (GMS-2S). This calcula-
tion includes not only relaxation effects (which were al-
ready included in the HFR calculation), but also localiza-
tion effects and relaxation in the presence of localized
hole.

(4} A GMS calculation using three nonorthogonal sets
of molecular orbitals for the excited state, the same two
sets used in the GMS-2S and the one used in the HFR
calculation. Each set of configurations corresponds to
one of the structures shown in Fig. 1, i.e., one with the
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hole localized in the left atom and the particle in the mg

MO, the one obtained by reflection of the previous struc-
ture, and the third one associated with the structure with
a delocalized hole and the particle in the m molecular or-
bital. We shall call this a GMS-3 structure wave function
(GMS-3S). This calculation differs from the GMS-2S one
because now the molecule can choose (in the variational
sense) how much localized or delocalized the hole is, once
we are mixing configurations built up from localized and
delocalized MO's.

(5) A GMS calculation including the same three sets of
MO's used in the GMS-3S wave function plus several
other configurations, related to inner-shell and valence
correlations and we shall call this a GMSCI wave func-
tion. In this case we include some selected configurations
related to single and double (SD) excitations from all the
occupied orbitals to a virtual space formed with 18 im-
proved virtual orbitals [26] of og, o„, ng, and n„sy m-

metries, determined from the HFR ca1culation. The
configurations were selected as those which contributed
to an energy lowering of S X 10 in a CI(SD) calculation
using the orthogonal orbitals of structure II. We believe
that this GMSCI wave function, besides recovering the
full symmetry of the molecule, incorporates all the im-
portant effects necessary to describe the excited state of
the N2 molecule when an inner-shell electron is excited,
namely orbital relaxation, hole localization, and correla-
tion effects.

In the determination of the excitation energy, OOS and
GOS, for calculations (1)—(4) (HFFC, HFR, GMS-2S,
and GMS-3S), a HF reference wave function was used for
the ground state. For the GMSCI case, the ground state
was also represented by a CI wave function with the
configurations selected by a procedure similar to the one
used to construct the GMSCI wave function.

To determine the OOS and GOS at the different levels
of calculation, a new computer code was written which
incorporates a biorthogonalization procedure allowing
matrix elements between nonorthogonal orbitals to be
computed.

III. RESULTS AND DISCUSSIONS

A. Excitation energy

Table I presents the values for the excitation energy
obtained at the different levels of calculations for the two
processes considered. The experimental result for the
vertical excitation energy of the unresolved peak is 401.1

eV [27].
Comparing the results from the different calculations

presented in Table I one can observe the influence of the
different effects on the excitation energy (b,E).

Relaxation sects The comp.arison between the results
of calculation (1), in which the frozen-core approximation
was used, and calculation (2), in which the orbitals were
allowed to relax fully, should give a good estimate of the
importance of relaxation effects to the transition energy.
From Table I one sees that this effect amounts to approx-
imately 3 eV. It is important to emphasize that only
structure II (Fig. 1), which describes a delocalized hole,

TABLE I. Transition energies at different levels of calcula-
tion.

Target
wave excitation energy (eV)

function

(1) HFFC
(2) HFR
(3) GMS-2S
(4) GMS-3S
(5) GMSCI

10.„~1~g

413.64
410.56
401.13
400.95
402.55

lo. ~lm

413.70
410.65
401.20
401.02
402.62

B. Optical oscillator strength

The values for the OOS calculated at the different lev-

els are presented in Table II together with other available
experimental and theoretical results. Several interesting
conclusions can be drawn from the comparison of the
OOS values calculated with the different target wave

has been used in calculations (2). Therefore, at this point,
the relaxation effect associated to the hole localization
has not yet been computed.

Hole localization. Relaxation effects associated to the
hole localization can be inferred from the results of calcu-
lations (2) (HFR) and (3) (GMS-2S). In both calculations
all the orbitals are allowed to relax fully [28], the main
difference being that in calculation (3) the orbitals are op-
timized in the presence of a localized hole. Therefore the
difference in the transition energies computed at these
levels of calculation (bE3 bE2) —should reflect the im-

portance of the hole localization. From Table I it is clear
that hole localization is by far the most important effect,
being responsible for a decrease of 9.4 eV in the transition
energy relative to the delocalized hole picture.

Degree of hole localization The d. ifference in the transi-
tion energies obtained from calculations (3) (GMS-2S)
and (4) (GMS-3S), bE4 —b,E3, can be related to the de
gree of hole localization inasmuch as the GMS-3S wave
function allows the mixing of both descriptions to be
variationally determined. As seen from Table I, this
effect on the transition energy is small (0.2 eV), which is
an indication that the delocalized structure (II) contrib-
utes very little to the description of the excited state.
This is confirmed by the analysis of the wave function
which shows that structure II contributes with a small
coefficient (c") to the GMS-3S expansion. The hole state
is therefore preferably localized.

Correlation sects Correla. tion effects have been con-
sidered in calculation (S), by adding to the GMS-3S ex-
pansion singly and doubly excited configurations from
the HF wave function of structure II, as described above.
The results shown in Table I are consistent with the fact
that at this 1evel of treatment the ground state is general-
ly favored. Transition energies equivalent to the ones
from calculations (3) and (4) could be obtained if higher
excitations were included in the CI expansion. However,
due to the nonorthogonality of some of the orbitals, and
considering our present computational facilities, a larger
CI calculation would be unpractical.
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TABLE II. The absolute optical oscillator strengths at different levels of calculation compared to the
experiments and other theoretical results.

OOS Technique

Experimental
Wuilleumier and Krause [2]
Kay, van der Leeuw and van der Wiel [4]
Bianconi et al. [3]
Oda, Nishimura, and Osawa [5]
Zhadenov, Akimov, and Vinogradov
Camilloni et al. [7]
Barbieri and Bonham [8]

0.12
0.20
0.23
0.14
0.21
0.20
0.18

Optical absorption
Electron-energy loss
Optical absorption
Electron-energy loss
Optical absorption
Electron-energy loss
Electron-energy loss

(i) This work
(1) HFFC
(2) HFR
(3) GMS-2S
(4) GMS-3S
(5) GMSCI

Theory

0.26
0.21
0.19
0.18
0.20

(ii) Other theoretical results
Dehmer and Dill [9]
Rescigno and Langhoff [10]
Iwata, Kosugi, and Nomura [11]
Rescigno and Orel [12]
Arneberg et al. [13]
Rescigno and Orel [14]
Cosman and Wallace [15]
Barth and Schimer [16]

0.23
0.26
0.37
0.12
0.13
0.24
0.11
0.20

functions. From the results of Table II it is clear that the
OOS value is most affected by the relaxation of the
molecular orbitals. The OOS value of 0.261 obtained
with the HFFC wave function drops to 0.207 when the
molecular orbitals are allowed to relax. The other effects
do change the OOS value a little, but not as much as the
MO's relaxation. Another interesting observation is that
hole localization lowers the calculated OOS value [com-
pare the results of calculations (2} and (3}],while correla-
tion effects raise the OOS value [compare the results of
calculations (4) and (5)]. Nevertheless, the net efFect is
very small as can be seen from the comparison of calcula-
tions (2) and (5).

There is considerable disagreement among the experi-
mental data shown in Table II. However, our OOS value
obtained at the highest level of calculation (GMSCI) sup-
ports the experimental results of Kay, van der Leeuw,
and van der Weil [4] Camilloni et al. [7], and presents a
reasonable agreeement with the results of Zhadenov, Aki-
mov, and Vinogradov [6] and Barbieri and Bonham [8].

There is also considerable disagreement among the
several theoretical results previously reported in the
literature (see Table II) and it would be instructive to an-
alyze them in the light of our results obtained at the
different levels of calculation.

In the calculation of Rescigno and Langhoff [10] the
frozen-core approximation was used and a value of 0.26
for the OOS was obtained in perfect agreement with the
results of our equivalent calculation (1).

The calculation of Rescigno and Orel [14] tries in a

very interesting way to simulate the relaxation and locali-
zation effects with an orthogonal CI calculation. Unfor-
tunately, this procedure presents some problems. First,
the wave function for the excited state is not an eigen-
function of the molecular symmetry operators. Second,
the calculated value of 0.24 for the OOS seems to include
only partially these effects. This can be seen comparing
their result with our value of 0.19 obtained at the GMS-
2S level, where orbital relaxation and hole localization
are directly included.

The value of 0.13 obtained by Arnenberg et al. [13] is
dif5cult to understand on the basis of our calculations.
Since the authors claim that the molecular orbitals were
independently optimized, for the ground and excited
states, and that hole localization and correlation effects
have been included, one should expect a value close to
0.20 for the OOS, in agreement with the results of the
GMSCI calculation. The reason for this large discrepan-
cy could be attributed to an over contraction of their
basis set [13], in the inner-shell region, to the process of
selecting the con6gurations for the computation of the
OOS or else to the combination of both factors.

Dehmer and Dill [9],employing the multiple scattering
(MS Xa) method with a muffin-tin potential, obtained a
value of 0.23 for the OOS. Their methodology differs
substantially from ours, which makes impossible a com-
parative analysis in terms of relaxation and correlation
effects. The multiple-scattering method was also em-
ployed by Kosman and Wallace [15], but in this case a
much lower value for the OOS (0.108) was found (this
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value was estimated by Zhadenov, Akimov, and Vinogra-
dov [6] from the graphic representation of the result of
Kosman and Wallace [15]). The reasons for the
discrepancy in the values obtained by the MS Xa method
[9,15] are not clear.

Finally Barth and Schirmer [16], using the second-
order algebraic diagrammatic construction (ADC-2) to
the polarization propagator, obtained a value of 0.20 for
the OOS, in agreement with our GMSCI value. Howev-
er, their calculation is not strictly equivalent to the
GMSCI. Orbital relaxation was only indirectly con-
sidered through particle-hole (p-h ), excitations with
respect to a HF ground state and although correlation
effects were included in the description of both the initial
and final states, hole localization has not been considered.
Also a substantial reduction of the ADC(2) configuration
space was achieved by decoupling core-level excitations
from valence-level excitations. The effect of this core-
valence approximation on the transition energies was
found [16] to be typically of the order of 1 eV, but no
such analysis was presented for the oscillator strengths.
It is possible that the observed equality of the OOS values
obtained from the two nonequivalent calculations
[GMSCI and ADC(2)] results from the use of the core-
valence approximation in the ADC(2) description.

C. Generalized oscillator strength

Figure 2 presents the calculated GOS results for the
dipole-forbidden lo. —+1mg excitation process and Fig. 3
for the dipole-allowed 1o.„~leg process at the different
levels of calculation. One observes that also for this prop-
erty it is the inclusion of relaxation effects that causes the
largest variation in the GOS values compared to the
HFFC results. Once more localization and correlation
effects contribute in opposite directions, and the net effect
is again small. As a consequence, as can be seen from
Figs. 2 and 3, the results obtained at the GMS-2S and
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FIG. 3. The generalized oscillator strength for the lcm' „~leg
transition at different levels of calculation: (a) HFFC, (b) HFR,
(c) GMSCI, (d) GMS-2S, (e) GMS-3S.
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GMS-3S levels do not differ appreciably from the ones of
the GMSCI calculation.

It is interesting to compare our calculated values with
the experiments [7,8] and the results of Rescigno and
Orel. Since experimentally the two levels are unresolved,
we have to add the calculated GOS values for the two
transitions in order to compare the theoretical results
with the experiments. The calculated values for this sum,
obtained at the HFFC and GMSCI levels of calculation,
together with the other experimental [7,8] and theoretical
[14] results are shown in Fig. 4.

From the figure one observes that the GOS calculated
by Recigno and Orel [14] falls between our HFFC and
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and Bonham [8].



45 GENERALIZED MULTISTRUCTURAL CALCULATION OF THE. . . 7947

GMSCI results. This is an expected result as they tried
to reproduce the relaxation and localization effects using
an orthogonal CI. Also for the GOS values, as in the pre-
viously discussed OOS values, they only partially repro-
duce these effects in their calculations.

Very good agreement is observed between our GOS
values and the results of Camilloni et al. [7] for small IC

values and with the recent results of Barbieri and Bon-
ham [8] for larger values of K . For larger values of IC,
which correspond to larger scattering angles, the experi-
mental results of Camilloni et al. [7] and the results of
Barbieri and Bonham [8] disagree within each other. Our
theoretical values support the result of Barbieri and Bon-
ham [8] in this E region. It should be emphasized, how-
ever, that the FBA could make incorrect predictions for
larger scattering angles, a situation that has been ob-
served before [17,25,29,30] for valence and inner-valence
excitation processes. Therefore higher-order corrections
to the first Born approximation might be necessary in or-
der to describe properly the collision process for larger
scattering angles.

IV. CONCLUSIONS

The GMS wave function has proven to be an useful
tool to examine the effects of orbital relaxation, hole lo-

calization, and electron correlation associated with
inner-shell excitation processes. By allowing those effects
to be explicitly included in a step-by-step procedure, the
GMS wave function provides a clear picture of the
inhuence of orbital relaxation, hole localization, and elec-
tron correlation on the transition energy, OOS and GOS
values for the preionization process in nitrogen.

The transition energy is largely affected by hole locali-
zation, while for the GOS and OOS orbital relaxation
dominates. Also, the behavior of the GOS as a function
of the transferred momentum, for small and medium
values of E, is well described by the GMS wave func-
tion, within the first Born approximation.
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