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The objective of this paper is the establishment of a formal theory of the scattering of time-harmonic
electromagnetic waves from impenetrable, immobile obstacles, with given linear, homogeneous, and gen-
erally nonlocal, boundary conditions of Leontovich (i.e., impedance) type for the wave on the obstacle’s
surface (). As in an analogous treatment of acoustic-wave diffraction by the author [G.E. Hahne, Phys.
Rev. A 43, 976 (1991); 43, 990 (1991)], the theory is modeled on the theory of the complete Green’s func-
tion and the transition (7) operator in time-independent formal scattering theory of nonrelativistic quan-
tum mechanics. For each nonzero free-space wave number k,, the electromagnetic field is described
kinematically in terms of a six-component entity comprising the direct sum of the electric and the mag-
netic three-vector field at each point of position space; an electromagnetic source is described corre-
spondingly as a six-component entity comprising the direct sum of the time-harmonic electric and mag-
netic current distributions. Accordingly, the Green’s function and the T operator are 6 X 6 matrices of
two-point, complex-valued, ky-dependent functions. A simplified expression is obtained for the T opera-
tor for a general case of nonlocal, homogeneous Leontovich boundary conditions for the electromagnetic
wave on d€). Analogous to the acoustic case, all the nonelementary operators that enter the expression
for the T operator are formally simple, rational algebraic functions of a certain invertible, linear, k,-
dependent operator Zk , which is called the radiation impedance operator; Z: is an operator of the

class that maps the lmear space of complex tangent-vector fields on 3 onto itself. The nonlocal opera-
tor Z, ko is defined only implicitly, in that, apart from a simple transformation made for technical reasons,

it is the operator that maps the tangential magnetic field on dQ of an outgoing-wave solution to the
source-free Maxwell equations into the uniquely corresponding tangential electric field. The paper con-
cludes with a derivation of an expression for the differential scattering cross section for plane elec-
tromagnetic waves in terms of certain matrix elements of the T operator for the obstacle, and a proposal
for a class of Leontovich boundary conditions that, if realized, would yield exactly zero scattering ampli-
tude at a given k. There are four appendixes: The first appendix recapitulates the theory of the free-
space Green’s function for the time-harmonic Maxwell field and the relationship of this Green’s function
to certain linear functional operators defined on the space of tangent-vector fields on the obstacle’s
boundary. The second appendix establishes mathematical conditions on the defining operators for the
Leontovich boundary conditions, which conditions are sufficient to guarantee the uniqueness and ex-
istence of the complete Green’s function, and reciprocity for the Green’s functions of purely outgoing-
wave type. The third appendix argues that any of a certain class of time-harmonic, linear electromagnet-
ic scattering problems admits to a partial decoupling into a separate problem for the region interior and
the region exterior to a dividing surface; a complete set of interior solutions determines exactly one
equivalence class of Leontovich boundary conditions for the exterior electromagnetic field, so that the
solution of a scattering problem then reduces to a problem in functional analysis in the space of tangent-
vector fields on the dividing surface, as described in the main part of the paper. The fourth appendix de-
scribes a linear network analog to the formal scattering theory established herein.

PACS number(s): 42.25.Fx, 03.40.Kf, 03.80.+r, 02.30.+¢g

I. INTRODUCTION
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We shall address the physical and mathematical prob-
lems of the scattering of time-harmonic classical elec-
tromagnetic waves by a fixed, impenetrable obstacle, such
that the electromagnetic field is required to satisfy a given
set of boundary conditions of impedance type on the sur-
face of the obstacle. The principal objective is the deter-
mination of a formally simple expression for the so-called
transition (T) operator associated with the given scatter-
ing problem [this entity is defined in Eq. (38)]; once this
operator is known—whether analytically or numer-

45

ically—to sufficient accuracy, computation of the com-
plete Green’s function, and in turn the scattering wave
functions and scattering (S) matrix, is reduced to quadra-
tures.

The motivation for establishing T-operator theory in
this context is the hope that the degree of generality
which is inherent in this construct is great enough that it
can provide an overview and unification of many existing
schemes for the treatment of electromagnetic-wave
diffraction problems, while being sufficiently close to the
physical and computational worlds that further develop-
ment of approximation methods for predictive analysis of
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various types of diffraction problems is facilitated.

The concept of the transition operator in the theory of
the complete Green’s function for a scattering problem
originated in quantum-mechanical collision theory, and is
apparently due to Mgller [1,2], as stated by Watson [3].
Some further important early papers in the development
of what is now called formal scattering theory were those
of Lippmann and Schwinger [4], Chew and Wick [5],
Chew and Goldberger [6], Gell-Mann and Goldberger
[7], and DeWitt [8,9]. Textbook treatments of time-
independent formal scattering theory can be found in
Ref. [10], Chap. 2.5; in Ref. [11], Chap. 5; in Ref. [12],
Chap. 8; and in Ref. [13], Chap. 8. In two previous pa-
pers [14,15], the author developed an analogous theory
for the scattering of time-harmonic acoustic scalar waves
from fixed obstacles, with given surface boundary condi-
tions of impedance (also called Robin) type, that is, given
a nonlocal, homogeneous, linear relationship between the
surface acoustic overpressure distribution and the surface
normal fluid velocity distribution—see Ref. [14], Eq.
(15).

It will be shown in what follows here that electro-
magnetic-wave scattering from obstacles admits an analo-
gous theoretical construction. Note that impedance
boundary conditions—called Leontovich boundary con-
ditions in the electromagnetic case—are defined [see Eqgs.
(35) and (40)] as a nonlocal, homogeneous, linear relation-
ship between the tangential magnetic-field distribution
and the tangential electric-field distribution on the
obstacle’s surface. It is for our purposes both mathemati-
cally convenient and physically expedient to deal directly
with electric and magnetic fields and currents, so that the
duplex, or Heaviside, form of Maxwell’s equations will be
employed—see, for example, Ref. [16], p. 128 or Ref.
[17], Eq. (6.150). Scalar potentials, vector potentials (Ref.
[17], Sec. 6.4), and Hertz polarization potentials (Ref.
[18], p. 431; Ref. [19], Chap. 14-5; Ref. [20], p. 195) will
not be introduced explicitly except for the vector poten-
tials that are employed in the theory of the radiation im-
pedance operator—see Ref. [21], Chap. 2.6, and Sec. V,
below.

We shall in this paper take advantage of the cir-
cumstance that the scattering obstacles are presumed
fixed in spatial position, with time-independent physical
properties, by considering only time-harmonic elec-
tromagnetic currents and fields. If ¢ is the speed of light
in vacuum, the time dependence exp( —ikct) is to be un-
derstood and is dropped; the wave number k, can be any
nonzero real number. The restriction k,70 has the
disadvantage that the theory as presented here does not
afford a completely developed framework for transform-
ing diffraction problems for fixed obstacles into the time
domain; a compensating advantage is that we do not need
to deal with the atypical electric and magnetic fields (for
example, exterior electric and magnetic monopole fields)
associated with static charge and current distributions.

For the mathematical treatment of scattering from
moving obstacles it is generally necessary to work in the
space-time domain rather than in the space-frequency
domain as is done here. A problem of this category en-
tails predicting the results of directing a pulsed elec-
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tromagnetic signal at an obstacle that moves in a
prescribed manner, and that has a given local response
(such as electric permittivity and conductivity, magnetic
permeability, etc.) or surface response (in the form of a
generalization of Leontovich boundary conditions to the
three-dimensional manifold that represents the trajectory
of the obstacle’s surface in space-time) to an electromag-
netic field. It appears that the kinematics applied herein
of taking three-vector electric and magnetic current den-
sities as the electromagnetic sources does not admit of an
efficient generalization to the formal treatment of tran-
sient scattering phenomena; a different description of
electromagnetic sources and fields, which makes use of
polarization densities and Hertz polarization potentials,
seems to lend itself more readily to the treatment of at
least the formal theory, and possibly also to concrete
problems, of describing electromagnetic-wave scattering
phenomena when pulsed sources and moving obstacles
are involved. This version of electromagnetic-wave
scattering theory will be addressed in planned future pub-
lications.

The organization of the remainder of this paper rough-
ly parallels that of Ref. [14], and is as follows. In Sec. II
we shall specify the kinematical structure that we need to
describe the geometry of a generic diffraction problem,
time-harmonic electromagnetic fields and currents, and
Green’s functions. In Sec. III we shall first describe the
elementary dynamics of the time-harmonic electromag-
netic field, that is, Maxwell’s differential field equations
and the boundary conditions imposed on the field, and
then define certain Green’s functions and the T operator
associated with the given diffraction problem. In Sec. IV
we obtain a representation theorem for Green’s functions,
and apply the results to the study of the reciprocity prop-
erty. In Sec. V we shall, based on some existing results
that are recapitulated in Appendix A, develop the theory
of what will be called the radiation impedance operator
V4 ,fo for source-free, outgoing-wave solutions to Max-

well’s equations. In Sec. VI we determine an expression
for the T operator in terms of (i) elementary operators, (ii)
the operators, presumed known, which determine the im-
pedance boundary conditions, and (iii) the radiation im-
pedance operator. Section VII concludes the paper with
(i) the derivation of an expression in terms of T-operator
matrix elements for the scattering amplitude and the
differential cross section for scattering of linearly polar-
ized plane waves into other such waves, and (ii) a demon-
stration that there exists formally a type of Leontovich
boundary conditions such that the realization of these
conditions would entail an identically zero scattering am-
plitude for the given obstacle and wave number. In Ap-
pendix A we obtain an explicit expression for the free-
space Green’s function, and define certain surface-
limiting operators derived from this Green’s function.
The latter operators will be called “primitive” operators
herein; these are defined in Ref. [21], p. 63, and are the
electromagnetic analogs of the operators defined in Ref.
[14], Sec. IIT A. In Appendix B we establish restrictions
on the defining operators for Leontovich boundary condi-
tions that are sufficient to guarantee the existence and
uniqueness of a solution to the given electromagnetic-
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wave scattering problem. In Appendix C we discuss the
question of treating the problem of electromagnetic-wave
scattering by a geometrically and compositionally com-
plex scattering obstacle by establishing a mathematically
equivalent boundary value problem of Leontovich type
on a geometrical surface that surrounds the obstacle. Fi-
nally, Appendix D shows that the formal theory of
scattering from obstacles has an analog in the theory of a
class of linear electrical network problems.

There is in preparation a second paper [22] which
plans to develop certain elaborations and applications of
the general formalism established here, in particular (i)
the vector spherical-harmonic expansion for the radiation
impedance operator for spherical d(, (ii) the dominant
singularity structure of the radiation impedance operator
for smooth obstacle boundaries, and (iii) verification that
the so-called physical-optics approximation [Ref. [23],
Eq. (I1.126)] and the geometrical (ray) optics limit for the
complete Green’s function for scattering from smooth-
surfaced, convex, perfectly electrically conducting obsta-
cles follow from an explicit “quasiplanar’ approximation
to the radiation impedance operator and applications of
the method of stationary phase.

II. KINEMATICS OF ELECTROMAGNETIC FIELDS
AND SOURCES

We consider scattering problems that take place in
three-dimensional Euclidean space & 3 which is divided
into three disjoint parts: the first is the open set ), which
is occupied by a medium presumed impenetrable to elec-
tromagnetic fields; the second is the connected, unbound-
ed open set O, which is taken to be empty space; and
the third is the two-dimensional surface 3}, which is the
boundary of Q%, and which includes the boundary of Q.
The obstacle QU3 can consist of one or more disjoint
subsets. Permitted idealizations are that part of d() is an
infinitely thin plate, or a thin screen with apertures, or a
thin flange attached to entities with nonempty interiors;
the idealization that 0Q is taken in part to be a one-
dimensional object, as a length of infinitely thin wire, is
not permitted.

We fix a Cartesian coordinate system in & 3, and denote
a generic point in &> by a three vector r, with com-
ponents (x,y,z)"—the “7” means transpose, so that the
entity is taken to be a column matrix. The volume mea-
sure on &° is denoted by d*r =dxdydz. Only if, and usu-
ally if, a point is in the surface 912, we denote it with a
subscripted three vector as ry, ry;, Iy,, or the like. The
local unit outward (i.e., pointing outward Q) normal
vector to dQ at r, is called fi(ry), and is defined every-
where on 3Q except on those isolated curves or points
where 9( is not smooth. The area measure on 9} is that
obtained from the restriction of the Euclidean metric in
&3 to 3Q as in Ref. [21], Chap. 2.1, and is called d 4 or
d A, etc., when an integral of the parametrized variable
I, Or Ty, respectively, over 9Q is to be carried out. If the
obstacle is locally (that is, over a nonzero area) an
infinitely thin sheet around rj, we can distinguish locally
two faces of dQ, such that the two faces have oppositely
directed outward normal vectors at ry; when taking limits
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as r—ry of functions F(r) defined on Q, defining
boundary conditions on 3(), or doing integrals over 3(2,
one can, whether from necessity or convenience, treat
these two faces as distinct parts of 9().

Let V3 be the linear space of complex three-vector
fields on 3. An element EEY? can be construed as a
column matrix of three complex-valued component func-
tions on &, say (Ex(r),Ey(r),Ez(r))T. Given two vector
fields, say E(r) and B(r), the magnitude of both of which
decreases sufficiently rapidly as » = |r| — o, we define the
bilinear inner product (E;B),; as

(E;B) (1

o3 0

v=J E(r)B(0)d*r =(B;E)

where the last equality indicates that the inner product is
symmetric in the interchange of its vector-field argu-
ments.

We consider linear operators that map V? into itself;
such operators are sometimes called dyadics, dyadic
operators, or, when appropriate, dyadic Green’s func-
tions (Ref. [17], p. 265; Ref. [20], p. 17 and passim; Ref.
[23], p. 13 and passim; Ref. [24]; Ref. [25], Chap. 13.1;
and Refs. [26-30]). If Y is such an operator, then

BE Y implies YBEV? , )

and each ordered pair of vector fields E(r) and B(r) gives
rise to the complex-number matrix element (E,YB),; of

the operator Y. Note that the matrix element is separate-
ly linear in each of its constituent vector-field arguments
and in its operator argument. We define the transpose Y™
of an operator Y as the unique operator that causes the
equality

(B;Y"E),»=(E; YB) (3)

a3

to hold for all ordered pairs of vector fields EE V* and
BE V3. We call the operator Y symmetric if

Y'=Y. (@

In applications, simple operators of the type in Eq. (2)
are describable as 3X3 matrices of two-point integrable
kernels on &3 the position-coordinate, Cartesian-
component representatives of Y are of the form
Y, (ry;1,), and we have

(YB)(r)= [ | 3 Yylrsn)Bi(r)d’r, . (5)
k=x

More generally, finite-order derivatives of the operand
can occur both before and after application of an integr-
able kernel in a linear operation. The identity operator
Ly3 maps each vector field BEY? into itself, and has

representatives

1 (rl;r2)=8jk83(r1-—r2) , (6)

33 jk
where 8% is the Dirac 8-function kernel on 6>.

The electric-field intensity E(r) and magnetic-field in-
tensity ¢B(r) are kinematically independent, but dynami-
cally interdependent; also, the combined electric field and
magnetic field at a point in space-time form an irreduc-
ible [31] six-component entity under the effects of homo-
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geneous Lorentz transformations, including ordinary spa-
tial rotations. We therefore sometimes consider these
two vector fields jointly, and represent an electromagnet-
ic field in &> as an element @ in the direct sum space
V3@ V> =V3®? with six components ®,;(r) at each point

r€6®, where a=e,m, j x,y,, P, (r)=E;(r),
()= ch(r), and @ is a column matrix, as follows:
®=(E,(r),E,(r),E,(r),cB,(r),cB,(r),cB,(r)). (7)

We can similarly represent a general electromagnetic
current density J,(r) and magnetic current density J,,(r)
jointly as a columnar six-component electromagnetic
current density with components Y, j(r), such that

Y =(J oy (£),J (1), T, (1), (1), 1 (1), (1)) (8)

Given two electromagnetic fields ®€V3®3 and W
€V3®3 or a field ® and a source YEV3®3 we define a

symmetric, bilinear inner product (®,¥), 303 in the fol-
lowing manner:
(®;Y) cvm_f s s D, (0¥, (r)d’
a=ej=x
:(\Ij;(b)‘\/3“’3 . 9)

Linear operators in the direct-sum space can be manufac-
tured from, or decomposed into, 2 X2 matrices of dyadic
operators, as those appearing in Eq. (2). Matrix elements
of such operators with respect to ordered pairs of vector
fields in 93®3) the transpose of such an operator, and
symmetry of an operator, are defined as in the three-
component case. An electromagnetic Green’s function T’
is such an operator,

r r
r r

ee em

r= , (10

me mm

where each of the four 'z is a dyadic operator. The
transposed operator I'” proves to have the matrix

(T7)e (F’)em] (C,)7 (L)

= \r,., @, |~ @, @, )

(11)

In Eq. (11), a notational ambiguity is resolved by
parentheses: (I'"),,, is by definition the e,m dyadic con-
stituent of the transposed operator I'", while (T",,, )" is the
transpose of the e,m constituent dyadic of the original
operator I'; Eq. (11) shows that these are generally not
the same.

Next we consider vector fields on dQ). These will often
arise as the limits of vector fields defined on QU Q*,
which may be discontinuous across dQ. The appending
of a “+ (respectively, “—"’) to an argument, as E(ry+),
indicates that the limit as r—r,, with r € Q* (respective-
ly, r€Q), is to be taken; if no explicit choice of limits is
indicated, the <+ sign is to be understood. Let
830(ra;;T3,) be the Dirac-8-function kernel on 8Q, such

that for any continuous complex-valued function f on 3Q)
we have

f ral f Saﬂ ral,raz)f I'az)dAz . (12)
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We will deal with fields of tangent vectors defined on (),
and with ‘“‘tangential” operators that map this space of
tangent vector fields, which we call Y3 into itself
linearly. Operators of the latter type will be considered
to annihilate any field of purely normal vectors on 9Q,
and will be denoted with a superimposed ““breve” accent.
One such operator is the identity operator I, in the space
of tangent-vector fields, which acts as a projection opera-
tor in the space of general vector fields on d(, and has
the Cartesian components

_ﬁj(raz)ﬁk(raz)] . (13)

¥ . —s2 .
Ia,jk(rahraz)=5aﬂ(fa1»faz)[5,k

We further define an integral operator X 3> Which annihi-
lates normal vector fields, and which has the action on
tangential vector fields that the vector at each r; is rotat-
ed by an angle 7 /2 in a right-handed sense about the lo-
cal normal vector @(r;),

z
Xa Jk(fanfaz)—‘san I31;Ta) 2 n,(r5,), (14)

where €, is the completely antisymmetric Levi-Civita
symbol, with €,,, =+ 1. We note the operator identity

19

X3=—1,. (15)

It is convenient to define a complex-number “tangential”
inner product (E;I,B),q between an ordered pair E,B of
vector fields defined on 9Q as

(B;I3B)yg= f dAEE r3)[8 —18;(ry)f (ry) [By (1)

(16)

If E and B are continuous vector fields everywhere on &7,
we can think of Eq. (16) as a kind of matrix element in
the sense of Eq. (3): each vector field in V? gives rise to a
vector field in V3® by restriction and tangential projec-
tion, and the inner product of a pair is then computed ac-
cording to Eq. (16). It is possible, but we shall not at-
tempt, to formulate the latter construction in terms of V>
matrix elements of an operator involving suitable Dirac 8§
functions.

The inner product of Eq. (16) is symmetric with respect
to the interchange of its vector arguments. A general
tangential operator, say Y glves rise to a complex num-
ber bilinear matrix element (E; YB)aQ for any pair E,B of
vector fields on 0Q. The transpose of the tangential
operator Y is defined as the unique operator Y " such that

(B; Y "E)yo=(E; YB),, (17)

for all ordered pairs of vector fields on 3Q. The operator
Y is called symmetric if

Y=Y, (18)
and skewsymmetric if
Yy '=—7Y . (19)

We note that if ¥ is a tangential operator it has the prop-
erty that left and right application of the tangential pro-
jection operator is redundant,
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Y=I,Y=YI, . (20)
A tangential operator Y has an inverse ¥ ! if
YY '=[,=Y"'Y. 21)

The inverse is considered to be unique, so that one has,
and defines,

(Y Hr=(y") =y 7. (22)

As noted in the text of Ref. [14] following Eq. (57), we
can encounter entities more general than the operators of
Eq. (2) and of the previous paragraph, but which never-
theless give rise to such bilinear matrix element forms;
these entities do not necessarily map a vector field into a
vector field, but combine finite-order differentiation of the
field components standing on both sides of a matrix-
element expression with kernel-type linear mappings,
where the kernels can involve 8 functions. We shall not
attempt to give a careful definition of such entities, or
(when the meaning is clear) distinguish them notationally
from ordinary operators. We note that they are cases of
the still more general entities called distributions [32], of
the type that map the direct-product space of two vector
fields, say Y00g 30 (that is, the linear space generated
by taking finite complex linear combinations of ordered
pairs of tangent vector fields on d(1), linearly into the
complex numbers.

Any ordered pair of vector fields in V®? can be con-
strued as a vector field (in a generalized sense) in the
direct-sum space @30 _ qrdltg, 430 5nd conversely.
An ordered pair of vector fields in V3?®3® gives rise to an
inner product, which is defined in a manner analogous to
Eq. (16). Linear operators that map V3M®3 into itself
will be denoted by upper-case roman letters, with a super-
imposed overcircle accent, as Y. Operators of this type
comprise a 2 X2 matrix of tangential operators, and the
notions of transpose, symmetry, unit operator, and so on,
are defined in an obvious manner. Analogous to the case
of V3 discussed following Eq. (16), two continuous vec-
tor fields in V3®3 give rise by restriction and tangential
projection to a pair of fields and hence a V3®% jpper
product or matrix element that depends only on the
values of the original fields within Q. This construction
will be employed in the T operator derived in Sec. VI.

III. DYNAMICS OF ELECTROMAGNETIC-WAVE
DIFFRACTION FROM OBSTACLES

Let the electric field, electric current density, and elec-
tric charge density be denoted by E(z,r),J,(¢,1),p,(2,1),
and the corresponding magnetic quantities by
¢B(t,1),3,,(t,1),p,(t,T); it is convenient for the sake of
dimensional simplicity to call ¢B “the” magnetic field.
We use SI units, so that E and ¢B have units V/m, J, and
J,, have units A/m?, while p, and p,, have units C/m?;
Green’s functions will be defined so as to have physical
dimensions m 2. We assume that the exterior region has
the electromagnetic properties of empty space, that is,
has electric permitivity €,, magnetic permeability u,, and
zero electric and magnetic conductivities throughout Q°*.
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With these conventions and assumptions, Maxwell’s
differential equations for the electric and magnetic fields
in Q" or in obstacle-free space, with given charge-current
sources, take the form

1 3E _
c o VX(cB)=—cug, , (23)
V-E=p, /€, (24)
1 9d(cB) __
- o +VXE cpel . s (25)
V-(cB)=p,, /€ - (26)

The above equations imply the differential conservation
laws for electric and for magnetic charge,

P,

VI, +—==0, Q7
at
3

V-Jm+—&"v= . (28)
at

We suppose now that all the field and source quantities
have the time dependence exp(—ikyct), with k,#0; we
drop the exponential time dependence and denote the re-
sidual electromagnetic quantities with k, subscripts. The
charge conservation equations now imply

Prg.e =ikoe) VI, L, 29)
Prgm = (ikoe) 'V Ti - (30)

That is, the current densities determine the charge densi-
ties, and only the time-harmonic forms of Egs. (23) and
(25) are needed to determine the electromagnetic fields in
full, once the current density distributions are known.
We have in matrix form, following multiplication by a
factor i on both sides,

E; —icpoly .

= . . (31
¢By, —icpi m )

0

ko —iVX
VX kg

The latter equations resemble the time-independent
Schrodinger equation with a source term. (Although we
shall make no use of this property here, Maxwell’s equa-
tions can be decoupled into two three-component equa-
tions by the use of the vector combinations ExicB and
J,*iJ,, [33]). These and numerous other manipulations
and properties of Maxwell’s equations are discussed in
Ref. [34].)

An electromagnetic Green’s function is made up of
dyadic operators, as in Eq. (11). We use subscripts to
denote the type—whether electric (e) or magnetic
(m)—of field and source, the wave number k,, and the
Cartesian components of the field and source vectors. A
generic dyadic will have Cartesian components
I‘ko’aﬁyjk(rl;rz), where a and B can be e or m, and j and k

range over X, y, and z. The first index (a or j) of a pair of
indices and the first argument r; are associated with the
field point, and the second index of a pair (8 or k) and
second argument r, are associated with the source. For
example, Fko,em,,‘z(rl;rz) is proportional to the x com-
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ponent of the electric field at r;, due to a unit magnetic
source current that is located at r,, points in the z direc-
tion, and oscillates with frequency kc.

We will have reduced the solution of Eq. (31) to quad-
ratures once the electromagnetic field is obtained for arbi-
trarily positioned and directed unit sources of harmonic
electric and magnetic currents (equivalently, for point os-
cillating electric and magnetic dipoles). These fields
comprise a Green’s function for the Maxwell field, and
satisfy the differential equations

iV X)) ko8 i

z

2

k=x

Cypeek(Ti12)  Th o i (T15T2)

X Ly me ki (T512) Th i (T1512)
8j163(r1—r2) 0
= (32)
0 8j153(r1—r2)

Note that the components of Fko have physical dimen-
sions length ~%, and are such that (—ipee )Ty ) times

current spectral density times volume equals an
electromagnetic-field spectral density, where we consider
ko and c¢t as Fourier conjugate variables. Various
Green’s functions will be defined, depending on whether
or not an obstacle is present, on the type of radiation
boundary condition at large distances from the source
and possible obstacle, and on the surface boundary condi-
tions (SBC’s) on the obstacle, if present. In particular,
the terms free-space Green’s function, or complete Green’s
function, will be used if an obstacle is not present, or is
present, respectively. The types of radiation and SBC'’s,
and the corresponding notational conventions, will be de-
scribed in several stages in the remainder of this section.
The Silver-Miiller radiation conditions (cf. Ref. [21],
Chap. 4.2) for electromagnetic fields are defined as fol-
lows. If the electric field E, (r) and magnetic field

cho(r) satisfy the time-harmonic Maxwell equations Eq.
(31) with no sources in the region defined by r >R for
some fixed R >0, and if

lim {r[’r\XEkO(r)$cho(r)]} =0 ’

r— o

lim {r [rXch( k,(1)]}=0

r— o

(33)

for all T (with suitable modifications for unbounded obsta-
cles), the electromagnetic field is said to satisfy outgoing-
wave (upper sign) or ingoing-wave (lower sign) conditions
at infinity. These space-frequency domain criteria corre-
spond to prescribing retarded and advanced signals, re-
spectively, in the space-time domain .

We shall distinguish among the various types of
Green’s functions Fko and their dyadic constituents

r ko,apr according to the boundary conditions that they
satisfy, by superscripts: The first superscript can be 0, L,
or E, where “0” means a Green’s function for obstacle-

free space, “L” means some particular homogeneous
Leontovich boundary conditions are satisfied on 9, and

“E” means the special case of “L” that the obstacle is a
perfect electrical conductor. Two further superscripts
will be used, which will take the values “+” or “—"’, ac-
cording to whether outgoing-, or ingoing-wave radiation
conditions, respectively, are satisfied for the original
sources of the total field. The details of the notation for
complete Green’s functions depend on physical assump-
tions about the source and the obstacle, and will be ex-
plained later in this section; first, we consider the case of
free-space Green’s functions.

We assemble two free-space Green’s functions

and 1"2: -
the magnetic source terms are associated with retarded or

advanced fields, respectively; in the following, the sym-
bols Gk ~op denote “conventional” Green’s dyadics, as de-

0++
Fko

from dyadic constituents, depending whether

scribed in Appendix A,
( Fg: * )ee ( ng * )em Gk ,ee Gk ,em
r0+i — . n —
ko = (Fgg—_)me (ngk)mm Gk ,me Gko,mm
(34)

In Eq. (34), the central expression is simply a definition of
the names of the component dyadics of the operator,
while the last equality specifies that the component dyad-
ics are closely related to the usual dyadic Green’s func-
tions. Note that the second superscript on a I' is always
“+” herein, and means that electric currents are
presumed to give rise exclusively to outgoing waves,
while the third superscript can be “+ or “—,” and en-
tails the optional association of outgoing or ingoing
waves with oscillating magnetic currents. The
differential equations Eq. (32), along with radiation condi-
tions as in Eq. (33), are sufficient to determine the free-
space Green’s functions; explicit expressions for the con-
stituent Green’s dyadics are given in closed “Cartesian”
form in Appendix A.

We define a generalized, nonlocal version of Leonto-
vich boundary conditions on 9(Q (see Ref. [21], Chap. 4.1,
Refs. [35-37], and Ref. [38], p. 70 for the local version).
Let E; (ry+) and ¢By (r3+) be the surface limits of the

total electrlc and magnetic fields in Q% and let 4 k, and
Ck be given tangential operators with the same phys1ca1
dlmensmns. Then we require that

jkoiaEko_ékoiaCBkOZOa N (35)

where 0,€V3® is the zero tangential vector field. The
“E” case that the obstacle is a perfect electrical conduc-
tor is obtained by specializing to A X =] 5 and Ck is the
zero tangential operator Oa, that is,

(faEko)(ra)’_"Oa . (36)

We can make a number of observations on the
mathematical and physical content of Eq. (35). First, Eq.
(35) is a representative of an equivalence class of Leonto-
vich boundary conditions: the simultaneous replace-
ments in Eq. (35)
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.;iko—> ?/‘i kO and ék0—> chv’ko , (37)

where Y is any invertible tangential operator, yield a
physically equivalent boundary value problem. Second,
the left-hand side (lhs) of Eq. (35) implicitly defines a
linear mapping of V3®3% into Y3 The kernel of this
mapping [i.e., the set of fields in V??®%? that map into
the zero field in V3¢, as in Eq. (35)] should comprise just
the linear space of tangential electromagnetic fields in
y30@3Q (hat belong to a certain class of solutions to
Maxwell’s equations. What distinguishes these solutions
from others is clarified physically by considering the obs-
tacle to be not a black box, but a material substance
through which electromagnetic waves can propagate and
which responds to a signal by generating the electric (and
possibly magnetic) currents that give rise to the scattered
wave. The family of solutions of Maxwell’s equations
which are regular in the interior of the obstacle and have
all source currents (as distinguished from response
currents) in Q°* form a linear space; the tangential projec-
tions on 3Q of the exterior limiting values of these solu-
tions also form a linear space, and it is this linear space
that is to be the kernel of the mapping as defined by Eq.
(35). Third, there is a complementary linear space in
90832 - which can be construed as comprising the
tangential projection of outgoing wave solutions to
Maxwell’s equations in (; sufficient conditions on the
operators A ko and Ck are established in Appendix B,

such that no nontr1v1al electromagnetic field of this
second class in V3?®3 js mapped into the zero field in
V3% by the mapping defined by Eq. (35). As described in
connection with Eq. (79) and in Appendix C, when the
equivalence class of operators Ako and Cko is chosen

correctly the space of all fields in V3?®3® jg in effect the
direct sum of these two subspaces, which, speaking infor-
mally, have the same (infinite) dimensionality: one sub-
space corresponds to just the regular, source-free solu-
tions to Maxwell’s equations in the interior Q of the obs-
tacle, and the other corresponds to the source-free
outgoing-wave solutions for a given exterior environment
in Q%*. Moreover (cf. Appendix C), it is possible to con-
struct a projection operator that annihilates fields belong-
ing to one subspace and acts as the unit operator on fields
belonging to the complementary subspace.

The Leontovich boundary conditions Eq. (35) are in-
tended as a means of simulating the electromagnetic
response of a complex physical obstacle, analogous to the
replacement of an N-terminal electrical circuit by a
“black box,” with frequency-dependent complex im-
pedance ‘‘boundary conditions” determining the relation-
ship between voltages at, and current flow through, each
of the N terminals. (This analogy is given a more detailed
realization in Appendix D.) It is plausible, but I am at
present unable to prove, that any physically reasonable
object whatever that generates currents linearly in

J
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response to electromagnetic fields can be replaced in the
matter of its scattering properties by an equivalence class
of fictitious Leontovich boundary conditions on a con-
veniently chosen, and possible artificial, circumscribing
surface 3Q. A constructive proof of this claim is given in
Appendix C for the class of special cases that the obstacle
is made up of a homogeneous, isotropic medium, the obs-
tacle is fixed, and the source is time harmonic. It is
shown in Appendix C that the determination of a
representative pair of operators A ko and Cko’ which are

to simulate the electromagnetic response of the interior
region ), can be effected in a number of ways, and the
equivalence class of such operator pairs is independent of
the electromagnetic properties of the exterior region. An
analogous result holds for the independence of the
response of the exterior region Q°* to the electromagnetic
properties of the obstacle. (The exterior region is normal-
ly taken to be empty space—cf. the theory of the radia-
tion impedance operator in Sec. V.) Solution of the
scattering problem reduces to matching appropriate inte-
rior and exterior fields across the boundary, which in
mathematical terms entails functional analysis in the
linear space of complex tangent-vector fields on the divid-
ing surface 8. The formal solution of the exterior prob-
lem, and extraction of a transition operator associated
with the Leontovich boundary conditions that simulate
the obstacle, is carried out in Sec. VI.

As stated, the presumed form Eq. (35) of the Leonto-
vich conditions is believed to permit the simulation of an
arbitrary scattering obstacle with a linear response. For
example, the analogs of a short circuit (zero impedance)
and of an open circuit (infinite impedance) can be in-
terwoven for complementary linear subspaces of ‘Vam”"m
by a suitable choice of the operators Ak and Ck

Another example, which is discussed in the concludmg
remarks to Sec. VI, is the simulation of empty space. The
simulation of an obstacle made up of a uniform, isotropic
medium is discussed in Appendix C. Other possibilities,
which have not been investigated, are the simulation of a
grating or a rough surface by a suitable choice of 4 ko and

C ko On 2 circumscribing smooth surface.

We suppose that the complete scattered wave generat-
ed by the obstacle reacting to the original, free-space elec-
tromagnetic wave can be represented by a linear transi-
tion operator ‘Tf(f (with X =L or X =E); the operator

comprises a 2X2 matrix of dyadic operators with com-

ponents ‘Tfofyg,pq(g;r“), where 7y,§=e,m and p,q
=Xx,,z, such that, in operator shorthand,
FX++ F0+++ 0++7'X+F0++ . (38)

The second summand on the right-hand side (rhs) of Eq.
(38) is an operator product, that is, entails matrix multi-
plication and integration; written out componentwise,
Eq. (38) means

Fk aB]k(rl’rZ) Fk a/},]k(rl’rz +f d3"3f d "422Fk ayjp(rl’IB)Tk yépq(r3’r4)rk équ(r4’r2) (39)
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For the dyadic constituents of complete Green’s func-
tions, Leontovich boundary conditions take the form

(Ay I Tk g Cie Xo Tk mp) i (Fai312) =0 (40)

Equation (40) must hold for both S=e and S=m, for all
r3; €00 and r,EQUQ™, and for either choice (emitting
or absorbing) of magnetic source. For the E case we re-
quire

(I3T% o) (Ta;T2) =0 41)

We shall in Appendix B establish a set of sufficiency con-
ditions on Ak and Ck , which guarantee the uniqueness

and existence of the complete Green’s functions.

We have stated the assumption that in our simulation
the obstacle is considered impenetrable to electromagnet-
ic fields. Accordingly, in addition to the surface bound-
ary conditions (SBC’s) of Eq. (40), and the radiation con-
ditions at infinity, we shall require the complete Green’s
functions to satisfy the extinction property, that is, be zero
whenever the field point is in the interior {2: component-
wise, we want

l"',;ofjg’jk(rl;rz)=0 whenever r, €Q . (42)

The property analogous to Eq. (42) was termed “the ex-
tended boundary conditions” following Eq. (16) in Ref.
[14], but the present name seems preferable [39-41].
Note that, unlike Ref. [14], we do not necessarily demand
or state that Eq. (42) must hold if the source point r,EQ
while the field point r; € Q%; this property will hold if ex-
clusively outgoing waves are generated by the original
source currents, but not if ingoing waves are also
present—see the remarks following Eq. (96) and Ref. [22]
for results and discussion.

The uniqueness and existence of are presumed

rL++
0
to be guaranteed, given that Eq. (32), a suitable adapta-
tion of Egs. (33), (40), and (42), are satisfied. Hence the T
operator is determined in turn by Eq. (38), albeit only im-
plicitly. The T operator will be analyzed in Sec. VI into
the simplest form that seems attainable for general
geometries and boundary conditions. The following ob-
servations may serve to give insight on the structure and
physical significance of the T operator. As in the acous-
tic case (Ref. [14], Eq. (58)), the T-operator components
in Eq. (39) will be zero if either r;€EQ* or r,€Q, or
both, will have an elementary structure if r;EQ or
r,€Q, or both, and will have a nonelementary structure
only if both r; EQ and r,€39Q. The ‘Tk Tvepq(T3T4) cOM-

ponents have the following physical s1gn1ﬁcance: The
obstacle responds, linearly but nonlocally, to an incoming
field of type §, in Cartesian direction g, at position
r,EQUQ, by creating a current distribution on QU 3Q;
the T-operator components give the density distribution
of that current at any position r; € Q U9Q, for both types
¥ =e,m, and for all three directions p =x,y,z. One then
superimposes all the fields emitted by all the currents
generated by the given “incoming” field distribution; the
emitted field then comprises the complete scattered field.
We always assume herein that the obstacle consists ex-
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clusively of ordinary electrical matter, and, correspond-
ingly, that the obstacle generates only retarded fields and
outgoing waves—hence the “-+” superscript on ‘Z';(YOJF,

and the choice of I“(,)(o++ as the left-hand (and in causal

succession, last) operator in the second summand on the
rhs of Eqgs. (38) and (39). The initial free-space signal
FZ:i is assembled by using outgoing waves from electri-

cal sources, and using either outgoing waves from, or in-
going waves to, magnetic sources, as in Eq. (34); hence
the first summand, and the right-hand operator in the
second summand, on the rhs of Egs. (38) and (39) can be
either F2:+ or F%:_, depending on the presumed type

of coupling of the initial source magnetic current to the
electromagnetic field. A remark on consistency: we will
be able to infer, at the end of the principal computation
in Sec. VI, that the T operator for general Leontovich
boundary conditions is such that there will be a discon-
tinuity in the tangential electric field across 9, that is,
magnetic surface currents are generated in dQ2. The
Leontovich conditions are only a simulation of processes
taking place inside a physical obstacle, however, and it is
plausible on physical grounds that for a penetrable
scattering object of a conventional type that can generate
only electrical currents and charges in response to a field,
the components T‘,‘fof’yg,pq(r:;;r‘t) will be effectively zero

whenever y =m.

IV. REPRESENTATION THEOREMS AND
RECIPROCITY FOR GREEN’S FUNCTIONS

We shall derive a convenient representation theorem
for Green’s functions of purely outgoing-wave type. We
then apply cases of the theorem straightforwardly to the
derivation of the reciprocity property for free-space and
for E-type complete Green’s functions. Another case of
the theorem will be subjected to apparently ad hoc ma-
nipulations to establish reciprocity for Green’s functions
satisfying suitably constrained Leontovich SBC’s; these
manipulations and constraints can be justified in part by
the work of Secs. V and VI and Appendixes B and C.

In order to define reciprocity, we first define the opera-
tor IT in V3®3 as follows:

IT (43)

I
o

|
~

Now let £ be a linear operator mapping the space V33
into itself; if the transpose .L is related to .L by

LT=ILLIT , (44)

we say that L satisfies the reciprocity condition, the term
“self-reciprocal” being ambiguous.
We define the Heaviside differential operator # ko 28

kolys  —il VX

Hi,= koly, |- 45)

0 IICV3VX

An application of the divergence theorem shows that the
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operator H ko both of purely outgoing-wave type. In what follows, we
invoke a limited version of the summation convention:
when a Cartesian index, such as j, k, [, p, or g, appear
twice in a multiplicative expression, a sum of that index
over x, y, and z is implied. The differential equations

satisfied by the dyadic blocks of the former are, according

satisfies the reciprocity condition with

respect to V>®3, Inasmuch as the Green’s functions are
in a limited domain right operator inverses of % k,——See

Eq. (32)—it is plausible that, given the imposition of
suitable boundary conditions, they also can be made to be
satisfy the reciprocity condition.

to Eq. (32),
We consider two Green’s functions T'f ** and T'} © 7, a- G2
J
kol"f;e}’pk(g;rz) i€, 3 X+mB o (T5T) aeﬁépk63(r3_r2)’ (46)
1€ ary Fk0+eB qk(r3>r2)+kork ik (T3315) =855 , 8° ), (47)

where =e or m. We now multiply both sides of Eq. (46) by — Fko eat pj(r3;r1) and sum over p, multiply both sides of
Eq. (4
equation we subtract corresponding sides of another, similar equation which differs from the first by the simultaneous
index exchanges X<« Y, j<>k, a<>f3, and r,;<>r,. Note that on the lhs of the resulting equation all the terms with k as a
coefficient sum to zero, while the remaining terms comprise an exact divergence in the variables r;. Both sides of the re-
sulting equation are now integrated in the variable rj over the domain Q%*(R) contained between df) and a very large
two-sphere, centered at the origin, of radius R, called S(R). An application of the divergence theorem reduces one
side of the equation to two surface integrals, one over dQ and the other over S*(R); the latter integral vanishes as
R — « as a result of the radiation conditions Eq. (33). Making use of the definition of a transpose and of the operators

7) by +Fk Tma pl(r3,r1) and sum over p, and add corresponding sides of the resulting equations. From the last

)?a and IT—see Eqgs. (11), (15), and (43)—we find that

enex

(e D% " M ag (5 12) = (DL T I g i (115100 gn( 1)

:_lf dA [(FY++T)ae,jp(r1§fa3)ia,pq(fas)rﬁ;§,;<(faa§r2)+(FY++T)am,jp(rﬁras)ja,pq(faa)rfgﬁlt(fas;fz)] . (48)

In Eq. (48), we have used the unit step function O,

which is defined as follows for any open domain AC &°:

+1 ifrEA

eA( r) = X
0 otherwise .

(49)

For the case that in Eq. (48) both X =0 and Y =0, we
can shrink 0Q to the null set; the surface integral there-
fore vanishes, and hence I‘(,’(:Jr satisfies the reciprocity
condition. For the case that both X =FE and Y =E, the
integral over 9Q in Eq. (48) vanishes, since the tangential
electric fields derived from I'¥ ** vanish everywhere on
dQ; moreover, this Green’s function satisfies the extinc-
tion property Eq. (42). Therefore, we have

L% b (T30)=0 if ,EQ, (50)
and hence
(F]I(‘0++T)€€ (Ff(‘o++7)em 6a _Xva Llfo,%;’:
(P, e (CE D | [— Xy 05 | T e

[
(D Mg i (1312 1= (DR T T g, (1152

for X=0or X=E , (51

for all indices, and for almost all arguments r; and r,.
Equation (51) restates in the language of Green’s func-
tions the familiar reciprocity theorem for time-harmonic
electromagnetic fields—see Ref. [20], p. 205; Ref. [23], p
13; Ref. [42], p. 64; and Refs. [43] and [44]. We note that
Eq. (48) with X =L and Y =0 will prove useful in Sec. V,
in the reduction of I“I,;O+ * to the form of Eq. (38).

In order to investigate the validity of the reciprocity
condition for the case of Leontovich SBC’s, we put both
X =L and Y=L in Eq. (48), that is, both Green’s func-
tions satisfy the same Leontovich boundary conditions.
The rhs can be written in the following 2 X2 dyadic ma-
trix form, where a factor i is omitted:

L+ +
ko,em

L++ | (52)

kO,mm

where the integral over 8 is understood. We want the rhs of Eq. (48) and hence Eq. (52) to be zero; this objective will
be achieved, in view of Eq. (40) and its transpose, if the central matrix in Eq. (52) can be “factorized” as follows:
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AL Ok, Tk Xo 0, —X, Ay, —C Xa [0 X 3
5S4 3 v v s 5 5 -5 v a1ty |T vy & )

XyCi Ok, —XoUr Xa | (X5 05 | |XaQ i RE —XaQ S kXa Xs 05

where Qko’ ;0, ;0, Tko’ and Uko are to be determined,
and Qko is presumed invertible. Several applications of

Eq. (15) lead to the following equivalent form for

-

Ai T | [0y I3] |4k, Chk, 0, I

ok 7 —7. 0 3 T St |T |7 &

Chky Uk, Iy Oy ) [RE Sk, I3 0q
(54)

Note that the operator éko was absorbed; that is to say, it

was arbitrary and undetermined in the proposed factori-
zation Eq. (53). If we carry out the matrix multiplica-
tions in Eq. (54), four linear equations in the four un-
known operators will be obtained. We obtain sufficient
conditions for the existence of a solution to these equa-
tions by manipulating the operator algebra to be derived
in subsequent sections: we suppose that (i) the operator
product 4; 20 is symmetric, that is

A4, Cr =G 4 ko=(Ak0Ck0) , (55)
and (ii) there is an operator Z that is symmetric,
Z'=Z, (56)

and such that the operators Z and ( 4 kOZ +C‘k0) are in-
vertible,

both Z ~! and (/ikoZv-FCu'ko)_l exist . (57)

When these criteria are satisfied, Eq. (54) has the solution
T = >3 = — A 7 ~ - 1
Ty, =Ry, (AkOZ +C,) s

. . c v o s (58)
Uy, =Sk, =Z(Ay Z+Cp )

The solution is not unique: in particular, for any con-
stant A, Rk +)\.Ak, and Sk +7LCk ,Tk +AA ] ,Uk

+ACY ko? also comprise a solutxon We emphasme that the

results Egs. (54)-(58), as solutions to the problem of Eq.
(53), were not derived by a formal procedure; beyond the
requirement of employing the boundary conditions Eq.
(39), and the knowledge (see Secs. V and VI and Appen-
dix B) that Egs. (56) and (57) apply, the results were de-
rived with the aid of mathematical guesswork.

The matrix on the rhs of Eq. (54) establishes a nonde-
generate, skew-symmetric bilinear form, which is an
infinite dimensional symplectic geometry, on V37232, 5
symplectic transformation is a linear transformation on
4730900 leaving this form invariant. (See, for example,
Ref. [45], p. 23 for a definition of finite-dimensional com-
plex symplectic groups.) We note that when the results
of Eq. (58) are substituted into Eq. (54), the first matrix
factor on the lhs becomes the transpose of the third ma-
trix factor; that is, the restrictions Egs. (55)-(58) allows
us to construct a matrix of dyadics, with Ak and Ck as

E first-row elements, which is a symplectic transforma-
tion operator on the direct-sum space V°®®3®_ An analo-
gous result holds for the acoustic case, as can be inferred
by manipulating an equation similar to Eq. (48), which is
derived in a manner akin to Ref. [14], Eq. (37). There is
in this sense a connection between reciprocity for a com-
plete Green’s function and a symplectic transformation in
a suitable space of vector-valued functions on 942.

V. THE RADIATION IMPEDANCE OPERATOR

In this sectlon we shall define the radiation impedance
operator Z7 ko? find its inverse and transpose, and express

it in terms of the primitive operators of Appendix A. We
will then show that these results imply the existence of
certain nonlinear operator identities among, as well as
other properties of, the primitive operators.

Let <I>,(0 be an electromagnetic field, defined as in Eq.

(8) for reQ®, satisfying Maxwell’s equations with no
sources there, that is,

7{k0<1>k0—0 , (59)
and satisfying the Silver-Miiller conditions Eq. (33) for
outgoing waves. Then according to Ref. [21], Eq. (4.19)
and Theorem 4.27, the electromagnetic field in ®** exists
and is uniquely determined by prescribing any sufficiently
well-behaved limiting tangential electric field on 9.
Uniqueness means that a zero tangential electric field im-
plies that the electromagnetic field is identically zero in
Q°, while existence means that any tangential electric
field is the limit of the electric part of at least one
outgoing-wave solution CDkO to Eq. (59); therefore, each

tangential electric field gives rise to exactly one
outgoing-wave solution. By the duality property of
Maxwell’s equations [Ref. [17], Eq. (6.151)] and of the ra-
diation conditions (Ref. [21], Corollary 4.6), if
D, =(Ek0,ch0)T is an outgoing-wave solution to

Maxwell’s equations, so is the dual solution

P =( —cB, ,E ). (60)
Accordingly, any vector field in V3® is also the limiting
magnetic field belonging to exactly one outgoing-wave
solution of Eq. (59). We have, therefore, established a
one-to-one correspondence of V3¢ with itself, the first
field in a corresponding pair being the tangential electric
field, and the second the tangential magnetic field, ex-
tracted from the limiting fields on 3Q of an outgoing-
wave solution to Maxwell’s source-free equations in Q%;
moreover, the correspondence is obviously linear. By
definition, therefore, there exists an invertible linear
operator Z ko? which we call the radiation impedance

operator, Wthh maps the second field into the first, as
follows:
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(I By )r)=—(Z i X3cBy )Nr3) (61)

where the X operator is positioned for later convenience.
We infer from the invertibility of Z ,:Lo and from the duali-

ty property that
(Z i)' =—XZ X, . (62)
The transpose of Z ,:ro can be determined as follows.
Let @ k, and D, k, be any pair of outgoing-wave solu-

tions to Maxwell’s equations in Q. A sequence of ma-
nipulations such as those that led to Eq. (48) can be made
to yield, in the notation of Eq. (16),

(El,ko;XBCBZ,kO)aﬂ:(EZ,kO;"‘;aCBl,ko)BQ , (63)

from which it follows, taking into account Egs. (17), (60),
and (61), that the radiation impedance operator is sym-
metric:

(Zpy=Zf . (64)
Let us now suppose that an electric surface current

with density J ko.e 1S established in 0Q. The outgoing-

wave fields established in Q°* can be computed by means
of the free-space Green’s function. According to Egs.
(31), (A12), and (A13), the exterior limiting tangential
electric and magnetic fields on 3 are

(I3E 1y +)=ipoc(2ke) ™ (XN XoTi o )ry) ,  (65)
(T3¢By )ra+)=(poc /2)[ Xy (M +13)T; 1ry) . (66)

These equations hold for arbitrary J kore> if this quantity is
eliminated between Eqgs. (65) and (66), we find that

(IaEk (ra) l/k [Nkoia(Mk0+Iva)—IXvaCBkO](ra) .
(67)
It follows from Eq. (61) that
Z & =—(i/kg) XaNi Xy (M +15)7" . (68)

A similar calculation with magnetic surface currents and
outgoing fields yields the alternative form

Z { =ikoXy(M, +15)X,N ', (69)

consistent with Eq. (62).
It follows from Ref. [21], Theorems 4.23 and 4.37, that
the operators (M,c +1;)X, and Nk have as a common

null space the tangcntlal magnetic ﬁeld corresponding to
any solution of the interior Maxwell problem for Q with
perfectly electrically conducting walls; if  is bounded,
these magnetic fields are nontrivial only for a discrete set
of real k, values, the cav1ty eigenfrequencies. At the
same time, the operator Z ; ko is well defined for all

nonzero real wave numbers ko, therefore, the singulari-
ties in the operator quotients of Egs. (68) and (69) must
cancel in some suitable sense as k tends to one of the ex-
ceptional values.
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Two additional forms for Z ,:“0 can be inferred by tak-

ing the transpose of Egs. (68) and (69), and using Egs.
(64), (A6), and (A7),

V4 ,joz(i/ko))?a(Mko—ia ) 'Ne X (70)
Z { =ikoN i (M —1Iy). (71)

We can now derive certain nonlinear identities involv-
ing the primitive operators. It follows from Egs. (69),
(71), (A6), and (A7) that

M, Ny =N, X;M, Xy=(M; N, )", (72)
that is, the operator M, koN k, is symmetric. It follows
from Egs. (68) and (71) that

ia_MiO_kazﬁkonaNkoia=6a . (73)

Equation (73) can also be inferred from Egs. (4.55) and
(4.56) of Ref. [21].

Equations (72) and (73) imply that if we define the
linear operator Pk in Y20@30 54

] — ()X, (1, +Mk0 )X, —i(zko)*‘iaﬁko
Plo™ | ik N, — (0K MK, |
(74)
then i)ko is a projection (idempotent) operator:
P Py, =P, - (75)

That such a projection operator exists is also evident
from the construction of the electromagnetic fields in Q¢
from the tangential fields given in Ref. [21], Theorem 4.5,
for the tangential fields should be reproduced by taking
the tangential limits of the exterior fields.

It follows from Eq. (31) that when the geometries of
and 0} make the interior limits meaningful, the tangen-
tial surface field discontinuities and surface current densi-
ties satisfy

(IE )yt )= (I3E, )r;—)= +epoXaTi,m)(ra)

(76)

(T3¢ By 1a+)—(TyeBy )r—)=—cpo(XaJi o )(ra) -

(77)

This suggests that we define the self-inverse operator Xin
q4r30@3Q 44 3 “current-to-tangential-field”” transformation,

0, X,

X= —X, 0,

(78)

and the transformed projection operator is, using obvious
definitions,

B =Xb X=I-P} . (79)

Straightforward computations, along the lines of Appen-
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dix A, show that a vector field in ‘Vam’aﬂ that is in the
unit space (respectively, null space) of B ko is a direct sum

of surface electric and magnetic currents that yield zero
limiting tangential interior (exterior) fields; since the com-
plete interior (exterior) fields can be constructed from
their limiting interior (exterior) tangential fields—see
Ref. [21], Theorem 4.1 (Theorem 4.5)—the complete
electromagnetic fields are then also zero everywhere in (2
(respectively, Q%).

We remark that several results associated with the
theory of the radiation impedance operator in the elec-
tromagnetic case have analogues in the theory of the
acoustic radiation impedance operator—see Ref. [14], in
particular Secs. II C and II D. In a related vein, a recent
review article [46] summarizes research on numerical
work with nonreflecting boundary conditions in a num-
ber of physically distinct applications of scattering
theory; nonreflecting boundary conditions for Maxwell’s
equations in three-dimensional space were not studied,
however. We note also a connection with recent work in
mathematics that was overlooked in Ref. [14]: following a
name convention in a number of mathematlcal papers
[47,48], we can construe the operator called Z ;. ko !in Ref.

[14] as the “Dirichlet-to-Neumann operator” associated
with the exterior acoustic radiation problem and bound-
ary 9(), while the operators 4 and B determine implicitly
the “Dirichlet-to-Neumann map” for the interior acous-
tic problem; the problem is s1mu1ated by Robin boundary
conditions on dQ. The operator Z ; K associated with ex-

terior electromagnetic radiation, and the operators A ko
and Ck , which determine the surface relation between

the tangentlal electric and magnetic fields associated with
the interior problem, evidently play an analogous role to
the acoustic, “Dirichlet-to-Neumann,” counterparts.

VI. THE TRANSITION OPERATOR

In this section we shall find an explicit expression, in
terms of the operators Ak s Ck , and 4 ,‘:, for the T

operator for electromagnetlc wave scattering with Leon-
tovich boundary conditions on 3Q). By specializing to
Ci, =0y, we recover the T operator for the case that the

obstacle is a perfect electrical conductor.
We note that if the source point is in (2, the resulting
electromagnetic field associated with T'9" " is a source-

free, outgoing-wave solution to Maxwell’s equations, and
hence satisfies Eq. (61). Therefore we have, for r,€(},
and for B=e or m,

(Iaro+++z Xark mB)Jk(ral,rz) O (80)

Equations (51) and (64) now imply that

—l(jkoz k+o+ vko)_l“iko
Ter=—(i/2%+ Cos v y .
—iXaZ f (A, Z F +C )74,

7537

~

(T B Ta+ T 4 X Z i ) (115150) =0, 81)
whenever r; € ().
According to Eq. (39), the difference Green’s function
(AD)F=Tf -~ (82)
comprises an outgoing wave, source-free signal in Q%
with respect to the field point. The tangential, surface-
limiting fields must therefore satisfy Eq. (61), which im-

plies the following for the Green’s dyadics with S=e or
m:

Iar“++z Xar’,;+,:,,—lar°+++z Xargfﬁﬁ.
(83)

These dyadics must also satisfy Eq. (40). We therefore
have two equations for two unknown dyadics in each case
(B=e, m), the solution of which is

XoTk b= —Z [ (A ZiS +Co )7 Ay Xy + X,
X(Iargtteiﬁ’z Itoia R m) > (84)
Xk = Ay Z F G )7

X Ak (Iar°+i +Z +X3Fk g . (85

An argument similar to that leading to Eq. (48), or Ref.
[21], Theorem 4.5, shows that a source-free, outgoing-
wave solution to Maxwell’s equations in Q* can be
reconstructed from its tangential limiting values on 9{).
The difference Green’s function Eq. (82) represents such a
solution for any fixed source point, type, and orientation,
while Eqgs. (84), (85), (A2), and (A3) provide the surface
fields. In V3®3 operator form, we have

Ot (AT F=—iT) T X(AT){ =, (86)

where r; is the field point (left argument in the Green’s
functions). Following substitution of Egs. (84) and (85)
into the rhs of Eq. (86), and some algebra, we obtain

Tk =[1=0n(r) T =+ (i /2T ¥ X+

ViR A VIC @)

where a redundant GQex(rl) multiplying I‘L++ has been
dropped, and the operator T L% is defined as follows

(88)
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In view of Egs. (55) and (64), the operator 70"’,; +
0

the analog in V%®®3! space of the reciprocity condition
Eq. (44).

In order to complete the reduction of Eq. (87) to the
form of Eq. (38), more preliminary results are needed. If
in the derivation of Eq. (48) we had chosen to integrate
over () instead of Q, the requirement of outgoing-wave
conditions could be dropped, and any pair of free-space
Green’s functions used. By this means we infer that

0=0q(r)TL * =T *Og(ry) =i} " XTH. (89)

satisfies

We define a modified Heaviside operator 7{”0, which is
the standard operator modified by a ©: if ® and ¥ are
any pair of V*®? vector fields, then

(D HL W) aar= [ d*r O7H W (90)

We also define a Heaviside operator that differentiates to
the left,
ko jx (VX))

Hi

Ea=)

—i(VX)y  kody |l ©D
where the left arrow under the symbol V indicates
differentiation to the left when a matrix element of the

operator is generated. Note that

C AR DL B R 1 LD 92)
so that the operator
Hi+HE, (93)

satisfies the reciprocity condition. In view of Eq. (32),

moreover, we have

Oqg(r )Y =T THLITW T, (94)
LY Og(n) =T T HE TR . (95)

We can now compute the T operator. We multiply
both sides of Eq. (89) by the factor (), and add corre-
sponding sides of the resulting equation to Eq. (87).
Upon applying Egs. (94) and (95), we secure an expression
of the form of Eq. (38), with

TEr=—HHAR+H+TLT . (96)

When computing a matrix element of the operator ‘Z'f:

with respect to a pair of vector fields in 3@3 we imagine
that the last operator on the rhs of Eq. (96) has projection
operators on either side that select from the adjacent vec-
tor field (presumed continuous in &%) its hmltm% tangen-
tial field on 3Q); each limiting field belongs to YoNedn,

that a matrix element of the operator TL ko * with respect

to, say, plane-wave states, is well defined. We note that
in view of the properties of the T LO+ operator, the purely

retarded complete Green’s function T'k ** satisfies the

reciprocity condition.
We can recover the case that QUdQ is filled by a per-

fect electrical conductor by setting C‘k0=6a and presum-
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ing ’;ko is invertible in Eq. (88). The resulting T operator
is

i = —g<7’?20+7{§30)+ffo+ , 97)
where
—i(Z)7h —i/2)X,
+E+ — . .
Tk, —(i/2)X, 0, 0%

With the derivation of Egs. (88) and (96)-(98) com-
plete, we have achieved the principal objectives of this
paper. Certain applications and a further discussion of
the general theory established herein are subjects of a
planned future publication [22].

VII. SCATTERING AMPLITUDES; THE CASE
OF ZERO SCATTERING

We shall now conclude the paper by first, extracting
the scattering amplitude and the differential scattering
cross section for electromagnetic-wave scattering in
terms of certain matrix elements of the T operator, and
second, demonstrating that there exist, at least in a
mathematical sense, Leontovich boundary conditions on
an obstacle such that the scattered wave is identically
zero at a given frequency. It is argued on physical
grounds that realization of zero electromagnetic-wave
scattering boundary conditions in the time domain,
which is at all frequencies, conflicts with causality.

We shall consider only the purely outgoing-wave
Green’s function Fﬁofagyjk(rl;rz), and let the distance r,

of the source point from the origin become large. Then
the original free-space signal in the vicinity of the obsta-
cle, that is the first summand on the rhs of Eq. (39),
looks—except for a slowly varying modulation—Ilike a
set of plane-wave states (column vectors), all with propa-
gation direction A= —7,; only two of the six column vec-
tors are independent, however. Moreover, as the field
point r; also recedes, we expect to obtain something like
the scattering amplitude times 7| 'exp(ikor,) from the
second summand on the rhs of Eq. (39) (see Ref. [49], E
(15)). Let us define the six-by-six polarization matrix
@Q(A) to have matrix elements

[ Q) e je =L QA i =86 — AR

- T (99)
[@(A')]me,jk = _[@(A)]em,jk Eejpk)\P ’

where A is any unit three-vector. Then we have

0+ + L
Lo 8,k (Tas —Ars)

~ —k0(417'r2)‘lexp(ikorz)exp(iko/l\-r‘;)

ry—>®

X[Q(N) 54t »
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F(])(;:;g,jp(k\rl ;f3)
~ —ko(4mr,) " lexplikyr, exp( —ikok ;)

r1—>co

X[MQ(—R) My - (101)

The factor —kgy(4mr,) 'explikor,) on the rhs of Eq.

(ajRllA . |IBkAY =~k
&p maq

We have accounted in Eq. (102) for the fact that, in view
of Egs. (59) and (92), both T-operator constituents 7{2?

and 29 give zero contribution to the scattering ampli-
ko 8 8

tude. Only the dyadic constituent with a ==e needs to
be carried along, as the remaining dyadics can be ob-
tained from it by operating with (XX ) on the left and/or
—(XAX) on the right; note that this dyadic is the scatter-
ing amplitude matrix of Ref. [49], and satisfies the condi-
tion of reciprocity, as defined in Ref. [49], Eq. (22). Let
the real unit vectors € and €' represent the final and ini-
tial electric lmear polarization vectors, respectively, with
€-#=0and €'-A=0. Them the differential cross section
for scattering with initial direction A and initial linear po-
larization €', into final direction K with linear polariza-
tion €, is [compare Ref. [17], Eq. (9.81)]

a’a

 (ReAe)= 26 (ejklA L, llekX)e, |2,  (103)

do(K)

where dw(K) is the differential of solid angle around
direction K.

We note a consequence of the structure of the projec-
tion operator Eq. (74) and of the Leontovich boundary
conditions Eq. (35): it is possible to choose the operators
A ko and Cko so that the obstacle gives rise to no scattered

wave at all. This physical property is in a sense opposite
to the blackbody property: in the former case, the tensor
scattering (S) matrix of Ref. [49] is the unit matrix (zero
scattering amplitude), while in the latter case the S ma-
trix is, for some linear subspace of the space of spherical
electromagnetic waves with wave number k,, the zero
matrix (no outgoing waves, i.e., total absorption of any
ingoing wave). We extract the a,f tangential operator
component of the projection operator of Eq. (74) as

Pryap=B )og » (104)

and take the operators A }(0 and C ;‘o such that they satis-
fy conditions to be described presently. Now let

L.,
A=A,

0

~

Pko,ee _é ;(OXva};ko,me ’ (105)

Ci,=(4 i Pr,em—C ko XoPrgmm)Xs - (106)
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(100), and hence of the asymptotic form of Eq. (39), is
dropped; what remains of the rhs of Eq. (39) are scatter-
ing wave functions formed from initial, free-space plane
waves (of unit amplitude, if the source current is perpen-
dicular to T,). We infer from the limiting form of these
wave functions as 7, — oo, with ;=K as the final propa-
gation direction, that the six-by-six scattering amplitude
matrix has the expression

oIS SMQ(—R) M, f dA3f 4 exp(—ikoR: ro) T £ ¥ pa (a3 Tae)

Xexp(ikox'r34) [(Q(X)]mg,qk . (102)

El"hen by virtue of Egs. (A6), (A7), (72), and (73), the re-
ciprocity condition Eg. (55) is satisfied by the pair
A ko ,Ck , Whatever be 4 k, and (off k,- Moreover, Egs. (70)

and 71) imply that for arbxtrary A ko and C ;(0, we have

A Z i+ C =ALZ{+Ch (107)
In a generic scattering problem, we have in Q" (i) the to-
tal field (E7,c¢B7)", which is the superposition of (ii) the
initial field (E°c¢B°®)” and (iii) the scattered field
(E*,cB")". Field (ii) also represents a solution to
Maxwell’s source-free equations Eq. (59) in an open set
that includes Q UJdQ; therefore, its surface values on Q)
are annihilated by the operator ngo. Field (iii) is a solu-

tion of Eq. (59) of outgoing-wave types, so that its surface
tangential values are reproduced by the operator Pko‘

The field (i) must satisfy Eq. (35), which now reduces to

A} ET—Cj XycBT =0, . (108)
The scattered field satisfies Eq. (61), moreover, so that we
now infer

0 0 0

(109)

If we could restrict the operators 4 | k, and (ol k, SO that

IaB 0, is the only solution to Eq. (109) there would be
no scattered wave, by the uniqueness theorem; we shall
discuss these restrictions in Appendix B. Boundary con-
ditions of this type, if they exist physically, would simu-
late empty space for the interior Q: the obstacle would
be invisible to electromagnetic radiation with wave num-
ber k,. It is not known if a suitable combination of ac-
tive and passive mechanisms can be manufactured so as
to simulate to desired accuracy Leontovich boundary
conditions of the type generated by Egs. (105) and (106)
for even a single wave number of the k spectrum.

We remark that there exist analogous sets of Robin
boundary conditions that yield zero scattering amplitude
at a given frequency in the acoustic case [14,50].

In connection with boundary conditions that yield zero
electromagnetic scattering, let us give brief consideration
to scattering processes in the time (ct) domain, such that
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SBC’s of the generic Leontovich form Eq. (35) are
satisfied throughout the frequency (k,) domain. By vir-
tue of our physical hypotheses concerning the nature of
the obstacle—see the closing paragraphs of Sec. ITI—
disturbances within the obstacle cannot propagate faster
than the speed of light in vacuum. The T operator
represents the response, in the form of an electromagnet-
ic current, to the stimulus of an impinging field; there-
fore, the transformation of the operator of Eq. (88) to the
time domain yields a signal that originates at a point
stimulus in space-time and that must be zero outside the
forward light cone with respect to the stimulus. Physical
considerations may led to the imposition of a more re-
strictive causality requirement, that is, that the response
to a signal must propagate at least in part along the sur-
face of the obstacle at a speed less than the speed of light,
so that the geodesic distance, rather than the Euclidean
distance, between two points on 3 should be applied to
the computation of the maximum propagation speed.
These causality requirements on the T operator in the
time domain entail limitations on the constituent opera-
tors A, and C"o’ taken collectively across the k, spec-

trum. The mathematical problem of translating the
causality requirements into useful restrictions on the k,
dependence of Ako and Cko in Eq. (35) remains to be in-

vestigated. It is plausible on physical grounds, however,
that it is not possible to simulate empty space, as in Egs.
(105) and (106), across the spectrum in a causal structure:
For, an electromagnetic wave in empty space travels at
the speed of light in &2, so that the surface currents on
0} would have to rearrange themselves at a speed corre-
sponding to straight-line transmission in &°; signals in
material obstacles are inevitably delayed somewhat with
respect to light signals in empty space, so that the surface
currents on 9{), whether real or fictitious, will lose the
race with light, and will be unable to respond so as to
prevent a scattered wave from being generated.

APPENDIX A: FREE-SPACE GREEN’S FUNCTIONS;
SURFACE LIMITS AND PRIMITIVE OPERATORS

The free-space Green’s functions can be obtained by
Fourier-transform methods from Eq. (32), with the choice
]

(Mkoa)(ral)z—2fanA2ﬁ(ra,)X{VIX[G,?:(rI;raz)a(raz)H}

(Nkoa)(ral)E

r—ryt

It is shown in Ref. [21], p. 64, that the operator Nko is

well defined by Eq. (AS), in that the limit is the same
whether Q) is approached from Q* or from .

The primitive operators have the following transposed
forms (Ref. [21], Eq. (2.83) and p. 64):

(A6)

(A7)

—2fi(ry) X lim VIXVIXfandAzG,?:(rl;raz)[ﬁ(raZXa(raz)] .
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of outgoing or ingoing waves at infinity being realized in
the well-known manner. The results, which we shall state
without a derivation, are equivalent to the formulas of
Papas (Ref. [51], pp. 22 and 23, Egs. (16), (20), (24), and
(25)), whose electromagnetic potentials and ‘‘antipoten-
tials” are present only implicitly here. It is convenient to
employ the scalar free-space Green’s functions G,?Oi,

which are
G,?Oi(rl;rz)Z—(47r)'lexp(iik0|r1—rzl) , (A1)

where the upper “+” (lower ““—”’) superscript sign corre-
sponds to outgoing (ingoing) radiation. The Green’s
dyadics of the rhs of Eq. (34) are as follows:

0+ )= G0t .
Gy ee, jk (T1312) = G pm, jic (T15T2)

=(koby +ko 'V Vi )G (15r) , (A2)
Glgoi:me,jk(rl;rZ)z _Glgiem,jk(rl;rZ)
=—i(V;X); G (ry5ry) (A3)

where the differentiations are to be carried out after in-
tegration over r,. The problem of the treatment of the
singularities in the dyadics of Eq. (A2), that is, of the
evaluation of the fields at points where the source current
densities are not locally zero, has been discussed at
length—see Refs. [30] and [52], and references given
therein. Note that the purely outgoing-wave Green’s
function defined by Egs. (34), (A2), and (A3) satisfies the
reciprocity condition Eq. (44).

We recapitulate for the reader’s convenience the
definitions and properties of certain operators, which
map V°@ into itself, and which we call “primitive” opera-
tors by analogy with the operators of Ref. [14], Sec.
IITA. Let a(ry,) be a tangential current distribution on
0. We define [Ref. [21], Egs. (2.82) and (2.85)]

— >
=T

Given a vector field a€V3?, we define an associated
vector potential A(r,) for r;EQUQ™ (Ref. [21], Eq.
(2.64)),

Alr)=— fmdAZG,?;(rl;r&)(iaa)(raz) , (A8)

where the redundant I, is introduced for clarity. It can
be shown that (Ref. [21], Egs. (2.71) and (2.85))
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lim {fi(ry)) X[V, X A(r))]} =1[(M, +I3)al(ry)

-1yt
(A9)
lim {f(ry) X[V, XV, X A(r)]) = —H(Ny Xpa)ry) -
"1""31—
(A10)

We suppose that the electric and magnetic currents are
confined to tangential surface currents on 9(, in other-
wise empty space. We want to find the limits, as the field
point approaches 3Q from QU Q% of the tangential elec-
tric and magnetic fields generated by these currents; the
fields are presumed computed from the currents with the
free-space Green’s function Iy ". These limits can be

given in terms of the primitive operators Mko and 1\7k0.

The scalar Green’s function satisfies the scalar Helmholtz
equation when the field point is apart from any sources;
this property has the effect in the present circumstances
of allowing us to make the following replacement in Eq.
(A2):

ko +ko 'V Vi —ko 'V X(VX)]y . (A1D)

Accordingly, Egs. (34), (A2), (A3), (A7), and (A8) now im-
ply that the dyadic components of the free-space Green’s
function have the following operators as limiting tangen-
tial projections:

I, lm T I,=I, lim T%*I,

fL %Lt TL—=Tar+
I lim T *i,=—1I, lim rg,;tﬁa
LT+ L =T+
—(i/2[Xy(M, £13)], (A13)

where the “L” subscript means that the left-hand argu-
ment of the Green’s function is the last to approach 92,
whether from Q¢ (upper sign) or from Q (lower sign).

The primitive operators satisfy certain nonlinear
operator identities, which are Egs. (72) and (73), in Sec.
V.

APPENDIX B: MATHEMATICS OF LEONTOVICH
BOUNDARY CONDITIONS

In this appendix we shall establish a set of conditions
on the operators A4 ko and Ck of Eq. (35), which condi-

tions, when satlsﬁed are suﬁic1ent to ﬁuarantee the ex-
istence of the inverse to the operator ( 4 k Zi , T Cx,); the

existence of this inverse was taken for granted in the
derivation of Sec. VI. A brief discussion of some
sufficient conditions on the operators A }(0 and C }(0 of

Egs. (105) and (106), such that the operator of Eq. (107)
has an inverse, concludes the appendix.

It is now convenient to define a sesquilinear inner prod-
uct for an ordered pair of tangential vector fields
E, e Y92 and E,e YL a5 follows:

(Ei|Ey)aq=(B};I1E))s0=(E,|E} )}, . (B1)

The E,,E, matrix element for a tangential operator Y is
now defined, with a further use of Dirac notation, as

The adjoint of a tangential operator ¥ with respect to this
tyge of inner product is called its Hermitian conjugate
, and is defined as that operator for which

(E1|Y |E2>aa:(E2lY|E1>§n ) (B3)

for any pair of sufficiently well behaved, but otherwise ar-
bitrary, vector ﬁelds in V% The operator Y is called
Hermitean if Y '=7Y.

We shall make use of the following result. Let
Im{k,)=0 with k,70, and let Dy, =(Ey,cBy )" be a

solution to Eq. (59) in Q%, such that the outgoing-wave
conditions of Eq. (33) are satisfied. Then it follows from
Ref. [21], Theorems 4.17 and 4.3, that if (using dyadic no-
tation)

Re [lkolzfaﬂdA ¢By X, By ] <o, (B4)

then the electromagnetic field is identically zero in Q.
In view of Eq. (62), and the fact that X §= —Xj,, we have

Re [fanA (cXyBy )*Z | (XacBy ) ] <0 (B5)

implies that the tangential vector field X ach is identi-

cally zero on BQ That is to say, 1f we define the Hermi-
tian part H[Z ; ] of an operator Z k, 8S

HIZ{1=HZ 8 +Zih, (B6)
(B5) and (62) that the Hermitian

we infer from Egs.
operators

H[Z k+0] and H[(Z +0)71] are positive definite . (B7)

In order to show that Eqgs. (84) and (85) are meaningful,
we must show that the functional equation

(A, Z{+C E=F (B8)

is uniquely solvable for E€ V®? with any given FE V3¢,
Uniqueness means that the only solution to the equation

(A4 koz“ P +c“k0)13=oa (B9)

is E=0,. A solution to Eq. (B8) will always exist if no
vector field in V3 is orthogonal to every lhs of Eq. (B8),
where E ranges over all of V%?, Equivalently, we require
that the only solution to the adjoint functional equation
(Zi74

7, TC% )8=0, (B10)

is S=0,; either form of adjoint, that is Eq. (17) or Eq.
(B3), can be used to the same effect.

Let A be a Hermitean operator acting in V% and let p
and o be real numbers. Then we have the operator iden-
tity



(B11)
This result suggests the following: we constrain the
operators A ko and Ck such that there exist Hermitian A
and real p,o such that

PP A Ady +0’Cl AC, =I, (B12)
and such that
H[C Zolv\ ‘Z"o] is positive semidefinite . (B13)

The existence of a nonzero solution E to Eq. (B9) now
leads to a contradiction, since equating the E,E matrix
element each side of Eq. (B11), computed according to
the prescription of Eq. (B2), yields a negative lhs and
non-negative rhs. Hence, there is at most one solution of
Eq. (B8) for any given F; we still want to determine that
there is at least one solution.

In order to show that Eq. (B10) has only the trivial
solution, we shall employ an argument that invokes the
further conditions (i) that the Hermitean operator

/1,(0/] Zo+ékoé ZO is positive definite , (B14)
or, equivalently, that no nonzero vector field in YL g
mapped into the zero field by both 4 ;O and C TO, and (ii)

that the reciprocity criterion Eq. (55) is satisfied.

Let us now assume that S is a nonzero solution of Eq.
(B10), and impose electric and | magnetic surface currents
—(cpg) 1A ] S and (cpgy)™ XaC S respectively. We

compute the electromagnetlc fields in QU Q% with T9" ;

the limiting exterior tangential fields on o are, following
applications of Egs. (A12), (A13), (70), (71), and (64),

(I3E, )ra+)=1X3 (M, —I3)Xy(Z, A} +C ]S
—CiS, (B15)

(IeBy Nra+)=(2iko) "' X3N, (Z {74} +C7 )8
+X,41S. (B16)

By the working hypothesis, the first summand on the rhs
both of Eq. (B15) and of Eq. (B16) is zero. We have, ac-
cordingly,

(IE; Nry+)=—C S, (B17)

(IycBy Mryt)=X, A} S . (B18)
The latter are the limiting tangential values of an
outgoing-wave solution to the free-field Maxwell equa-
tions, which satisfy Eq. (35), in view of Eq. (55). The
uniqueness theorem proved earlier in this appendix now
implies that the exterior field must be identically zero.
The rhs’s both of Eq. (B17) and of Eq. (B18) are therefore
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equal to 0,, and we have dlscovered a nonzero S* that is
mapped into the zero field by Al ko and by ¢t k,» contrary

to Eq. (B14). We infer that Eq. (BlO) has only the trivial
solution. That is, under the restrlctlons Egs. (55), (B12),
(B13), and (B14), the operator (Ak Z; T Cx ) is inverti-

ble.

The exterior impedance boundary value problem of
Ref. [21], Chap. 4.1, is a special case of the Leontovich
boundary value problem treated here: We choose
Ak =y(ry)l,, ck =I,, 0#0, and A=[p?|Y(ry)]?
+0 17'I;; then Eqs (55), (B12), and (B14) are satisfied,
and Eq. (B13) reduces to the condition Rey(r;) >0 for all
ry€0(), which subsumes the criterion Eq. (4.79) of
Theorem 4.45 in Ref. [21].

Gyromagnetic materials, such as ferrites, have non-
symmetric magnetic permeability tensors [53], and hence
can give rise to violations of reciprocity in
electromagnetic-wave scattering; moreover, it is plausible
that scattering by an obstacle made of such materials
could be simulated in the exterior region by a suitable
choice of the Ak and Ck operators in Eq. (35), but such

that Eq. (55) is 1nvahd I have not been able to establish
zZ; ko -independent existence criteria for solutions to Eq.

(B8) under these circumstances; the almost redundant ex-
istence condition that

-

(ZkOZV ,fo-i-éko X z;kOZV ,fO+CkO )" is positive definite

(B19)

may be difficult to verify.
It remains to address the question of restricting the
operators A | k, and Ck of Eqgs. (105) and (106) so that

the “if” statement followmg Eq. (109) can be realized, at
least mathematically. In view of Eq. (107), if Eqs. (B12)
and (B13) are satisfied with the operators A ko and C ko

in place of A ko and Ck , respectively, then the argument

following Eq. (B13) apghes, Wthh implies that the
kernel of the operator (A4 } Z +Ck ) is zero; that is,

there is no scattering accordmg to the argument follow-
ing Eq. (108). In order to secure the stronger result

that ( 4 ;(OZ ,jo +C }(O) has an inverse, so that the T opera-

tor exists, we note that the argument in the paragraphs
including Egs. (B14)-(B18) carries through with A4 }(0

and C }<0 replacing A ko and éko’ provided that we make
the additional restriction that

AL (Ci V=Ci (A} ).

0

(B20)

The latter restriction resembles, but is not needed for, the
reciprocity condition Eq. (55), as noted following Eq.
(106).

APPENDIX C: LEONTOVICH BOUNDARY
CONDITIONS AS A SIMULATION
OF A COMPLEX OBSTACLE

A concrete problem of electromagnetic-wave scattering
in the frequency domain typically involves a scatterer
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that is geometrically complex, and is made up of materi-
als with inhomogeneous and possibly anisotropic consti-
tutive parameters €,u,0. A strategy for the treatment of
such problems is the division of space into an interior re-
gion, where the solution of Maxwell’s equations can be
approached by a refined numerical method, and an exteri-
or region, where the desired solution has the analytically
simple structure of an outgoing scattered wave (which is
to be determined) superimposed on a known incident
wave. The theory presented in the main body of this pa-
per has the capability of facilitating the treatment of such
problems, given that the response of the obstacle to an
impinging, time-harmonic electromagnetic wave can be
simulated in the exterior region by an equivalence class of
nonlocal Leontovich boundary conditions, as defined by
Eq. (35), such that Eq. (B8) can be solved uniquely what-
ever be its rhs. The purpose of this appendix is to make
the conjectured existence of a suitable pair of operators
Ako and Cko plausible in general by giving a constructive
procedure for their determination in the special cases
that the obstacle is entirely manufactured of a substance
having uniform, isotropic constitutive parameters. In the
argument we shall employ a generalization of the projec-
tion operator formalism. The appendix concludes with
the sketch of a method of treatment of scattering from a
special class of obstacles, which are simple geometrically,
and comprise an impenetrable part and a cavity part,
such that a subset of () can be taken as the aperture to
the cavity, and the cavity is filled with a substance of the
type just mentioned.

We consider the scatterers () that are smooth-surfaced
and bounded, with uniform, isotropic electric permittivi-
J

(w/po)ko/k?) 0

Ffo(rl;r2)= 0 1/k, 8%(r,—r,)+

(/o) ko /K3)V XV X)
—i(p/p)Vy X
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ty €, magnetic permeability u, and conductivity o. We
define the index of refraction n and complex effective
wave number « for the interior region as follows:

n=[en/(eqy)]?>0, (C1)
k=kon[1+io /(koec)]'? . (C2)

In Eq. (C2), the square root on the rhs is to be taken to be
that root with positive real part, whether k, >0 or k, <0
[and hence Im(k)>0]. Maxwell’s equations Eq. (31) in
the medium now generalize to

(o/m)(K2/ky) —ilpe/m)VX | | Ex,
iV x ko ¢B,

—icnu‘OJkO,e

= . . C3
—icpedy m | Y

We now consider that all space is filled with this same
medium; computation of a Green’s function for this
latter problem is now straightforward, say, by transform-
ing to wave-vector space, doing the required algebra, and
transforming back to position space. We take the scalar
Green’s function G,fo in the medium (denoted by “S” for

substance) to be
G,fo(rl;rz)= —(4m|r,—r,|) " lexplik|r;—1,|) . (C4)

Then the matrix Green’s function for electromagnetic
waves in the space-filling medium is

iV, X
S .
(1/ko)V, X(V,X) [Tk (Ti5T2) > (CS)

in an obvious notation. The first matrix in Eq. (C5) will be omitted in what follows, as it gives a nonzero result only
within the support of the source current distribution [i.e., the rhs of Eq. (C3)], which for our purposes is confined to 9Q;
we will be interested only in the limiting values of the fields as the field point approaches 3} from points in € or in Q.

We can now construct a generalization of the operator formalism of Appendix A and Sec. V from the constituents of
Eq. (C5). We shall obtain a generalized projection operator analogous to Eq. (74), the null space of which is a tangential
field distribution on 9(2, which is associavted with an electromagnetic field that is well behaved and satisfies the source-
free Eq. (C3) in . We define operators M 730 and N 730 following Egs. (A4) and (AS5):

(Mfoa)(ral)z —2fanA2ﬁ(ra1)x {le[Glfo(rﬁfaz)a(faz)]} ‘rpral , (C6)
(Nfoa)(ral)E—Zﬁ(ral)X rlErrr;li VIXVIXfanAszSO(rl;raz)[ﬁ(raz)Xa(raz)] . (cn

[

The analogues of Eqgs. (A6) and (A7), respectively, hold lim {r[(cB; )(r)—(k/ko)®XE} )(r)]}=0
0 0 ’

for these operators, o CI0)
(M) =X,M3 X, , (C8) lim {r[E{ (1)+(ko/K)(EXcB{ ()]} =0 .
NS \VT— AT S
(N "0) =N ko (€9 We presume that, as in Sec. V, either tangential field dis-

The Silver-Miiller asymptotic conditions Eq. (33) for
outgoing waves (denoted with a superscript “+”) gen-
eralize to

tribution on 8Q, I,E i (tgF) or facB,:“O(ra+), uniquely

determines the complete outgoing-wave exterior field.
Accordingly, there must exist an operator Z io such that
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(IEL N1y +)=—(ZF XaeB] )ry+) . (C11)

An argument similar to that which led to Eq. (64) implies
that

(Z~,§0V=Z“io (C12)

The source-free version of Egq.
<bk0=[Ek0;cho]T is a solution, then so is the dual
[(ko/Kk)*cB, ; —E; 17; note also that Eq. (C10) is satisfied

by the second field if it is by the first. Hence Eq. (62) gen-
eralizes to

(C3) implies that if

)

(ZF )7 '=—(k/ky 2X,Z 2, Xa (C13)

We can infer the interior and exterior surface-limiting
fields associated with a given surface current distribution
from the Green’s function of Eq. (C5), the definitions Egs.
(C6) and (C7), and limiting processes like those that led to
Egs. (A12) and (A13). Also, Eq. (C3) implies that we
should take for the current-to-tangential-field transforma-
tion the operator

0 FpecX,

o 14
?ﬂCXa 0 ’ (C )

where the upper (lower) signs correspond to the exterior
(interior) limiting tangential fields; Eq. (C14) generalizes

q. (78). Remembering the factor ( —i) on the rhs of Eq.
(C3) we infer the generalization PS0 of the projection

operator of Eq. (74):
— XM} +13)X, ik /(2)1X,N §

e
fai %]
[

C

o | [i/(2ko) XN 7, t1a)X,

(C15)

The operator P ‘,fo acts as the unit operator on the tangen-

tial values of outgoing-wave solutions to Eq. (C3) in Q%,
and annihilates the tangential limiting values of solutions
of Eq. (C3) that are regular in . We infer from the
former property and from Eq. (C12) [and con31stent with
Eq. (C13)] the following four expressions for Z 3 k,» gen-

eralizing Egs. (68)—(71), respectively:

1
Z(AZ+C ) Ay, —Z(A Z+Cp )T
P (2)= Xo( Ay Z+C, ) Ay, —)?a(/ikz“+ck)

The operator ﬁko(Z) annihilates tangent vector fields
D=[I,E, ;cI3B, 17€V**®® that satisfy Eq. (35), and

acts as the unit operator on tangential fields that satisfy a
variant of Eq. (61),

I,E, =—ZX,cBy, (C25)
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z“;fo— (iko /K XoN § Xo(M § +1,)7"! (C16)
=ik0Xa(MkO+Ia)Xa(Nk0)_‘ (C17)

=(iko /) Xy(M 3 —I3) 'N 3 X (C18)
=iko(N 3 )M —I;) . (C19)

Equations (72) and (73) generalize to

MSNS =NSXBM Ko=ME{N{), (C20)
fa—(MkO)z—K_zN 2 XN £ X3=0, . (c21)

The linear manifold of regular solutions to the Maxwell
equations Eq. (C3) in the domain  does not change if the
medium filling the exterior region Q is replaced by a
vacuum. Hence the interior limiting values of the
tangential fields are still annihilated by the P of Eq.

(C15). The corresponding exterior limiting ﬁelds can be
inferred from the continuity of I aEk and
faHk =(1/p )IaBk across 0(2. Hence the modlﬁed pro-
jection operator P} k , where
BY=D"'PiD, (C22)
I, 0
= o C23

will annihilate the exterior limiting tangential fields cor-
responding to regular interior solutions in the new cir-
cumstance that the medium fills only Q while Q% con
tains a vacuum. Analogous to Egs. (105) and (106) now,
any suitable linear combmatlon of the first-row and
second-row operators in .3 k provides a representative
pair of operators A ko and C kg that express the Leonto-
vich boundary conditions Eq. (35) for the particular obs-
tacle. .

We note that while the projection operator P fo annihi-
lates tangential fields that correspond to regular interior
solutions in (), it does not act as the unit operator on
outgomg wave states in a vacuum. An operator, which
we call Pk Z7 ) can easily be defined which does have
both propertles we define a general class of such opera-
tors Pk (Z) which are functions of a generic radiation

1mpedance operator Z, as

ck Xa

(C24)

We note that the product of two projection operators
of the type of Eq. (C24) is again a projection operator,

B (Z )b (Zy)=B (Z,) . (C26)

Accordingly, the null spaces of the two operators coin-
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cide; this result also can be inferred by noting that the
two operators differ by left multiplication by an invertible
operator that maps V°®®%? jnto itself. In physical terms,
this result corresponds to the circumstance that the linear
space of regular interior (i.e., in Q) solutions to Maxwell’s
equations does not depend on the response of the exterior
region to electromagnetic fields. The operator formalism
therefore achieves a partial decoupling of the exterior
and interior Maxwell problems for scattering from a
physical obstacle.

We remark that the approach to scattering taken
herein can be construed as a completion and generaliza-
tion of the integral equation approach to scattering, as
described in, say, Refs. [21,54-56].

We conclude this appendix by delineating an approach
to a more complex scattering problem, which approach
employs some of the methods and results just discussed.
The principal objective of what follows is to obtain a
representative pair of operators Ako’cko for Leontovich

boundary conditions for the case that the obstacle’s sur-
face is partly a perfect electrical conductor and partly the
aperture to a cavity; in the present case, the cavity is
presumed filled with a material medium with uniform
constitutive parameters €, i, and o. As the details of the
computation are somewhat lengthy, we shall not work
out an expression for computing 4 ko and Ck , but merely

sketch out the main steps. We shall not address the prob-
lem of computing the operators (A k +Ck )14 ko

and (Ak Z +Ck )~ Ck , which are needed to obtam

the Toperator of Eq (88).

We suppose that the half space z >0 corresponds to
Q% and is a vacuum, while the region z <0 is the obstacle
Q and is divided in two parts, with cylindrical geometry:
let IIC 6% be such that whenever (x,y)EII and z <0, a
medium with the characteristics of Egs. (C1) and (C2) is
present, while if (x,y)&II and z <0, a perfect electrical
conductor is present. The planar geometry for Q) means
that an explicit, albeit singular, form for the operator
zZt K of Eqgs. (68)-(71) exists, since the operator Mk of

Eq. (A4) is the zero operator when 931 is a plane (see also
Ref. [22]).

The interface 3Q =62 comprises the union of the re-
gion II, which we shall presume is a simply connected,
compact set, with the (we presume) smooth bounding
curve OIl, and with the corresponding exterior region
MI**=&2—M—3Il. For ry€II%, we obtain the “E” case
Leontovich boundary conditions of Eq. (36). In order to
infer nontrivial Ak and Cko operators for tangential

fields defined on the whole of 32, we proceed as follows.
We obtain an expression for a complete set of waveguide
modes for electromagnetic waves propagating in either
direction *@, in a waveguide with cross section II in the
(x,y) plane, having a perfectly conducting wall at dII for
all z (that is, infinite in both z directions) and filled with
the given medium. The reduction of the Maxwell prob-
lem in this case to the solution of certain eigenvalue-
eigenfunction problems for the two-dimensional Laplace
operator in the domain II is discussed in, say, Ref. [57],
Vol. 1, Chap. 2. It proves to be the case that homogene-
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ous Dirichlet and homogeneous Neumann boundary con-
ditions on JII are associated, respectively, with the longi-
tudinal electric field for transverse magnetic (TM) waves
and the longitudinal magnetic field associated with trans-
verse electric (TE) waves; as we have presumed that IT is
simply connected, there are no TEM waves, but the
method proposed here is straightforwardly generalized to
the case that IT is multiply connected.

Having obtained, at least formally, a complete set of
waveguide solutions, we extract the corresponding trans-
verse (say, tangent to the plane z =0) electric and mag-
netic fields associated with each. We represent such a
transverse field jointly as four-component entity

=(E,(x,y),E,(x,),cB,(x,),cB,(x,9))" ;

we denote the components as Wi(x,y), a=1,2,3,4, re-

spectively. Let \I'i’og,(g represent complete sets of these

transverse fields; in the symbol X =M or X =E, while
p=1,2,3,. .. denotes the mode of the corresponding lon-
gitudinal electric field (for X =M) or magnetic field (for
X =E), and oc=—1(c=+1) corresponds to propaga-
tion, that is to say exponentially decreasing magnitude, in
the direction —&, (+8¢,). We define a sesquilinear inner
product between two transverse fields as follows, using
Dirac notation:

L, TX L, TX'
\II 1P0|\I}0p0>

4
_ 1L, TX
Zf 2 (¥ oypoa

DT o o(xp)dx dy

(c27m

It proves to be the case that these transverse fields are al-
most orthogonal: the rhs of Eq. (C27) is proportional to
8xx'0,, but fields with different propagation direction
oo’ fail to be orthogonal. It is now easy to construct,
by means of an infinite sum, a projection operator that
annihilates the transverse fields associated with waves
that propagate in the —#@, direction and acts as the unit
operator on transverse fields associated with +@, propa-
gating waves. This construction is greatly facilitated by
the partial separability of Maxwell’s equations in the par-
ticular geometry, and by the orthogonality properties of
the transverse fields associated with different modes.
From this prOJectlon operator we can infer representative
operators Al ko and Cy " with domain and range of

definition the hnear space of two-component tangent vec-
tor fields on II, and which yield a zero result when ap-
plied as in Eq. (35) to those, and only to those, tangential
electric and magnetic fields that belong to waveguide
modes propagating in the direction —&, in the cavity.

We can now combine results to infer a representative
pair of operators that jointly express the Leontovich
boundary condition Eq. (35) across the whole of 3. We
have

A, =0al30,u+ O 4 | O,

[ex ne*

- (C28)
Cr, = (1/10)0nC g On »
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where Oy and O, are the unit step operators on the

respective subsets of Q= 6’2 and the limiting tangential
fields on which A k, and Ck operate are taken from the

vacuum values in Qe".

A question remains concerning Eq. (C28), which is,
does the discontinuity in the properties of the obstacle
across OII at z =0 occasion §-function contributions to
Ak or Ck , the domain and range of which are localized

to th1s one-dimensional subset of 3Q? It is implausible
that terms of this degree of singularity will appear in Ak

As noted in the dlS—

cussion followmg Eq (35), Eq (35) can be construed as a
mappmg of V33 into V3 the kernel of which map-
ping is just the linear space of tangential fields corre-
sponding to regular solutions of Maxwell’s equations
within the obstacle . Suppose that the waveguide were
continued indefinitely in both directions z— F o with
cross section II, but with the part z >0 being a vacuum
and z <0 being filled with the given medium. The con-
struction that led to Eq. (C28) shows that the kernel of
the mapping Eq. (35) defined by the given operators 4 ko

and Ck , on the following grounds.

and Ck is just the space of tangential electromagnetlc

fields assomated with waveguide solutions that propagate
in the —2&, direction inside the medium. This property
should not change if all of the region z > 0 is replaced by
a vacuum, the more so in view of the circumstance that a
singularity in the tangential electric or magnetic field
with the strength of a § function appears to lead to a
nonintegrable singularity in the field energy density
around the lip of the waveguide.

We remark that although it is not necessary to obtain a
projection operator of the type of Eq. (C24) in order to
infer a representative pair of operators Ak and C ko for a

particular obstacle, the tangential operators that appear
in the transition operator—see Eq. (88)—are just those
needed to construct the projection operator of Eq. (C24)
(with Z=Z ,)» and conversely. In fact, Eq. (88) can be

written as follows:

Thr=—G/2X+iXB, (Z ), (C29)
where we have used Eqgs. (78) and (C24). This result can
be interpreted by noting that the transition operator has
the function of creating currents in 9{} that cancel the
original free-space wave within () and generate a suitable
outgoing scattered wave in Q°*.

APPENDIX D: A CIRCUIT ANALOG

In order to help clarify the physical content of the for-
malism in this paper, we shall describe a linear network
analog to the scattering problem, such that time-
harmonic voltages and currents will replace time-
harmonic electric and magnetic fields, and finite matrices
will replace linear-functional operators.

The setup is sketched in Fig. 1. The network
comprises two detachable parts, the “exterior” part Q¢
and an “interior” part £}, where v belongs to a discrete
or continuous set; the two parts are connected at a num-
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Qy

FIG. 1. Network analog to scattering.

ber N ports.

The exterior network Q°* has the following characteris-
tics: first, it is fixed as to its internal wiring and im-
pedances; second, it has one or more adjustable internal
sources of time-harmonic voltage, all with a common fre-
quency, and each with an associated constant, output-
independent, internal impedance; and third, it is ground-
ed and otherwise connected so that when the internal
voltages are all set to zero, the passive response to Q* to
an input of currents It =(I,I, ... IJ)" at the ports
is the voltages V' =(V V5 ,..., V)7, respectively;
that is,

. N
vi=3 27,1, (D1)
g=1
where the symmetric N XN impedance matrix Z,, is
presumed to be invertible.

The N-ported internal network {2, can have a variable
structure, as signified by the index v, and is generally not
grounded, so that the relationship between the outflowing
currents I and terminal voltages V" is not necessarily
one to one, but is given by a relationship of the form

N
2 Pq q+ ECP‘II‘IV_O

q=1

(D2)

Equation (D2) represents an equivalence class of such
conditions, as simultaneous left multiplication of 4" and
C" by an invertible Y yields a physically equivalent set of
“impedance boundary conditions” on Q,. The matrix
Apvq is singular if QY is not grounded, since
V{=V3j=--- =V} means that no currents flow; the
matrix C" is singular if , short circuits two or more
ports. We nevertheless require 4* and C" to be nontrivi-
al jointly, which for our purposes means that the inverse
matrix (4"Z+C")”! must exist; sufficiency conditions
for the existence of the inverse can be developed along
the lines of Appendix B. When the matrix C,, is inverti-
ble we can arrange for it to be the identity matrix §,,, so
that 4, is then the admittance matrix for the network
Q,. The reciprocity property will hold provided that

(D3)

A V(CV)T: [ A V(CV)T]T
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Suppose that boxes Q% and Q, are connected as indi-
cated in Fig. 1, with the internal voltages in Q% set to
some fixed magnitudes and phases. It is observed that
the port voltages and currents have the values V° and I°.
Now suppose that Q is replaced by Q; with no changes
in the circuit or source EMF’s in Q. We call the new
voltages and currents at the ports V! and I'; these can be
inferred from the original values V° and I°, and from the
matrices Z, A', and C!, as follows. We apply the princi-
ple of superposition to 0%, and subtract the correspond-
ing quantities of the first problem from the second; this
difference problem is of the passive type, with all internal
EMF’s set to zero, and with voltages VT =V!—V? at,
and currents I =I'—1I° into, the ports. These are relat-
ed by Eq. (D1), while the quantities V' and I' are related
by Eq. (D2). We combine these results to infer that

IT=—(4'Z+CchH (4V°+C'1Y) ,
vt=2ZI1".

(D4)
(D5)
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We remark that representative matrices 4° and C° are
often not required —the analysis of the network Q*U Q°
contains this information implicitly.

We can consider (}, to represent a system such that
solution of the combined circuit equations for Q*U Q, is
relatively easy, while that for the system Q®UQ, is
difficult. For example, we can take , to be an open cir-
cuit (i.e., take 4°=0, C3 =3,,) or a short circuit (.e.,
take qu=8pq—81q and C[?q=8p1), while Q; can be a
complex network. The above formalism shows that a
partial decoupling is possible: we must analyze the three
circuits Q*UQ,, Q%, and Q, in order to find V° and I°,
the impedance matrix Z, and nontrivial representatives of
the matrices 4! and C!, respectively. Then it is a matter
of algebra of N X N matrices and N-component vectors to
infer the boundary values V' and I of the analogue of
the scattered wave, and hence the new values of voltages
and currents throughout Q.
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