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Moments of I' functions and nonclassical depths of quantum states
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The practical aspect of the moment problem of the P function is developed; i.e., a simple explicit ex-
pression for the P function in terms of its moments and the derivatives of the Dirac 5 function in the
complex domain is derived. Its connection with the concept of the nonclassical depth of a quantum state
introduced recently is explored. The basic formulas derived are used in the calculations of several
specific examples that are popular in the quantum-optics community, such as photon-number state, bino-
mial state, two-photon thermal state, squeezed-vacuum state, etc.

PACS number(s): 42.50.Dv, 42.50.Ar

I. INTRODUCTION

To determine the probability distribution function
from a knowledge of its moments is generally referred to
as the problem of moments [1]. Historically, only nor-
malizable positive distribution functions have been con-
sidered in such a problem. However, in the phase-space
description of quantum mechanics, we are dealing with
quasidistributions that are not always positive, such as
the distribution function introduced by Wigner [2], the P
functions introduced by Glauber [3] and by Sudarshan
[4), etc. In these cases, we are confronted with a new
kind of moment problem having to do with quasidistribu-
tions. This quantum-mechanical-moment problem was
first mentioned by Moyal in his seminal paper [5] on
Wigner distributions, which was also discussed more re-
cently by Narcowich [6].

In this paper we shall focus our attention on the mo-
ment problem of the P function. We shall not address
ourselves to the fundamental issues, such as the problem
of uniqueness or the problem of necessary and/or
sufficient conditions for the existence of distribution func-
tions, etc. Instead, we shall confine ourselves to the more
practical problem of determining the explicit expression
for the P function from its known moments.

The P function is widely used to represent quantum
states in discussing fundamental problems of quantum
optics. However, it seems to be not as widely used in
practical calculations. In some cases this is because it is
more expedient to bypass it, but in other cases this is sim-

ply because it is not easy to obtain an explicit expression
for the P function. An explicit expression for the P func-
tion will be very useful, if not necessary, for determining
the nonclassicality of a quantum state according to the
definition introduced recently by Lee [7].

Inspired by the work of Morten and Krall [8], we
derive an explicit expression for the P function in terms
of Dirac's 6 function in the complex domain and its
derivatives; the moments appear in the coefficients of
such an expansion. Our approach will be very simple if
the general expression for the moments can be easily ob-
tained. It is well known within the community of quan-
tum optics that the P function of a nonclassical state [9]

is typically a singular function; for such a state, our ap-
proach is most direct and natural. Ironically, our ap-
proach is not as direct for a classical state having a regu-
lar function as its P function; we need to convert the
seemingly singular function into a regular function
through the Fourier transformation followed by its in-
verse. Fortunately, we are, of course, more interested in
nonclassical states than classical ones.

In Sec. II, we first reproduce the essential basics of gen-
eralized functions of a complex variable and their Fourier
transforms, we then derive the explicit expression for the
P function in terms of its moments, and we also discuss
its connection with the concept of the nonclassical depth
of a quantum state. The basic formulation of Sec. II is il-
lustrated by a few specific examples presented in Sec. III.
Section IV summarizes the essential points of this paper.

II. BASIC FORMULATION

A. Generalized functions of a complex variable

and

(5,q&) —= f 5(z, z)tp(z, z)d z =g(0, 0)

(fi(k, l) ) —
( 1)k+l(fi (k, l))

(2.2)

(2.3)

The domain of the P function is the complex plane and
the function is not necessarily analytic. Therefore, we
should include both the complex variable z and its conju-
gate z as its arguments and treat them as two independent
variables. For the sake of completeness and convenience,
we reproduce in the following the bare essentials of the
theory of generalized functions of a complex variable
[10].

A distribution or generalized function F(z,z) is a con-
tinuous linear functional of a test function P(z, z ) from an
appropriately defined function space with values given by

&F,y) = fF(z,z)tp(z, z)d z, (2.1)

where the integration is over the complex plane.
The most important distributions for our purpose are

the Dirac 5 function in the complex domain and its
derivatives, defined as follows:
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(uk l
=—fP (z,z)z "z'd'z =

& (0')'(I)"&,
l

7T
(2.13)

where a and 8 are the creation and the annihilation
operators, respectively. As an extension of the work of
Morten and Krall [8] to the complex domain, we can
view P (z, z ) as a linear functional and z "z as a test func-
tion in the appropriate space. Then Eq. (2.13) can be
rewritten as

p„,= &P,—z z & . (2.14)
1

(p(w, w ) =—— exp(wz —wz)(p(z, z)d z .
7r

(2.4)
We now consider an arbitrary function (p(z, z) that has
the Maclaurin-type series expansionAccording to this definition, the processes of Fourier

transformation and Fourier inversion are completely
symmetric; namely,

00 00 k—1

q(z, z)= y y q(k "(0,0)',',
0 1 0k ilI

(2.15)

(p(z, z ) =—f exp(zw —zw)(p( w, w )d w,
7r

(2.5)
with

where the superscript (k, l) indicates the kth and the 1th
derivatives with respect to z and z, respectively.

The Fourier transformation involving the P function or
other related distribution or quasidistribution functions
will play a very important role in the subsequent develop-
ment. To avoid possible confusion, we should be very
precise about what we mean by the Fourier transform of
a function in the complex domain, since it can be defined
in several different ways. Cahill and Glauber [11]defined
the complex Fourier transform of a function (p(z, z ) in the
complex domain as

which implies

(p(z, z)=(p(z, z) . (2.6)

gk+1
(p'"'"(0,0)=

k l (p(z, z )
az "az' z=x=o

(2.16)

&F,q &= &F,y& . — (2.7)

This definition of the Fourier transform of a regular
function in the complex domain can be extended to define
the Fourier transform of a distribution F(z,z) in the
complex domain by using the Parseval formula

The function (p(z, z) can be used as the test function in
the following expression:

&P & y y (k, l)(p p)
k =01=0

' k!l!

According to this definition, the Fourier transform of the
5 function can be easily established as

00 00 Pk, 1=~ y y ~(""(0,0),', ,
k =01=0 k!I! (2.17)

t)( w, w ) = 1/n. ;

so we also have a representation of the 5 function as

(2.8) where we have used Eq. (2.14). On the other hand,
(p' '"(0,0) can be represented in terms of the derivative of
the Dirac 5 function as

5(z,z ) = exp(zw —zw)d w .1 2

~2
(2.9) (k, l)(Q Q)

—
( 1)k+l& 5(k, l)(z z) (2.18)

(5 ' ')F(w, w)= —( —w)"w, k, 1=0,1,2, . . . .
1T

(2.12)

The Fourier transforms of the derivatives of the 5 func-
tion in the complex domain can also be established as fol-
lows. By definition we have

&
(5(k, l))

&

—
&

5(k, l) —
& ( 1)k+I& 5 —(k, l)

&

= ( —1)"+'q '"'"(Qi0) (2.10)

and

(k, 1)
k+1

' (w, w )—:— „ l exp(wz —wz)()()(z, z)d z2

~ Bw Bw'

=—fz "(—z)'exp(wz —wz)(p(z, z )d z,
(2.11)

where ( )F denotes a Fourier transform. The combina-
tion of Eqs. (2.10) and (2.11) gives

(pm)=~ x x ( —, () +' ', 6'""(zr)m)). , ,
k =01=0 k!l (2.19)

Therefore, we can express the P function in terms of its
moments and the derivatives of the 5 function as

P (z,z ) =~ g g (
—1)"+' ' 5'"'"(z,z) .k+1~k 1 (k I)

01 0 k tl
(2.20)

&( —1)"+'5'""(z,z),z z "/m!n! & =5k 5, „. (2.21)

Sudarshan, in his original paper on coherent-state repre-
sentations of quantum fields [4], gives a formula for the P
function also in terms of an infinite series of derivatives of
the 5 function. We shall show in Appendix A that
Sudarshan's formula is equivalent to our Eq. (2.20).
The essential foundation for our representation is
that the collections I ( —1)"+'5'" "(z,z ) }k l =o and
[z z "/m!n! ]

"„oform a biorthogonal set; i.e.,

by

B. P function in terms of its moments

Let (Mk l be the (k, l) moment of the P function defined
Except for some special cases, such as the coherent

state to be seen later, we do not known how to carry out
the summations in Eq. (20), which involves the deriva-
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tives of the 5 function, to obtain a closed-form expression
directly. An obvious indirect way of doing it is through
the Fourier transformation followed by its inverse. Using
Eq. (2.12) in Eq. (2.20), the Fourier transform of the P
function can be written as

co co —k( )
I

P(wirw)= g g pk I
k =01=0

(2.22)

It is obvious that the summations in Eq. (2.22) are easier
to carry out than those in Eq. (2.20). The inverse Fourier
transform of P(w, w ) will be the P function. But in some
cases, the Fourier transform may be more useful than the
P function itself.

Another well-known distribution function is called the
Q function, corresponding to the antinormal ordering of
the creation and annihilation operators. The two distri-
bution, or quasidistribution, functions are related to each
other through the following convolution transformation
[7]:

define a measure of how nonclassical quantum states are.
It is well known that the origin of the nonclassical effects
is that the P functions of all pure quantum states are
singular and not necessarily positive definite, as shown by
Hillery [12];hence they are called quasidistribution func-
tions. On the other hand, as pointed out earlier, the Q
function is always a positive-definite regular function.
The reason that the Q function behaves better than the P
function is that a convolution transformation can be
viewed as a moUing aUerage, so it has the effect of making
the transformed function smoother. The smoothing
effect of the convolution transformation of Eq. (2.26) is
enhanced as 7 increases. If 7 is large enough so that the
R function become acceptable as a classical distribution
function, i.e., it is a positive-definite regular function and
normalizable, then we say that the smoothing operation
is complete. Let 0 denote the set of all the 7 that will
complete the smoothing of the P function of a quantum
state and let the greatest lower bound, or infimum, of all
the 7 in 0 be denoted by

Q(z, z)= —J e ~' P(w, w)d w .
1

7T
(2.23) =—inf (r) .

reO
(2.27)

The Q function is actually the diagonal element of the
density operator

Q(z, z) =(zIpIz); (2.24)

hence, it is always a positive-definite regular function.
Using the theorem that the fourier transform of the

convolution of two functions is the product of the
Fourier transforms of the two functions, we can express
the Fourier transform of the Q function according to Eq.
(2.23) as Q(w, w)=exp( —ww)P(w, w); so we have anoth-
er expression for the Fourier transform of the P function
as

We recently proposed [7] defining r as the nonclassical
depth of the quantum state.

According to this definition, we have 7 =0 for an ar-
bitrary coherent state Ia) because its P function is a 5
function; this is very reasonable since the coherent state
is known to be on the border line between classical and
nonclassical states. On the other hand, for 7=1 we have
R (z,z, 1)=Q(z, z), which is always acceptable as a classi-
cal distribution function for any quantum state; hence 1

is an upper bound for 7 . Therefore, we can specify the
range of 7 to be

0+7 +1. (2.28)
P(w, w)=exp(ww)Q(w, w) . (2.25)

C. Nonclassical depth of a quantum state

Following Cahill and Glauber [11], but in a slightly
different way, a continuous parameter 7 was recently in-
troduced [7] into the convolution transformation of Eq.
(2.23) to define a general distribution function as

R(z, z, r)= exp ——Iz —wI P(w, w)d w .
1 2

mr 7

For some cases it may be easier to obtain the Fourier
transform of the Q function first; then we can use it in
Eq. (2.25), expand the right-hand side of this equation in
the power series, and compare the coefficients of the ex-
pansion with those in Eq. (2.22) to obtain the expressions
for the moments. We can further use Eq. (2.12) to obtain
the expression for the P function in terms of the 5 func-
tion and its derivatives.

R(w, w, r) =exp( rww )P(—w, w ) . (2.29)

If R (z, z, r) is a non-negative regular function, and since
wz —wz is always a pure imaginary number, we have

IR(w, w, r)I ~ —J Iexp(wz —wz)IR (z,z, r)d z

1
R(z, z, r)d z=R( ,0,0)r=1,

7T
(2.30)

which provides a necessary condition for the R function
to be a regular distribution function [13]. In some cases,
it may be easier to determine 7 by using this condition.

The Q function can also be considered as the convolu-
tion transform of the R function according to

Applying the convolution theorem of Fourier trans-
forms to Eq. (2.26), we can express the Fourier transform
of the R function as

(2.26)

We shall call R (z,z, r) the R function. The original p
and Q functions are two limiting cases of the R function
with 7=0 and 1, respectively.

Our motivation for introducing this 7 parameter is to

Q(z, z)= J exp — R(w, w, r)d w .1
I
z —w I

vr(1 —r) 1 —r

(2.31)

Therefore, we can also express the fourier transform of
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the R function in terms of that of the Q function as

R (w, w, ~)=exp[(1 —r) ww ]Q(w, w ) . (2.32)

QO 00 k —I

P.(z,z)=~ y y( —1)"",—,S'k "(z,z) .
k=oi=o k! I! (3.7)

III. EXAMPLES

To illustrate the applications of the basic formulas de-
rived in Sec. II, we shall consider a few specific examples
as follows. P (z, z )= o(z —a, z —a), (3.g)

The right-hand side of the above equation is of the form
of the Maclaurin expansion, given in Eq. (2.15), of the 5
function, but about the point (z,z) instead of the origin;
so we may conclude that

as

(n)"
pu X (( )+1)„+)~n (3.1)

A. Thermal state

The density matrix of the thermal state can be written

as expected. However, the Maclaurin series expansion
for a singular function may not be considered well
justified by some readers. Therefore, to be on more solid
ground, we shall legitimize the relation through the
Fourier transformation of Eq. (3.7) as follows:

oo oc

P (w, w ) = g g (
—1)",—,w "w'=exp(aw aw )—

k-OI-O
So, we can obtain the moments as follows:

Pk, l Tr[(& )'(&)" th]

, & n l(u')'(&)"In &

„=, ((n )+1)""
(n &" n!

X (( )+ 1)n+1 (n —k)t

=k!(n ) "gk ( .

Substitution of Eq. (3.2) into Eq. (2.20) gives

P,„(z,z)= y S'""'(z,z) .~k, ki

k=o

(3.2)

(3.3)

=f 5(z —a,z —a)exp(wz —wz)d z, (3.9)

where we have again used Eq. (2.12). An inverse Fourier
transformation of Eq. (3.9) gives Eq. (3.8).

This example is rather trivial; it is included here be-
cause, as mentioned earlier, the coherent state is right on
the border line between classical and nonclassical states:
For classical states, Fourier transformation is necessary
to recover their P functions as regular functions; for non-
classical states, Fourier transformation is not necessary
because their P functions must be singular anyway; but
for coherent states, whether it is necessary or not depends
on the level of rigorousness one demands.

This is not a desirable expression for the P function of the
thermal state, since we already know that it is an ordi-
nary function. To recover the ordinary function, we can
resort to Fourier transformation. The Fourier transform
of Eq. (3.3) is

C. Photon-number state

Considering a photon-number (Fock) state ~n ) with
exactly n photons, we have

00 k

P,b(w, w)= g (
—1)", w"w"=exp( —(n)~w~ ),

k=0

n!
Irk I= &n~(& )'(8)"~n &

= (n —k)! gkl for k &n

.0 for k)n .
(3.10)

1 zz
P,„(z,z)=

( )
exp —

( )
(3.5)

as expected.
This example is included here to illustrate the point

that our approach is not very attractive, but still works,
when applied to classical states.

B. Coherent state

(3.4)

where we have sued Eq. (2.12). An inverse Fourier trans-
formation of Eq. (3.4) gives

Substitution of Eq. (3.10) into Eq. (2.20) gives

1l 1 n
P„(z,z)=~ y, k

S""'(z,z).
k=O '- . .

(3.11)

This is perhaps the best example to illustrate the power
of our approach. The result is obtained so easily and it is
a useful result since it is of a different form from that de-
rived originally by Sudarshan [4].

The Fourier transform of P„(z,z) can be obtained im-

mediately by using Eq. (2.12) as

n
P„(w, w)= g k (ww)"=L„(iwi ),

k=0

Considering a coherent state
~
a ), we have

p, , =& l(~')'(~)'~ &=a'a". (3.6)

where L„(x) is the Laguerre polynomial. Using this ex-
pression in Eq. (2.29), we can write the Fourier transform
of the R function for the photon-number state as

Substitution of Eq. (3.6) into Eq. (2.20) gives R„(w,w, r)=exp( —www)L„(uw) . (3.13)
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However, this simple expression is not very useful for
determining ~ . For this purpose, it is easier to consider
the R function itself.

Using Eq. (3.11) in Eq. (2.26) and exchanging the order
of integration and summation, we obtain the R function
for the photon-number state as

1
R„(z,z, r) = g-, k exp ——(z —w)(z —w)

1 k 7

given in Eq. (3.11). Using Eq. (3.11) in Eq. (3.19) and
changing the order of summations, we obtain

N

P„,(z,z) =~ y „S'k k)(z, z)
k=0

N —k
Xg k p(1 —p)

n=k

X 5'"'"'(w, w )d w (3 14)

Repeating integration by parts, we have

r

N k
P g(k, k)( —

)
k=o k k (3.20)

1 1
exp ——(z —w)(z —w) 5'""'(w, w)d w

'T 7
Similarly, we can use Eq. (3.16) to obtain the R function
as

1=—exp
7

'k —j ' 'j
1 zz

(3.15)

zz
Rz~(z, z, r) =—exp j jf

J
zz

Substituting Eq. (3.15) into Eq. (3.14), exchanging the or-
der of summations, and then carrying out the summa-
tions, we obtain

n
1R „(z,z, )r=—
7

1 1—
7 7

'n

n —j
1X 1 ——

Xexp ——L„(zzlr(1 —r)) .
zz

1
(3.16)

As shown in Appendix B, this R function can also be ob-
tained as the Fourier transform of Eq. (3.13). Since the
Laguerre polynomial can be a positive function only if its
argument is restricted to negative values, we conclude
that

Xexp ——L„.(3.21)
zz pzz

r(p r)—
For this R function to be positive definite, the argu-

ment of the Laguerre function must be negative. There-
fore, we conclude that

7 =1 (3.17) ~m=p . (3.22)

D. Binomial state

The binomial state has been known to show sub-
Poissonian photon statistics [14]. So, we are interested in
determining its nonclassical depth. The binomial state is
an incoherent superposition of photon-number states ac-
cording to binomial probability distribution so that its
density operator is represented by an XXXdiagonal ma-
trix

)'

p(N p)= g p "(1 p) "~)n)(—n
~

.
n=0

(3.18)

It is obvious that the P function of such a state can be ex-
pressed as

P~~(z, z) = g p "(1 p) "P„(z,z), —
n=0

(3.19)

where P„(z,z ) is the P function of a photon-number state

which means that a photon-number state is as nonclassi-
cal as can be.

The photon statistics of the binomial state is intermediate
between that of a coherent state and that of a photon-
number state; it reduces to either that of a coherent state
(as p~O and N~ m such that pN =(n ) = ~a~, a con-
stant) or that of a number state (as p ~1) under the two
extreme conditions of the parameter p. From Eq. (3.22)
we see that the nonclassical depth varies accordingly, as
expected.

E. Two-photon thermal state

Cahill and Glauber [15] have studied the quantum
state with the following density operator,

pTPT
(n)"

„=o ( n +2)"+' (3.23)

as belonging to the "parametrized family. *' Such a densi-
ty operator bears a striking similarity to that of the
thermal state, except for the fact that only states with an
even number of photons are involved. We shall call such
a state a two-photon thermal state.

The moments of such a state can be calculated as
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p„,=2g, (2n l(& )'(8)"l2n )
( n +2)"+'

(n )" (2n)!
(( )+2)"+' (2n —k)!

F. Squeezed-vacuum state

The squeezed-vacuum state is generated from the vacu-
um state by the well-known squeeze operator [16]

=k! (1+t)
1 —t

k

+(1—t} 1+t
S(g)—:exp( —,'gd d —

—,'$88), (3.31)

where

t =&(n ) l((n )+2) .

(3.24)

(3.25)

Substitution of Eq. (3.24) into Eq. (2.20) gives the P func-
tion as

k

with g =r e' being a complex parameter. Let the
squeezed-vacuum state be identified by g and denoted
by lg)=S(g)lO). It is well known that the unitary
operator S(g) imposes a Bogoliubov transformation [17]
on the creation and annihilation operators according to
the formulas

b:S—(g)d S(g)=(coshr)u +e ' (sinhr)& (3.32)

PTpT(z, z)=m g (1+t)1

k=0 1 —t
and

b =S(—g)ftS(g) =(coshr )8+e' (sinhr )& (3.33)
t+(1—t) 1+t

X5'"'"'(z,z ) . (3.26) (3.34)

The moments can be expressed in terms of b and b as

q„,= (gl(a')'(e)" lg) = (ol(b')'(b )'lo) .

The Fourier transform of PTpT(z z) can be obtained
immediately by using Eq. (2.12}as

As shown in Appendix C, we have

eo
( 1)k

PTpT(w, w}= g (1+t}
k=0 1 —t

'k

'k

lo) = g ' (e' sinhr) +"(2 ')!

o &(2n)!(j n)!—

X(—,'coshr )' "l2n ) (3.35)
+(1—t) 1+t

=(1+t)exp — ww
1 —t

(ww )
and

b +'lo) = g ' (e' sinhr)J+"+'
i (2 +1)l

0 V (2n+1)!(j—n)!

+(1—t}exp ww1+t X(—,'coshr)' "l2n+1) . (3.36)

(3.27}

Then the Fourier transform of the R function can be easi-
ly obtained according to Eq. (2.29) as

R rpT ( w, w, r ) = ( 1 + t )exp — r+ ww
1 —t

So the moments p„, are nonvanishing only if k and I are
either both even numbers or both odd numbers. From
Eqs. (3.35) and (3.36) we can easily obtain the expressions
for the nonvanishing moments as follows:

(2j)!(2m)! e'J
o (2n)!(j n)!(m ——)!

+ ( 1 —t)exp — r wR-
1+t

(3.28)
and

X ( slnhr )J™~ 2n( & coshr )J™—2n (3.37)

For this R function to be normalizable, we must have I 2j + I,2m +1
(j,m) (2j + 1)!(2m + 1)!

0 (2n+1)!(j—n)!(m —n)!

)0.1+t (3.29)
X '1 '8( hr)J+ +2+2

So, the nonclassical depth of the two-photon thermal
state is X(1 h )g+m —2n (3.38)

m

t v'(n )
1+t V'(n ) 2+&+(n )

which varies from 0 to —,
' as ( n ) varies from 0 to no.

(3.30) where (j,m ) —=min( j,m ) is the smaller of the two integers.
Substitution of Eqs. (3.37) and (3.38) into Eq. (2.20) gives
the P function as
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oo oo (j,m) i(j —m)0

Pg(&, z ) =~ g g g . ,
(sinhr )~+ + "( ,'—coshr)~+

o (2n)!(j —n)!(m n—)!

g(2j2m, )(
—)+ sm "fi(2j+1,2m+1)(

2n +1 (3.39)

which is a rather complicated expression. To search for a simpler one, let us calculate its Fourier transform. It is im-

portant to note that the expression for the summand in the above equation vanishes for n & (j,m ), so we can extend the
upper limit of the summation over n in the above equation to infinity without changing the result. This step will simpli-

fy the calculation tremendously. Using Eq. (2.12) and changing the order of summations, we obtain the Fourier trans-
form as

oo 00 00 i(j —m)9 sinh r
1 — ww w w (sinhr )~+ + "(—,'coshr )J+

„(2n)!(j—n)!(m n)—! 2n +1

=exp[ —,'sinhr coshr(e'~w +e 'ew ~) —(sinhr )~ww ] .

(3.40)

R&(w, w, r)=exp(aw bww—+cw )

with

(3.41)

a =
—,'e ' sinhr coshr,

Using this expression in Eq. (2.29), we obtain the Fourier
transform of the R function for the squeezed-vacuum
state to be of the form of a Gaussian function in the com-
plex domain

important application of such an explicit expression for
the P function is to determine the nonclassical depth of a
quantum state, a concept recently introduced by us [14].
As illustrations, we have carried out the calculations of
the nonclassical depths for various specific quantum
states, such as the photon-number state, the binomial
state, the two-photon thermal state, the squeezed-vacuum
state, etc. We note that the nonclassical depths of the
photon-number state and the squeezed-vacuum state have
been determined another way in Ref. [7].

b =sinh r +w, (3.42)
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APPENDIX A

We consider an arbitrary density matrix expressed in

terms of Fock's states as

p= g g p(n, m)~n)(m~ .
n=Om=0

(Al)

We can use this density matrix to calculate the moments
as

pk, )
=Tr[p(d )'(0 )"]

IV. SUMMARY

The moment problem of the P function is to determine
the P function from a knowledge of its moments. We
have solved the practical aspect of the problem by deriv-

ing an explicit expression for the P function in terms of
its moments and the derivatives of the Dirac 5 function.
From this expression, the complex Fourier transform of
the P function can also be obtained immediately. One

g p(n, m)(m~(8 )'(a)"~n )
n =0m =0

Qo oo n!m!
(n —k)!(m —I)!

' 1/2

(A2)

Using this expression in Eq. (2.20) we obtain the P func-
tion as
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P(z, z)=n g n 5(k, m —n+k)(
ifn(m .

0 (n —k)!k!(m n+—k)!
n=Om=O

m 5(n —m + I l)(

0 (m —l)!I!(n—m + i)!
g ( —1)"+ p(n, m)&n! ' (A3)

On the other hand, Sudarshan, in his original paper on coherent-state representation [4], gives a formula for the P
function as

P'(r, 8)=ng . g ', ' '
exp[r +i(m —n)8]p(n, m)v'n!m!

0 (n+m)!(2nr)

n+m
a

5(r)
T

(A4)

where a factor m is added in order to be in conformity with our notation here. Equations (A3) and (A4) are quite
different in appearance, and it is the purpose of this Appendix to show that they are equivalent in the sense of new gen-
eralized functions This. will be done by way of the R function.

We first calculate the R function according to Eq. (A3) as
00 00

R(r, 8,r)= —e " ' g g p(n, m)exp[i( m—n)8]A„
n=Om=O

with
' 1/2

( —1) r" L"™(rIr(1 —r) } if n ~ m
m! (1—~)
n! n

' 1/2

(A5)

(A6)
n!

( —1)" (1 r)"—
r "L„"(rlr(1 —r) } if n & m,

7.

where L„(x)is the associated Laguerre polynomial.
We now calculate the R function according to Eq. (A4). We have

00 00 n!m!R'(r 8,r)= e " ~' g g p(n, m) ', f d8'exp[i(m n)8']Im+n—, (A7)

where

Ik —= f dr'exp
0

2
'k

5(r')

k/2

g C(k, 21) —2
1=0 7

'k/2 —1
'

2T cos(8 —8')
7

'21

for even k

(k —1)/2
C(k, 21+ 1) —2

1=0

( k —1)/2 —1

2T
cos(8 —8')

21+ 1

for odd k .

(A8)

With the understanding that C(k,j) vanishes unless k and j are either both even numbers or both odd numbers, these
coeScients satisfy the following partial-difference equation:

C(k j)=C(k —1,j—1)+(j+1)C(k—1,j+1)
under the boundary condition

C(k, k)=1 .

The solution to Eq. (A9) can be expressed as

C(k, j)= !
j l(k —j)ll

Substituting Eqs. (A8} and (All) into Eq. (A7), we are left with an integral of the form

(A9)

(A10)

(Al 1)
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2m(21! exp[i (m n—)8

f"d8 exp[i (m —n)8'][2 cos(8 —8')]i'= [i+(n —m)/2]! [l —(n —m)/2]!
0 if 1 & }n —m~/2 (A12)

if n +m is even, or of the form

2n (21+1)!exp[i (m —n)8]

f d8'exp[i(m —n)8'][2 cos(8 8—')] '+'= ~ [1+(n —m +1)/2]![1 (n——m —1)/2]!
0 if l ((~n —m~

—1)/2 (A13)

if n +m is odd. Combining Eqs. (A7), (A8), (Al 1), (A12),
and (A13) and considering four different possibilities, de-
pending on whether n ~ m or n & m and whether n +m is
even or odd, we obtain the same expression for Eq. (A7)
as given in Eq. (A5) together with Eq. (A6). Therefore we
conclude that

R'(r, 8,r)=R (r, 8, r) . (A14)

Since the last equation holds for any positive value of
~, we should have

APPENDIX B

Cahill and Glauber [11]have derived a very useful in-
tegral identity in the complex domain

exp(az+Pz —
y~z~ )d z= —exp

1 q 2 1 aP
7r y

(B1)

We are particularly interested in a special case of the
identity when P= —a, which gives the Fourier transform
of a Gaussian function f (z,z ) =exp( —y ~z~ ) as

limR'(r, 8,r}=limR (r, 8,r};
7 —+0

and we also have

(A15)
1f(a,a)= — exp(az —az —

y~z~ )d z= —exp( —aa/y) .
7r y

(B2)

Using the above relation, we can easily obtain the Fourier
transform of the function

lim —exp[ —(z —w)(z —w )/r] =5(z —w, z —w ), (A16)
~-+0 7 fk(z, z)=~z} exp( —

y~z~ ) (B3)

which is a reproducing kernel. Then we see that Eq.
(A15) implies

(5(z —w, z —w), P (w, w)) =(5(z —w, z —w), P(w, w)) .

(A17)

These are convolution products of two distributions.
Such products are impossible in the sense of the original
definition by Schwartz [18], but they are justified in the
sense of new generalized function [19]. Since the z in Eq.
(A17) can be any complex number, we conclude that
P'(z, z) and P(z, z) are equivalent.

as

1(a,a)=-
7

k k
a

exp
Ba

aa

k+1
1=kf aa aa

exp
y

'
y

(B4)

g„(z,z)=exp( —
y~z~ )L„(~z~ ) (B5)

as

Using Eq. (B4), we can further derive the Fourier
transform of the function

g„(a,a ) =exp

1=—exp
y

1=—expr

g( —1)"
kk=0

aa ~ 1

y J-0 JI .J

aa ~ 1

r . j=OJI .J

J
aa

k=j
'n —j

1
1 ——r.

T k
1

1 1
1 —— exp

y r
(X' A'CK

r " r(1 —r) (B6}
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APPENDIX C

The purpose of this Appendix is to derive a general ex-
~k

pression for the quantum state b ~0) in terms of photon-
number states, where b is the operator defined by Eq.
(3.33). To begin, let us work out the first few cases as fol-
lows:

b~0) =e' sinhr~ 1),
b ~0) =(e' sinhr)(coshr)~0)

+(e' sinhr) +2!~2),
b ~0) =3(e' sinhr) (coshr)~1)

+(e' sinhr) V3!~3),

b ~0) =3(e' sinhr) (coshr) ~0)

On the other hand, the expression for b J+'~0) can also
be obtained by applying b to Eq. (C2) as

C(k, m)=0 for k (m . (C5)

Comparison of Eq. (C3) with Eq. (C4} yields the re-

currence relation

C(2j +1,2n +1)=C(2j,2n}+(2n+2)C(2j, 2n +2) .

b(b t~0))= g [C(2j,2n)+(2n+2)C(2j, 2n+2)]
n=0

X(e' sinhr)l+"+'

X (coshr )1 "&(2n + 1)!~2n + 1), (C4)

where we have imposed the condition

+6(e' sinhr ) (coshr)&2! ~2)

+ (e' sinhr ) P4!~4),

(Cl)

(C6)

Similarly, we can also apply b to b 1 '~0) given by Eq.
(C3) and compare the result with Eq. (C2) to obtain the
relation

These few cases reveal a pattern to suggest the following
general form:

b J~O) = g C(2j, 2n)(e' sinhr)J+"

C(2j, 2n) =C(2j —1,2n —1)+(2n + 1)C(2j —1,2n + 1) .

(C7)

and

n=0

X(coshr)J "V(2n)!~2n ) (C2)

With the understanding that C(k, m) vanishes unless k
and m are either both even numbers or both odd num-
bers, Eqs. (C6) and (C7) can be summarized by the
partial-difference equation

b +J'~0)= g C(2j +1,2n+1)(e' sinhr)J+"+'
n=0

X (coshr )~ "&(2n + 1)!~2n + 1 ) .

(C3)

C(k, m) =C(k —l, m —1)+(rn +1)C(k —l, m +1),
(C8)

which is identical to Eq. (A9) with the solution given in

Eq. (All).
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