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Evidence for subsurface Auger processes during interactions of N + ions
with a Ni(110) target
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We present secondary-electron spectra arising from collisions of N + ions with a Ni(110) target for
kinetic energies ranging between 150 eV and 20 keV and also for different observation angles. The
Ailing of the two A'-shell holes in N"+ requires two consecutive A LL Auger processes, giving rise to
a double structure in the KLL peak. The ratio of the intensities of the two A LL peaks depends on
the collision energy as well as on the angle of observation. VVe show that this dependence can be
explained by assuming that the A'LL electrons are emitted after the projectile has penetrated the
surface.

PACS number(s): 79.20.Nc, 34.90.+q

I. INTRODUCTION II. EXPERIMENTAL METHOD

The interaction of highly charged ions with metal
surfaces has been extensively investigated in recent
years [1—6]. The picture emerging from these investi-
gations is one in which the ion is rapidly neutralized by
electron capture from the surface. Previous studies [2—5]
have suggested that this neutralization occurs while the
projectile is still moving towards the surface. This pic-
ture is based on the fact that the I~ Auger and I Auger
electrons emitted by the projectile ions show a Doppler
shift for diA'erent observation angles. The shift is char-
acteristic of electrons that are emitted from the moving
projectile before it has undergone appreciable deviation
from its initial trajectory. This fact has commonly re-
sulted in the assumption that the Auger electrons are
emitted before the projectile has penetrated the surface.
However, a recent study [7] shows that the observation
of a Doppler shift in the electron-energy spectra is not
sufBcient to prove that the electrons are emitted above
the target surface. Meyer et al. [7] have measured the
K Auger electron emission during collisions of N + on
Au(110) and they find that the emitted electrons come
predominantly from beneath the surface although the
electron spectra show a Doppler shift corresponding to
the initial trajectory of the projectile. Their conclusion
is that the electrons are emitted by the projectile after it
has penetrated the surface but before its trajectory has
changed.

To further investigate the subsurface emission of Auger
electrons we have measured the electron spectra emitted
during collisions of N + on a Ni(110) surface for different
projectile energies and observation angles. The kinetic
energy of the projectiles ranged between 150 and 20 keV
and the detection angle was varied between 60' and 135'.
In the present paper we show that the intensity of mea-
sured I~ LL electron spectra provides definitive evidence
that these electrons are indeed emitted after the projec-
tile has penetrated the surface.

The measurements were carried out in a ultrahigh-
vacuum (UHV) y, -metal collision chamber with a Ni(110)
target sputter cleaned by Ar ions, The base pressure of
the collision chamber was below 2 x 10 Pa. Beams
of N + and N + ions were produced by the KVI-ECR
ion source [8] at energies of 62 and 84 keV, respectively.
The ion beams were then transported to the experimental
setup and decelerated to the collision energy by floating
the complete apparatus on a positive voltage. The elec-
tron spectra were measured with a 180' spherical electro-
static analyzer equipped with a channeltron, which can
be rotated over a large range of detection angles. The en-
ergy resolution of the analyzer is 5 x 10 E full width at
half maximum (FWHM) and its acceptance at the cen-
ter of the target is 11.2 x 10 sE(sreV), with E being
the energy of the detected electrons in eV. Due to resid-
ual magnetic fields the lowest energy at which electrons
can be measured reliably is 25 eV. A more detaiIed
description of the apparatus is presented elsewhere [2].

III. ELECTRON-ENERGY SPECTRA

Figure 1 shows the electron spectra measured for 150
eV N&+ (q = 6, 7) ions colliding with a Ni(110) target.
Definite peak structures are present at both the high- and
low-energy side of the spectra. The structure at the low-
energy side is due to I MM Auger electrons, as has been
previously reported [4]. The high-energy peaks are the
result of KI I Auger electrons. Comparing the spectra it
can be seen that both the KI I and I.MM peaks in N
show a double structure that arises due to the presence of
two I~-shell holes in N + [9]. The LMM electrons that
are emitted when the two I~-shell holes are still present
in the projectile are higher in energy compared to those
emitted when one K hole has been filled due to screening
of the core charge by the first captured I~ electron. This
results in the double LMM peak in the N + spectrum.
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The filling of the two A-shell holes requires two consec-
utive I~ Auger processes and the two A'LL peaks are
thus ascribed to the A'oLL and I~lLL processes where
the subscript denotes the number of I~-shell electrons in
the initial state. As in the case of the LMM electrons,
the A&LL electrons are lower in energy compared to the
A'OLI. electrons because of the core screening by the first
I~ electron. N + has a single I~-shell hole which is re-
flected in the fact that neither the KLL nor the LMM
peaks in N + show the double structure associated with
N +. Figure 2 shows the electron spectra arising from the
collision of 500-eV N + and N + on Ni. The high-energy
shoulders of the I~LL peaks are ascribed to A'LX Auger
electrons. At even higher energies one finds evidence of
t, he higher series A'MX and I~ NX. As expected, the
intensities of the electrons arising from the higher Auger
series are very small compared to the KLL intensities.

The A'XL electrons are ascribed to emission from the
moving projectile and should therefore contain informa-
tion about the motion and the electronic environment of
these projectiles at the moment of electron emission. We
have measured the Doppler shifts of the electron energies
to determine the emitter velocity. We have also measured
the ratio of the I~oLL and A'l LL intensities as a function
of the collision velocity and as a function of the electron
emission angle. The latter two measurements are based
on the consideration that the double KLL peak in the
N + spectrum can be used to determine the point of ori-
gin of the I'LL electrons. If these electrons are indeed
due to subsurface emission, from incoming projectiles,
then the I~qLL electrons are on average emitted from a
greater depth inside the target as compared to the IioLL
electrons. This results from the fact that for a specific ion
the I~OLL process always precedes the I~&LL process in
time. The escape probability of the Auger electrons from
the target depends on the depth where they are emitted

and on the emission angle with respect to the surface nor-
mal. This dependence on the depth and emission angle
can be directly correlated to a dependence on the kinetic
energy of the projectile and on the angle of observation.
Therefore, the ratio of the intensities of the I~ l LL and
I~OLL peaks should also demonstrate a dependence on
the projectile kinetic energy and the detection angle.

The results of the Doppler-shift measurements are pre-
sented in Fig. 3. They show the position of the half-
maximum point of the high-energy side of the I~oLL peak
as a function of the detection angle for two different pro-
jectile energies. The solid curve is a calculation of the
Doppler shift assuming that the decay occurs while the
projectile is still in its initial trajectory while the dashed
curve is a least-squares fit, to the measured data with the
energy of the projectile as a free parameter. The en-
ergies resulting from these fits are 1.2 and 3.6 keV for
the 2- and 10-keV measurements, respectively. The dis-
crepancy between these two curves clearly indicates that
the velocity of the projectile has changed prior to the
emission process —presumably as a consequence of the
projectile's interaction with the solid. This effect seems
to be more pronounced at higher incident energies.

Before entering into a more detailed discussion of this
effect we present the results of measurements performed
to study the intensity ratio of the A'OLL and A'l LI peaks.
We have determined this intensity ratio for electrons re-
sulting from the impact of N + on Ni for collision energies
ranging from 150 eV to 20 keV and also for different, de-
tection angles. In order to calculate the functional form
of the dependence of the intensity ratio on the collision
energy and detection angle we do the following. We as-
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FIG. 1. Secondary-electron energy spectra arising from

collisions of 150-eV N~+ (q = 6, 7) with Ni(110).

FIG. 2. Secondary-electron energy spectra arising from
collisions of 500-eV Nq+ (q = 6, 7) with Ni(110) where the
high-energy part of the spectrum has been magnified to show
the contribution of electrons from the higher Auger series.
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where I'p and I'1 are the Auger transition rates of the
KpLL and K1LL processes, respectively. At any given
time 7 the population numbers are

sume that the neutralization of the projectile proceeds
via multiple electron capture into the outer shells and
that there is no direct capture into the I~ shell. Exper-
iments [4, 6, 10, 11] have shown that the projectile outer
shells are completely neutralized prior to I~ Auger decay,
proving the validity of this assumption. The filling of the
I~ shell is described in terms of three states —the initial
state with two I~-shell holes, the intermediate state with
one I~-shell hole, and finally the state where the I~ shell
is completely filled. The population numbers of these
states, respectively np, n1, and n2, are determined by
the transition rates between them. The following set of
coupled diR'erential equations has to be solved to deter-
mine the time evolution of the population numbers:
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where N is the normalization factor. The escape proba-
bility of an electron emitted inside a solid in a specified
direction is given by

d
P(d, ri) = exp

A cosy

where d is the depth below the surface, A the inelastic
mean free path of the Auger electrons, and g the angle
of observation relative to the surface normal. We assume
for simplicity that the projectile does not undergo ap-
preciable angular scattering in the bulk before emission
of the A' Auger electrons. Monte Carlo simulations of
projectile trajectories inside the target by Meyer et aI.

[7] show that very little angular scattering occurs over
depths comparable to the inelastic mean free paths of
the Auger electrons. Equation (3) can then be written in
terms of the perpendicular velocity v~ of the projectile
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The ratio 8 of the intensit;ies of the I~1LL and I~pLL
processes can then be written as

IK1LL

IK LL

= i'1+
I'qA sin(8 —@))

P(t, 8) = exp ~— v~t
A sin 0 —1t )

'

Here t is the time taken by the projectile to penetrate a
depth d, g the angle of incidence on the surface, and 8 the
detection angle with respect to the projectile direction
(see Fig. 4).

The fraction of electrons, emitted by each I~ LL process
that is observed at an angle 0 is thus given by
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FIG. 3. Position of the high-energy side at half maximum
of the AOLL peak for 2- and 10-keV N + ~ Ni(110) as a
function of the detection angle 8. The solid curve is a calcu-
lation of the Doppler shift, assuming that the decay occurs
while the projectile is still in its initial trajectory, while the
dashed curve is a least-squares fit to the measured data with
the energy of the projectile as a free parameter.

FIG. 4. Schematic of the experimental configuration
showing the diferent angles.
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From Eq. (6) it can be seen that the ratio R is indepen-
dent of the transition probability I'o of the I~oLL process.
This result is not unexpected since the ratio depends only
on the extra distance traversed by the projectile between
the I~OLL and I~&LL processes. This distance is deter-
mined by the time between the two processes and hence
on the transition probability of the second I~ LL process.
The ratio depends on the probability that the K&LL pro-
cess happens fast enough for the electrons to reach the
detector without being inelastically scattered in the tar-
get. This leads directly t,o a dependence on the velocity
of the projectile. At velocities that are very low com-
pared to 1 yA, the ratio approaches unity. As the energy
of t, he projectile is increased v~ becomes larger than I lA
and the value of R decreases.

In order to extract the A' Auger electron yields from
the measured spectra background, subtraction is done
following the algorithm outlined in Refs. [12, 13]. The
algorithm is based on the assumption that the electron
signal at each energy contributes a uniform background
to all points at lower kinetic energies. This provides a rea-
sonable estimate of the background if the Auger peak is
well defined relative to the low-energy continuum. Once
the background has been subtracted the next step is the
deconvolution of the double KLL peak into a part aris-

(a) Ns', 150 e

ing from the I~OIL process and another from the I'll I
process. We have used the following procedure to de-
termine the individual contributions of the diferent pro-
cesses. For each projectile energy we have measured the
electron-energy spectra for both N + and N + ions. Tile
N + spectrum has only the AlLL peak, and the shape
of this peak is then used to deconvolute the double I~ L L
peak in the N + spectra. The underlying assumption in
the above method is that the low-energy tail of the I~oI. L
peak has the same shape as that of the I~ l I L peak. Dur-
ing the deconvolution correct normalization is achieved
by requiring the sum of the deconvoluted spectra to be
exactly equal to the original spectrum, at each energy
channel. Figure 5 shows the background subtracted A'

Auger spectra for N6+ aud N + ious colliding with a
Ni(110) t, arget. The final deconvoluted spectra are shown
in the same figure. The intensity of the individual peaks
is then calculated by integrating the spectra.

Figure 6 shows the ratio R of the two I~ LL peaks
as a function of the projectile energy and Fig. 8 sho~s
the same ratio as a function of the detection angle 0 for
two diferent projectile energies. It should be noted that
the error bars indicated on the data points include only
the statistical errors. Systematic errors arising from the
choice of deconvolution procedure are estimated to be
+10%. The curves drawn through the data points in both
figures are the result of a fit to the data using Eq. (6).
The only free parameter in the fit is the factor I lA.

IV. DISCUSSION
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It is evident from Figs. 6 and 8 tha, t there is reason-
able agreement between the experimental results and the
calculations. Especially important is the angular depen-

dence of the ratio as shown in Figs. 7 and 8. This angular
dependence cannot be explained in terms of K Auger pro-
cesses that take place above the surface. If the electrons
are emitted prior to the penetration of the surface the
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FIG. 5. Background-subtracted IC Auger spectra for 150-
eV N~+ (q = 6, 7) incident on Ni(110). The hatched areas
indicate the regions over which the Ii LL peaks are integrated
in order to calculate the intensity ratio Ir&, z, z, /II;, z. z.

FIG. 6. The ra.tio 8 of the intensities of the It'1LI. and

IioLL peaks as a function of the collision energy. The curve

through the data points is the result of a fit using Eq. (6) with

r, ~ as the free parameter.
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ratio would remain constant with a change in detection
angle, provided that the I~OI.L and I&qLL electrons have
similar angular distributions. From Fig. 8 it can be seen
that the change in R from its nominal value is most pro-
nounced at small values of 0. However, at these values
not only does the ratio 8 decrease rapidly but the com-
plete KLL peak structure is also washed out, making it
dif5cult to separate the individual components. From the
fit to the experimental data the value of the fit parameter
I'qA is found to be 3.4 x 10s m/s. Assuming a value of A

= 10 A for the mean free path [14], the I~ t I I transition
probability I'~ turns out to be 3.4 x 10 s, a num-
ber that is in agreement with typical A Auger transition
probabilities.

Subsurface emission of Ii Auger electrons can also be
used to explain the velocity dependence of the I~lLL
peak in hydrogenlike ions. It is seen that the inten-
sity of the I~~LL peak decreases with increasing pro-
jectile energy. The most common explanation for this
phenomenon is based on the assumption that at high ki-
netic energies the projectile does not have enough time
to undergo the I~l LL process before reaching the target
surface. Then the question still remains as to what hap-
pens to the projectile after it reaches the surface. But
if the A'~LL electrons are emitted from beneath the tar-
get surface their escape probability is directly dependent
on the distance they have to travel within the target be-
fore reaching the detector. The A'lLL electrons emitted
by projectiles with high kinetic energies come on average
from greater depths under the surface and have lower
escape probabilities. Consequently the intensity of the

(a) 8 60'

Kl LL peak decreases with increasing energy of the pro-
jectile.

A further evidence in support of subsurface emission
of Auger electrons is the fact that the autoionization cas-
cade picture, commonly used to describe the neutraliza-
tion dynamics of highly charged ions near metal surfaces,
is inconsistent with experimental results. The autoion-
ization cascade requires time scales that are long com-
pared to K Auger lifetimes and is not consistent with
experiments, which indicate a rapid and complete neu-
tralization of the projectile outer shells prior to K Auger
decay [4, 6, 10, 11]. As pointed out in [7] this inconsistency
can be removed if the A Auger electrons are assumed to
be predominantly due to subsurface emission.

Although the experiments reported here definitely in-

dicate that the Ix Auger electrons are emitted after
the projectile has penetrated the target, it is not clear
whether the projectile undergoes a change in trajectory
prior to electron emission. The Doppler-shift measure-
ments could possibly provide more information on this
question. In our calculations shown in Fig, 3 we have as-
sumed that the projectile does not undergo appreciable
angular scattering prior to electron emission, but this
may not be strictly true. Although the comparison of
measurements and calculations indicate that the veloc-
ity of the projectile is difI'erent from its initial value,
this does not necessarily imply that, the projectile energy
has changed. A similar result would be obtained if the
projectile changed its trajectory rather than its energy.
Kohrbriick ef al. [15] have in fact reported that Doppler-
shift measurements indicate that the Ix Auger electrons
resulting from Ne + collisions are emitted from projec-
tiles after they have been reflected off the target surface.
However, we find that these results can as well be ex-
plained by assuming that the electrons are emitted by
the incident projectile after it has experienced a slowing
down of its velocity. Moreover a specular reflection of the
projectiles, as is assumed by Kohrbriick et al. , certainly
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FIG. 7. Background-subtracted A Auger spectra for 2-
keU N + incident on Ni(110) for different detection angles.
The solid curve indicates the deconvoluted AOLL peak.

FIG. 8. The ratio 8 of the intensities of the A1LL and
AoLL peaks as a function of the detection angle 8. Both
curves through the data points are the result of a fit using
Eq. (6) with 1'r A as the free parameter.
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does not take place at our experimental condition (angle
of incidence 45 ). Considering the simplest case, where
the projectile is scattered symmetrically around its in. ci-
dent direction, it is evident that the Doppler shift mea-
sures the component of the average projectile velocity in
the scattered direction rather than its full velocity. A
decrease of this component as suggested by Fig. 3 could
arise from an increase in the average scattering angle as
well as from a decrease in the energy. As mentioned ear-
lier, Monte Carlo simulations performed by Meyer et al.

[7] of projectile trajectories inside the target show very
little angular scattering over depths comparable with the
inelastic mean free path of the Auger electrons. However,
those trajectories that lead to electron capture in the L
shell —and thus to I~ I L Auger processes —correspond to
small-impact parameters and thus to larger than average
scat tering angles.

Finally we would like to point out that the results
shown in Fig. 6 also give an indication that the projec-
tiles have suffered an energy loss before the electron emis-
sion process: it can be seen that the agreement between
the experimental and calculated curves becomes worse at
higher incident energies. The discrepancies could be re-
&uoved with the assumption that the high-energy projec-
tiles suffer an appreciable energy loss before the electron
eniission process, as is also suggested by the Doppler-shift
ineas urements.

V. CONCLUSION

We have measured the Auger-electron emission dur-
ing interactions of N + ions with a Ni(110) target. The
I~ LL Auger peak shows a double structure that is at-

tributed to the two consecutive I~ LL processes required
to fill the double I~-shell hole in N +. The ratio of the
intensities of the two I~ I L peaks depends on the kinetic
energy of the projectile as well as on the observation an-

gle. Calculations based on the assumption that the I~

Auger electrons are due to subsurface emission were able
to reproduce the general trends shown by the experimen-
tal results very well. We find that the measurement of the
angular dependence of the intensity ratio of the two I~ I L
peaks provides an unambiguous way of determining the
point of origin of the I~ Auger electrons. This holds true
for all Auger electrons, provided one can measure the in-

tensities of two consecutive Auger processes. Using the
ratio of the intensities rather than the absolute intensities
removes errors arising from normalization procedures.

It should, however, be noted that in our calculations
we have only considered electrons that are emitted from
beneath the target surface. A more exact treatment
will have to include contributions from electrons that
are emitted prior to the projectile penetrating the sur-
face. This is especially true for very low projectile ener-
gies where the interaction time above the surface is very
long [7].
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