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Experimental investigation of radiation heat waves driven by laser-induced Planck radiation
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The propagation of a radiation heat wave through a thin foil of solid gold was investigated experimen-
tally. The wave is driven by the intense thermal radiation in 1—3-mm-diam gold cavities heated by an in-

tense laser pulse (duration 0.8—0.9 ns, wavelength 0.35 pm) to temperatures ranging from 80 to 240 eV.
Evidence of the propagating wave was obtained from the delayed onset of thermal emission from the
outer side of the foil. A detailed comparison of the results with the self-similar solution for the ablative
heat wave and with numerical simulations is presented.

PACS number(s): 52.50.Jm, 44.40.+a, 47.70.Mc

I. INTRODUCTION

Modern pulsed-power generators, in particular, lasers,
make it possible to generate intense, isotropic Planck ra-
diation inside millimeter-size cavities made of high-Z ma-
terial [l]. With lasers, radiation temperatures up to 240
eV have been achieved [2]. According to the Stefan-
Boltzmann law, the corresponding radiant energy flux
exceeds 3 X 10' W cm . The availability of such intense
radiation fluxes opens the possibility of investigating the
state of matter in a range of temperature and density that
was up to now not accessible in the laboratory.

In this work we use laser-generated intense Planck ra-
diation to investigate experimentally the radiation-driven
ablative heat wave that forms when intense radiation
diffuses into optically dense material. The investigation
of this phenomenon is a quite natural first application of
laboratory-generated Planck radiation because an abla-
tive heat wave exists also in the wall of a cavity source it-
self and determines the confinement of the radiation and
the cavity temperature. We note that the diffusion of in-
tense radiation into a wall is a classical problem of radia-
tion hydrodynamics [3,4]. For the conditions achievable
in the laboratory the radiation heat wave is of the abla-
tive type and can be described by a self-similar solution of
the hydrodynamic equations with radiation heat conduc-
tion [5].

The principle of the present investigation is shown
schematically in Fig. l. A thin foil made of a high-Z ma-
terial like goId is exposed on one side to the thermal soft-
x-ray radiation generated in a laser-heated cavity. The
diffusion of radiation into the foil leads to the formation
of a propagating radiation heat wave. As is weil known,
such a wave has, due to the strong increase of radiation

heat conductivity with temperature, a steep front fol-
lowed by a temperature plateau. When the wave reaches
the outer surface of the foil, a sharp onset of radiation to-
wards the outside is expected. From the delay between
the switch-on of the cavity source and the onset of radia-
tion from the rear side of the foil, the propagation
characteristics of the heat wave can be inferred.

We note that the present work is part of a broader
study which also comprises investigation of the radiation
temperature and radiation confinement in the cavity [2,6]
the exchange of radiative energy between coupled cavities
[7], and the propagation of intense radiation through foils
of low-Z material [8]. We note also that a short account
of the work presented in this paper has been given earlier
[9]

II. EXPERIMENTAL SETUP

The scheme of the experiments is shown schematically
in Fig. 2. One of two adjacent holes in the cavity wall is
covered by a thin gold foil; the other is open and serves as
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FIG. 1. (a) Propagation of an x-ray-driven radiation heat
wave through a thin gold foil; m is the mass coordinate. (b)
After arrival of the wave the rear side of the foil emits intense
thermal radiation.
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FIG. 2. (a) Experimental scheme. A thin foil is mounted on a
diagnostic hole in the cavity wall; a second open hole serves as a
reference. (b) Expected signals on the screen of the x-ray streak
camera.

a reference hole. The two holes are imaged with spatial
resolution onto the photocathode of an x-ray streak cam-
era (XRSC). In the streak mode the camera registers two
traces: one measuring the time variation of the cavity ra-
diation, the other that of the foil radiation. From the de-
lay of the latter the transit time of the wave through the
foil can be determined.

Three types of cavities (2 —C) were used in the present
study (see Fig. 3). All cavities were made of gold with a
wall thickness of 10 pm. The spherical standard cavities
of type A (3, 2, or 1 mm diameter) have a hole carrying
the foil (f), a reference hole (r), a hole for the measure-
ment of the brightness temperature in the cavity (t), and
two opposite laser holes (l) (only one of them is visible in
Fig. 3). The cavities of type 8 (2 or 1 rnm diameter) con-
sist of three spherical cavities coupled by the transfer of
thermal radiation through large connecting holes. Only
the middle cavity is heated by laser light through two op-
posite laser holes. The upper cavity is nearly closed
whereas the lower cavity has large holes (h) and hence is
wide open. The main purpose of this design of the type-8
cavities is to study radiation confinement by relative mea-
surements between the closed and open satellite cavity
[7]. Here we discuss the results of simultaneous measure-
ments of heat-wave propagation thraugh a gold foil
mounted on hole (f) on the upper closed cavity This.
cavity, in contrast to cavities of type A, is not irradiated
by laser light, but is heated only by thermal x rays from

suspension

FIG. 3. Cavities of types A —C used in the experiments.
Small letters denote the holes with the foil (f), the open refer-
ence holes (r), the laser holes (l), the holes for temperature mea-
surement (t), and additional holes (h) in the lower part of the
type-B cavity.

the central cavity. Cavity C (diameter 2.5 mm) differs
from 3 in the way the laser light is coupled to the cavity.
Behind each of the laser holes the incoming five beams
are absorbed inside five hollow gold cones. In the upper
view of the target the rim of two of the cones is partially
visible through one of the laser holes; the invisible parts
of the rims are shown dashed. All these rirns of the cones
lie in a plane whose intersection line with the spherical
cavity is also shown dashed. A cross section through the
cavity is marked by the two arrows and shown in the
lower view of cavity C (top view). Shown are the three
cones located in the lower half of the cavity behind each
of the laser holes together with the laser beams heating
them. One of the cones on each side is shown open be-
cause it lies in the plane of the cross section. The relative
positions of these particular cones result from the fact
that the two bundles of laser beams are tilted relative to
each other around the common axis by an angle
(360'/5)/2=36'. The apex angle (80') of the hollow
cones (wall thickness 10 pm) and their orientation have
been designed in such a manner that any laser light ray,
even if located at the periphery of a beam, would after a
specular reflection at the inner wall of the cone still fall
inside the cone. The heating of the cavity should then
proceed as follows: The primary x rays from the laser-
produced plasma formed in the cones heat the wall sur-
rounding the laser hole. The central part of the cavity,
which carries two holes (fl for the mounting of foils and
a reference hole (r), is heated only by re-emitted x rays
propagating through the gaps between the cones. In this
respect cavity C is similar to the upper closed cavity of
target B.

The cavities of types A and B were made by electro-
plating a single brass mandrel with a 10-pm-thick layer of
gold. After etching of the holes through use of a photol-
ithographic technique, the brass was leached out. The
target of type C was completed by gluing two partial
shells with the laser holes on the main body of the target
which had been made together with the cones by the
same technique in one piece. With the help of this fabri-
cation technique, targets of very high precision could be
made; as an example, Fig. 4(a) shows a scanning electron
microscope photograph of a type-A cavity.

The gold foils were fabricated in a series of 40 on a sin-

gle substrate by electroplating. After electroplating the
substrate, the mass per unit area of the gold foil was
determined from the weight difference of the substrate
(accuracy about 2%). Then photolithographic and etch-
ing techniques were applied to fabricate well-defined cir-
cular foils. Each foil was reinforced by electroplating a
50-pm-wide by 10-pm-thick gold ring of the required di-
ameter on it. In this way it was possible to obtain well-

characterized, flat foils which could be easily handled [see
Fig. 4(b)]. The foils were glued onto the hole (f) of the
cavity with a layer of glue less than 2 pm thick (great
care was taken to keep the actual foil free of glue). The
foils were fabricated with diameters (i.e., the inner diame-
ter of the supporting ring) of 250, 150, and 100 pm. The
diameters correspond to the diameters of the reference
holes in the 3-, 2-, and 1-mm-diam cavities, respectively.
The hole carrying the foil had a diameter 50 pm larger
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(a)

FIG. 4. (a) Scanning electron microscope (SEM) photograph
of a type-3 gold cavity. Cavity diameter is 2 mm. (b) SEM
photograph of a gold foil reinforced by a gold ring (inner ring
diameter, 250 pm). Foil and ring are still connected to a sup-

porting foil (which holds a11 the 40 identical pieces fabricated on
a single substrate) from which it will be cut for mounting (fabri-
cated by Dr. Johannes Heidenhain, D-8225 Traunreut, Federal
Republic of Germany).

than the foil itself in order to ensure irradiation of the foil
over its whole diameter. Foils with a thickness in the
range 0.25 to 1.37 pm were used in the experiments.

The technique used to image the pair of holes on the
cavity onto the photocathode of the XRSC is illustrated
by Fig. 5. With the help of an imaging slit and a second
crossed slit carrying a 1000-lines/mm transmission grat-

slit with
...;~ transmission grating

ing, each hole produces a spectrum across the slit of the
XRSC. Thus the use of a transmission grating makes it
possible to achieve spectral in addition to spatial resolu-
tion. The wavelength registered by the XRSC can be ad-
justed through a lateral shift of the slit carrying the grat-
ing. In the following we report measurements made at a
wavelength of 60 A with a spectral resolution of about 6
A.

In addition to the measurements with the XRSC,
time-integrated measurements of the spectra emitted by
the foil and the reference hole were also made. For this
purpose we used a transmission-grating spectrometer
(TGS) with absolutely calibrated Kodak 101 film as a
detector. The TGS was equipped with a pinhole grating
(either 50 or 25 pm in diameter) with 1000 lines/mm and
hence provided spectral as well as spatial resolution. A
pair of gratings was used in the TGS, one of them
covered by a 7.7-pm-thick beryllium foil. With this grat-
ing it was possible to obtain very clear spectra in the
wavelength range 5 —20 A (the use of a filter suppresses
the soft x rays in the zeroth order which tend to blur the
spectra in this wavelength range}. Photons with these
wavelengths are emitted during the most interesting
phase when the cavity temperature is high. The cavities
were heated with short-wavelength laser light (A, =0.35
pm} from the Gekko XII Nd-glass laser. Up to ten laser
beams, arriving in two bundles of five from opposite
sides, injected a mean energy of 358 J per beam into the
cavity (the cavities of type B were heated by six beams
only). The average pulse duration full width at half max-
imum (FWHM) was 0.87 ns. Care was taken that the
pair of holes was not directly illuminated by laser light
nor by first or second refiections (the illumination
geometry has been described in more detail in Ref. [6]).

The radiation field in the cavity was investigated in a
separate study [6]. At the time of maximum emission the
cavity wall was found to radiate with a brightness tern-
perature that depends on the power input and the cavity
size. In the present experiments it varied from 80 eV
(upper cavity of type-8 target) to 240 eV (1-mm type-A
cavity). According to the Stefan-Boltzmann law, this
corresponds to a radiant energy flux in the range 4 X 10'
to 3 X 10' W cm . For more details about the cavity ra-
diation, we refer the reader to Ref. [6].

III. KXPKRIMKNTAL RESULTS

slit in fro
photo cath
x-ray str

FIG. 5. Setup for imaging of the cavity with spatial and spec-
tral resolution onto the photocathode of the x-ray streak cam-
era.

The signals appearing on the screen of the XRSC were
registered on Kodak Tri-X film. Figure 6 shows a typical
result obtained with a 1.37-pm-thick gold foil on a 1-
mm-diam cavity which reached a maximum brightness
temperature of 230 eV during the laser heating. The cir-
cular screen is surrounded by five fiducial marks. The
traces corresponding to the two holes are clearly dis-
tinguished. The foil begins to radiate with a delay that
amounts to 510 ps in the case shown.

The film images from the XRSC were digitized on a
(2D) two-dimensional densitometer and the optical densi-
ty converted to intensity taking the film characteristics
and the geometrical (viewing) factors into account. Fig-
ure 7 shows the spectral intensity, at 60 A radiated by the
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FIG. 6. Screen of the x-ray streak camera showing signals
from the gold foil and the open reference hole. Observed wave-

0

length, 60 A. Cavity temperature, 230 eV. Fiducial marks are
seen at the periphery of the screen.

I

IA

CV

E

CA

4J

C)

lh
C
Ol

C
~ ~

a
EJ
lQ
CL
Vl

Qi

40

30-

20-

10-

00

~ I
/

I ~ ~ I
/

I ~ I ~

50 f00 150
wavelength (A)

(a)

FIG. 8. Measured time-integrated spectra of the radiation
observed through the open hole (I;„,) and behind the gold foil
(If„~).(a) 3-mm cavity', gold foil thickness, 0.36 pm. (b) 1-mm

cavity; gold foil thickness, 0.91 pm.
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two holes, versus time. Figure 7(a) shows the result from
an experiment with a 3-mm-diam cavity of type A heated
to a temperature of 96 eV. Foil thickness was 0.46 pm.
Figure 7(b) was obtained in the experiment shown already
in Fig. 6 (i.e., with a 1.37-pm-thick foil on a 1-mm type-A
cavity heated to a temperature of 230 eV). It should be
noted that although the overall intensity scale is in arbi-
trary units in Fig. 7, it is the same for both holes. Thus
the ratio of the intensities radiated by the two holes may
be taken directly from this figure.

It is remarkable that burn-through was also observed
in all experiments with targets of types B and C (only a
single experiment with target C was made) in the same
manner as was observed in experiments with cavities of
type A. This shows clearly that the observed burn-
through is not directly a laser-related phenomenon, but
an effect due to thermal x rays.

Examples of time-integrated spectra are shown in Fig.
8(a) for a 3-mm-diam cavity and in Fig. 8(b) for a 1-mm-
diam cavity. In both cases we have plotted the spectral
intensity (I;„,) that is incident on the gold foil and ob-
served through the open hole, and the spectral intensity
(If„&) observed at the rear side of the gold foil.

0
FIG. 7. Measured spectral intensity at 60 A vs time, radiated

by the open reference hole (solid line) and the hole carrying the
foil (dashed line). (a) 3-mm type-2 cavity irradiated with an in-
cident laser flux SL=6.5X10" Wcm '. Gold foil thickness,
0.46 pm. Measured maximum temperature, 96 eV. (b) 1-rnm

type- A cavity irradiated with an incident laser flux

SL =1.7X10' Wcm . Gold foil thickness, 1.37 pm. Mea-
sured maximum temperature, 230 eV.

IV. DISCUSSION

A. Similarity model

We first discuss the results on the basis of the self-
similar solution for the ablative heat wave [5] (similarity
model). If a closed cavity made of gold with a density of
19.3 g cm is irradiated uniformly by a source Aux S, of
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primary x rays (either from the laser-produced plasma in
the cavity or from the connecting hole), the scaling laws
for the ablative heat wave that forms in the wall as well
as simultaneously in the gold foil are

3S7/13t 10/13f
T=267S ' t ' eV .S (2)

df is the penetration depth and T the temperature. The
temporally constant source flux S, is in units of 10'
Wcm and time t is in units of 10 s. The scaling laws
(1) and (2) are based on the Rosseland opacity for gold
calculated in the average-ion approximation [10].

Holes in the cavity cause losses of radiation energy and
lower the penetration depth and the temperature in the
cavity. The presence of holes can be taken into account
by multiplying S, with a correction factor 1 —n S, /S,
where n ' is the fractional hole area and S„=crT the
flux re-emitted from the hot cavity wall [11]. n ' has the
values 0.035, 0.066, and 0.089 for 3-, 2-, and 1-mm cavi-
ties of type A and 0.081 and 0.083 for the 2- and 1-mm
upper closed cavity of the type-B targets, respectively.
For a given value of S„S,and hence the correction fac-
tor can be calculated by substituting T=(S„la)' and
solving the implicit equation (2) for S„.Typical values
for the correction factor are 0.92, 0.81, and 0.70 for the
3-, 2-, and 1-mm type-A cavities and 0.85 and 0.79 for
the 2- and 1-mm upper closed cavity of the type-8 target,
respectively.

In Fig. 9 we compare the measured burn-through time
with the prediction of the similarity model. The normal-
ized burn-through time shown in Fig. 9 is obtained by di-
viding the measured time by the time obtained from Eq.
(1) for the given parameters of an experiment (namely, S„
df, and, to include hole losses, n '). The source flux S,
is in fact not directly given but has to be calculated from
the incident laser power and the target geometry. In
plotting the results obtained with the laser-irradiated cav-
ities of type A, we have assumed that S, is equal to the
incident laser flux SL, obtained by dividing the injected
laser energy through the laser pulse duration and the area
of a sphere with the inner diameter of the target. This as-
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FIG. 9. Comparison of the experimental results with the
similarity model. The normalized burn-through time is ob-
tained by dividing the measured time by the time predicted by
Eq. (1) for each experiment.

sumption, which implies that the laser radiation is com-
pletely converted into primary source x rays, has been
made for simplicity and clarity although it is clearly
overoptimistic (see below). The results obtained with the
upper, x-ray heated cavity of target B were plotted and
evaluated using a calculated value of S, . It was obtained
in calculations of the transfer efficiency from the laser-
heated to the upper cavities on the basis of the similarity
model as described in Ref. [7]. The experiment made
with the type-C cavity was analyzed in a similar manner:
The entrance section with the cones was considered as a
laser-heated cavity which then couples through the gaps
between the cones to the central part of the cavity (the
same procedure was used in Ref. [6] for calculating the
temperature in this target). Due to the complicated
geometry of target C, the results of such calculations
must be considered as approximate.

If in Fig. 9 the normalized burn-through time for an
experiment is equal to one, this means that the experi-
mentally measured time is in agreement with the predic-
tion of the similarity model. It is seen that the normal-
ized burn-through time is indeed of order unity, for the
laser-heated cavities of type A as well as for the x-ray-
heated cavities B and C. However, the measurements
performed with the type-A cavities over the very large
range of nearly two orders of magnitude in S, also reveal
a trend for the normalized burn-through time to increase
as the cavities become more strongly heated. This means
that the propagation speed of the heat wave becomes
lower than predicted. Because the speed of the wave is
related to the temperature, this also means that the tem-
perature should be lower than predicted in the upper
range.

The investigation of the cavity temperature [2,6] has
indeed shown that Eq. (2) overestimates the temperature
in the upper range if S, =SL, i.e., full conversion of the
laser radiation in primary source x rays is assumed.
Agreement with the measured temperatures was obtained
if the decrease of the conversion efficiency with the in-
cident laser flux was taken into account. The decrease in
conversion efficiency may also explain the apparent in-
crease of the normalized burn-through time with the flux
in Fig. 9 (where S, =SI was assumed). This may be seen
by noting that, according to Eq. (1), the burn-through
time calculated from the similarity model varies with the
conversion efficiency g =S, /SL in proportion to g„
and that the conversion efficiency decreases with increas-
ing laser flux. Accordingly, the normalized burn-through
time for the two data points at SI ( =S, ) =2 X 10'
W crn in Fig. 9 would be reduced by a factor of 2 (i.e.,
brought down to one) by assuming a conversion efficiency
of g„=2 ' =0.4. This value is not much different
from the value of g =0.5 which, in agreement with pla-
nar target experiments, was adopted in Refs. [12] and
[13], and which leads to good agreement between the
measured and calculated temperature. Thus the burn-
through measurements and the temperature measure-
ments published elsewhere [2,6] agree, respectively, with
Eq. (1) and (2) if allowance for the variation of the con-
version efficiency with the laser intensity is made. This is
important because we cross-check here two aspects of the
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same phenomenon.
Of some concern is the scatter of the data points, espe-

cially for the type-B targets. It may be partially attribut-
ed to the fact that the time of burn-through varies rela-
tive to the time of maximum temperature, and pulse-
shape effects are not taken into account in the similarity
model. However, other causes cannot be excluded. For
example, one may speculate that shot-to-shot fiuctuations
of the energy of the individual laser beams change the
spatial distribution of the laser-produced plasma in the
central cavity of the type-8 target which in turn could
influence the transfer of x-ray energy through the con-
necting hole. Unfortunately, little is known at present
about the phenomena inside the cavity.

B. Numerical simulations

For a more detailed analysis representative experi-
ments made with type-A cavities were simulated in the
multigroup diffusion approximation using the MULTI
(Ref. [14]) and ILESTA (Refs. [13] and [15]) codes. Such
simulations can take into account the real pulse shape,
provide a more detailed description of radiative transport
(not requiring the assumption of complete thermodynam-
ic equilibrium between radiation and rnatter), and include
the process of laser light conversion into x rays. In the
one-dimensional (1D) (spherical) simulations a laser-
irradiated gold sphere was located in the center of the
cavity. Its surface area was equal to that of the laser-
irradiated wall area in the experiment in order to give the
correct laser intensity which in turn determines the con-
version efticiency and the source spectrum. The thick-
ness of the outer wall was either chosen equal to the foil
thickness to simulate burn-through or thick (10 pm) to
simulate the evolution of the radiation as seen through
the open hole in the experimental cavity. The loss of ra-
diation through holes was taken into account by an ap-
propriate boundary condition at the innermost Lagrang-
ian cell of the wall.

Figure 10 gives the result of simulations of the two ex-
periments shown previously in Figs. 7(a) and 7(b), name-

ly, of an experiment with a 3-mm cavity [Fig. 10(a)] and
of an experiment made with a 1-mm cavity [Fig. 10(b)].
A comparison between simulations and experiment re-
veals agreement in the following respects.

(i) The simulation reproduces the burn-through behav-
ior observed in the experiments in both cases. This is re-
markable because the experimental conditions are quite
different for the two experiments (Sz was 6.5X10' and
1.7 X 10' W cm for the 3- and 1-mm cavity, respective-
ly).

(ii) The signal radiated by the foil rises somewhat more
steeply in the high-intensity case (1 mm cavity).

(iii) The trend in the height of the maximum of the foil
signal is reproduced by the simulations. In both the ex-
periments and the simulations, the trend is for the rela-
tive height of this maximum (compared to maximum
emission through the open hole) to increase if the foil is
thin and the cavity temperature high.

(iv) The time of maximum emission through the refer-
ence hole advances as conditions change from the 3- to
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FIG. 10. Spectral intensity at 60 A radiated by the open
reference hole (solid line) and the gold foil (dashed line) from a
MULTr simulation. The dashed-dotted line represents the laser
pulse shape. (a) 3-mrn type-3 cavity irradiated with an incident
laser flux SL =6.5X10"Wcm '. Gold foil thickness, 0.46 pm.
(b) 1-mm type-A cavity irradiated with an incident laser flux

SL =1.7X10' Wcrn . Gold foil thickness, 1.37 pm.

the 1-mm cavity (in the experiment only the time relation
between the x-ray signals from different experiments is
known, but not the time relation to the laser pulse).

There are also some features of the experiment that are
not satisfactorily reproduced by the simulations. Of most
concern is that the duration of the x-ray signals is consid-
erably longer in the simulations than in the experiments.
The reasons for this discrepancy are unclear at present;
they may lie on the experimental or the numerical side.
On the experimental side, the most plausible hypothesis is
that hole-closure effects [16] tend to cut off the observed
radiation with time (this would not explain, however, that
the rise time of the x-ray pulse is also shorter in the ex-
periment than in the simulations). This hypothesis is
supported by the experimental observation that the emis-
sion from the 1-mm cavity decays faster than that from
the 3-mm cavity [6], which might be a consequence of the
smaller diagnostic hole and higher temperature in the 1-
mm cavity. On the theoretical side, possible reasons
might be sought in the modeling of the atomic physics of
radiative transport, but no convincing hypothesis has
been put forward so far (we note that similar diSculties
have been encountered in the modeling of x-ray emission
from open targets [17]). There is also a trend in the large
cavities [compare Figs. 7(a) and 10(a)] for burn-through
to occur at a somewhat later time in the simulations than
in the experiment. However, because of the wide range
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covered by the experiments, this is considered a minor
deviation.

Figures 11(a) and 11(b) show the simulated spatial and
temporal evolution of the Aux of outward directed pho-
tons in the experimentally observed wavelength interval
55 —65 A inside the heated foil. Conditions are the same
as in Figs. 7(a) and 7(b) and Figs. 10(a) and (b). As may
be seen from a comparison of Figs. 11(a) and 11(b), the
profile of the penetrating wave becomes steeper at the
front and develops a plateau as the calculated tempera-
ture goes up from 90 eV in the 3-mm cavity [Fig. 11(a)] to
220 eV in the 1-mm cavity [Fig. 11(b)]. This is indeed ex-
pected because with increasing cavity temperature the
amount of heated material and the optical depth of the
wave increase and conditions approach complete local
thermodynamic equilibrium. In the limit of complete
thermodynamic equilibrium, the wave profile will, how-

C0
0
a

F
0~ c Q

(b)

ever, approach that given by the self-similar solution with
its characteristic plateau and sharp front. The steepening
of the front leads to a sharper rise of the signal radiated
by the foil, in the simulations as well as in the experi-
ments.

C. X-ray spectra

In the preceding parts of this paper we have studied
the propagation of the radiative heat wave through the
optically thick gold foil. As was discussed in Sec. IV A, it
could be well described by the similarity model. This
model is based on the Rosseland opacity, which is a cer-
tain spectral average of the mass absorption coefficient ~ .
For the calculation of the propagation speed of the radia-
tive heat wave, theoretical values for the Rosseland opa-
city (taken from Ref. [10]) have been used. The good
agreement between the measured and calculated propaga-
tion speed of the radiative heat wave gives us confidence
that the underlying values for the Rosseland opacity are
reasonable.

Beyond that, some information on the spectral depen-
dence of the mass absorption coefficient ~, may be ob-
tained from the measured x-ray spectra. Because to our
knowledge no direct measurements of ~, in hot dense
high-Z matter exist, we would like to discuss this aspect
in the following.

The time-integrated spectra from the gold foil are gen-
erated after the radiative heat wave has propagated
through the foil. In this period the whole foil is heated
up and in a process of expansion. The hot foil material
may no longer be optically thick at all wavelengths and,
depending on the value of ~„,transmitted light may con-
tribute to the radiation seen by the spectrometer, in addi-
tion to the self-emission of the foil.

For an analysis of the measured spectra, consider the
situation shown in Fig. 12. Radiation (generated in the
cavity) with intensity I;„,irradiates the gold foil (denoted
as absorber foil) of thickness d. The intensity I«;~ at the
rear side of the foil consists of directly transmitted light
I, and of light I„&&originating from the self-emission of
the heated foil: If„& =I, +I„~f.If we assume for simplici-
ty that the foil has a spatially homogeneous temperature
T, and mass density p, and also that it is in I.TE, then
If„.

&
is given by

C0
0
a

I«;~ =I;„,e '+I &(Tp, )(1—e '),
I& =Iince

I„,f I &(Tp, )(1—e '),
(3)

FIG. 11. Evolution of the flux of outward directed photons in
the wavelength interval 55—65 A inside the heated gold foil
from a MULTI simulation. Conditions in (a) and (b) are the same
as in Figs. 10(a) and 10(b), respectively. The vertical scale is
linear.

where ~=a. p, d is its optical thickness and I &(Tp, ) the
Planck function for its temperature T, . It is assumed
that If„& is measured along the normal of the absorber. I,
is a decreasing and I If an increasing function of 7.
Equality (I, =I„z)is obtained for

=in[1+I;„,/Ip~(T, )] .

The contribution of transmitted light I, dominates for
r$~*, whereas for an optically thick foil (r))r*) self-
emission dominates. If„& then is given simply by the
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FIG. 12. Scheme for studying the x-ray absorption in radia-
tively heated matter.

Planck function IP~(T, ).
The mass absorption coefficient follows from Eq. (3):

1 Iinc
ln

Pa foil self
(4)

10-

Ol

E—10
E

~ % sag

~ ~

/
I
I

102
0 0.5 1.0 1.5

photon energy (keV)
2.0

FIG. 13. Lower limit a" of the mass absorption coefficient
vs photon energy calculated with the help of Eq. (5) from the ex-
perimental spectra shown in Fig. 8. Dashed curve, 3-mm cavity
[Fig. 8(a)]; solid curve, 1-mm cavity [Fig. 8(b)]. The error bars
indicate scattering from different shots.

Note that the areal mass density ( =p, d ) along the line of
sight does not change when the foil expands during heat-
ing, provided the expansion is one dimensional. Within
this limitation Eq. (4) allows us to determine ~„from
measured spectra I;„„If„.l, and I„lf.

In the present experiment we were primarily interested
in the propagation of the radiative heat wave, and an in-
dependent measurement of the self-emission I„lfhas not
been made. Therefore, we can deduce from the available
data only a lower limit of ~„

I;„,
Pa foil

which is obtained by neglecting I,c/f in Eq. (4).
Because no measured data of ~ exist for hot gold at

all, it is worthwhile to present our experimental results of
the lower limit ~" . Figure 13 shows ~" as obtained
from the spectra shown in Fig. 8 for the 3-mm cavity
(dashed curve) and the 1-mm cavity (solid curve). The
spatial average of the temperature T, in the gold foil
shortly after burn-through of the radiative heat wave is
100 eV with the 3-mrn cavity and 180 eV with the 1-mm

102

'~

0.5 1.0 1.5 2.0
photon energy (keV)

FIG. 14. Mass absorption coefficient of gold as calculated
with the SNQP and OPAL models in comparison to the experi-
mental lower limit ~", at a temperature of 180 eV and a density
of 0.1 g/cm'. The mass absorption coefficient of cold solid gold
is also shown.

cavity; the density in both cases is p, =0. 1 g/cm . This
follows from hydrodynamic simulations.

It is of interest to compare the experimental a'„' with
mass absorption coefficients following from theoretical
models and being used in simulations performed with the
MULTI hydrocode. Such a comparison is made in Fig. 14
with the SNOP model [18], which describes the atomic
level by the principal quantum number only, and with the
OPAL model [19], which in addition considers splitting
due to the orbital quantum number. The pronounced
maximum of the SNOP data for ~ at about 0.7 keV is
caused by bound-bound transitions of ¹hell electrons
(no individual lines are visible because a spectral averag-
ing procedure as described in Ref. [18] was applied). The
many peaks of the OPAL data for ~ are caused by the
numerous possible hnAO and b,n=0 transitions (no
spectral averaging is used in OPAL). In Fig. 14 the mass
absorption coefficient of cold solid gold (taken from Ref.
[20]) is also shown. Compared to cold gold, the calculat-
ed ~ of the heated gold plasma is considerably reduced,
especially at lower photon energies. This is a conse-
quence of the partial ionization of the outer electron
shells of the gold atom.

As one would expect, Fig. 14 shows that the theoretical
models are above the experimental lower limit ~" in

most energy regions. An exception is the region 0.1 —0.3
keV in case of the SNOP model and the region around 0.5
keV in case of the OPAL model. In these regions the
theoretical models seem to underestimate the absorption.
This may be an indication that the real ~ does not have
such pronounced transparency windows (deep minima)
between individual lines. This is physically reasonable,
because in the complex gold ions many more bound-
bound transitions exist than are considered by the
simplified models.

We finally note that we have also calculated spectra
with the MULTI hydrocode (for details of this type of
simulation refer to Ref. [21]). According to Eq. (3), the
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I I I l t I ~ I I t I I I I3 reproduce approximately the main trends of the measure-
ment. Remaining deviations are attributed mainly to
insufficient accuracy in the modeling of x-ray absorption.
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FIG. 15. Simulation of the measured spectra If„jfrom Fig. 8
with the MULTI hydrocode. The incident radiation I;„,was tak-
en for the simulation directly from the experiment (in an ap-
proximate form). The insets show the ratio If„&/I;„, for com-
parison of the simulated and measured {Fig.8) results.

spectra at the rear side of the foil (I&„,) contain in general
contributions of both transmitted light I, and self-
emission (I„,f), depending on the spectral variation of K .
Therefore, the shape of the spectra If„& depends on the
detailed modeling of ~,. This is directly seen in simula-

tions performed with the different atomic physics models
SNOP or OPAL (examples are presented in Ref. [21]).

Figure 15 shows simulations (made with the SNOP data
for ~„)of the experimental spectra shown in Fig. 8. The
simulated spectra If„& in Fig. 15 contain considerable
contributions of transmitted light at short wavelengths
A, & 10 A and in the wavelength band 40 A ~ A, ~ 200 A
where the SNOP value for ~, has a pronounced minimum
(see Fig. 14). In the other spectral regions, self-emission
is dominant, especially in the region 10 A~A. ~40 A,
where the SNOP K has a large maximum.

To facilitate the comparison of the calculated spectra
with the experimental spectra in Fig. 8, the insets in Fig.
15 show the ratio If„&/I;„,for both the experiment and
the simulation. It is seen that the simulated spectra

V. SUMMARY

Heat waves play an essential role in radiation hydro-
dynamics, in particular for the generation of intense
Planck radiation under equilibrium conditions. With
modern pulsed-power generators such as lasers, they can
now be generated and investigated in the laboratory.

In this study we investigated the heat waves driven
through a thin foil of gold by the intense thermal radia-
tion formed in a laser-heated cavity. Evidence for the
propagating heat wave was obtained from observation of
the steep, delayed onset of soft x-ray radiation from the
outer surface of the foil. Consistent results were obtained
over a wide range (80—240 eV) of the brightness tempera-
ture of the radiation in the cavity. In some experiments
the cavities were not directly heated by laser light, but
the heating energy was injected into the cavity in the
form of soft x rays. The results depended only on the
heating power but not on the way the cavity was heated,
as one expects if the heat wave is driven by the thermal
radiation formed in the heated cavity.

The results were compared with the known self-similar
solution for an ablative heat wave as well as with numeri-
cal simulations. Good agreement with the similarity
model was obtained if the intensity dependence of the
laser light to x-ray conversion efficiency in the laser heat-
ing process of the cavity was taken into account. This is
a quite satisfactory result because an independent study
performed during the same experimental campaign had
shown that the temperature in the cavity is also correctly
predicted by the similarity model. The simulations
confirm the observations in more detail. A certain
discrepancy remains, however, with respect to the time
variation of the radiation during the cooling of the cavi-
ties.

It is also shown that the spectrum radiated by the heat-
ed foil may be used to obtain information about the spec-
tral opacity of the hot foil material. Although the
present experiment was not designed for this purpose, it
yields a lower limit for the spectral opacity of gold. In
the future, laser-heated cavities should become a useful
tool for the investigation of matter at high density and
temperature.
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