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We identify mechanisms for particle transport across a cross-field sheath. We present a study of EXB
drift motion in a vortex in which the ion drifts are perturbed by their finite gyroradii and electron drifts
are perturbed by one or more traveling waves. Large-scale vortices, which are the result of nonlinear
saturation of the Kelvin-Helmholtz instability resulting from shear in the E X B drift velocity, have been
observed in plasma simulations of the cross-field sheath [K. Theilhaber and C. K. Birdsall, Phys. Rev.
Lett. 62, 772 (1989); Phys. Fluids B 1, 2241 (1989); 1, 2260 (1989)]. Small-scale turbulence is also present,
and ions and electrons are transported across the sheath. A vortex alone does not allow for the observed
electron transport because the electron drift orbits simply circulate. On the other hand, the ion motion
can be stochastic from resonant interaction between harmonics of the drift motion and the gyromotion,
independent of the background turbulence. The fluctuations in the ion density would then give rise to a
small-amplitude wave spectrum. The combined action of the vortex fields and traveling-wave fields on
the electron motion can then lead to stochastic electron diffusion. We study these effects, showing that
the values of vortex fields observed in the simulation are sufficient to lead to both ion and electron sto-
chasticity. Furthermore, the rate of the resulting diffusion is sufficient to account for the diffusion ob-
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served in the simulation.

PACS number(s): 52.25.Fi, 52.35.Ra

I. INTRODUCTION

In previous studies of the cross-field sheath, the
Kelvin-Helmholtz (KH) instability is found to saturate
into large-scale vortices, and in addition to the circular
vortex flow, there is a larger-amplitude, small-scale tur-
bulence [1-3]. The driving mechanism for the KH in-
stability is the EXB sheared flow that occurs due to
nonuniform electric fields in the sheath near a conduct-
ing, absorbing wall. With the magnetic field taken paral-
lel to the wall, the electric field is due to the weaker mag-
netization of the ions relative to the electrons, causing a
net positive wall charge. This electric field is nonuniform
(large at the wall, becoming small in the plasma), which
causes a significant velocity shear; the mean velocity is
Vo~ +vp;, where vy, is the ion thermal velocity, and the
shear length is L, ~5p;, where p; is the thermal ion
gyroradius. A characterization of the physical system is
shown in Fig. 1. Our objective in this paper is to under-
stand how the vortices observed in previous works, Refs.
[1-3], can provide mechanisms for transport. The calcu-
lation presented here may be relevant to KH vortices
driven by other mechanisms as well [4,5].

There has been considerable research on chaotic
single-particle motion in plasmas, in which chaos in
phase space has been generated by the resonant interac-
tion of the particle gyration with magnetic-field spatial
periodicities [6,7], with periodic time-varying fields [8,9],
and with waves [10,11]. The resonant mechanism for the
generation of the stochasticity and the resulting particle
diffusion is the overlap of neighboring harmonic reso-
nances in the action space as reviewed in Refs. [12] and
[13]. There has also been interest in stochastic EXB
motion and its role in transport due to drift waves both
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when the stochasticity is caused by an interaction of one
or two waves [14—16] or when the wave spectrum itself
is turbulent [17-19]. Our work is in the same spirit as
Refs. [14-16], but our physical system and associated
Hamiltonian are quite different.

We postulate that the basic driving mechanism for the
transport is the following. The nonlinear EXB motion
within the vortices generates harmonics of the vortex fre-
quency that resonate with the ion gyrofrequency. These
harmonic resonances generate secondary resonances
whose interaction make the ion motion stochastic. The
resulting interception of ion orbits by the walls leads to
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FIG. 1. Characterization of the physical system of interest.
A large-scale coherent circular flow (or vortex) interacting with
small-amplitude traveling waves.
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macroscopic charge fluctuations that generate a wave
spectrum. The waves in turn have frequencies that
resonate with the EXB drift frequency of the vortex
motion of the electrons to produce stochasticity and
therefore electron diffusion. The sheath physics is there-
fore of key importance in setting up a nonuniform elec-
tric field, which leads to vortex flow and therefore a fre-
quency spectrum associated with the vortex motion.

Although the driving terms for generating the stochas-
ticity proceed from ions to electrons, the electron dynam-
ics are easier to treat, so we reverse the order of presenta-
tion. In Secs. II-IV we concentrate on the electron
E XB motion, which is also applicable to the zero-order
ion-drift motion. In Sec. II we develop the interaction
equations between an applied vortex field and one or
more wave fields. In Sec. III we study orbits obtained
from numerical integration of the equations of motion.
We show results using single and multiple waves, and
compare them with the analytic predictions. We also
show the importance of the edge velocity shear. In Sec.
IV, using a resonance overlap criterion, we calculate how
large the perturbing wave needs to be to cause large-scale
stochasticity.

In Secs. V-IX we consider the interaction of the finite
ion gyromotion with the vortex. In Sec. V we introduce
the interaction Hamiltonian and the appropriate trans-
formations. The numerical interactions and comparison
with theory are presented in Sec. VI. In Sec. VII we
again use the overlap criterion to determine the parame-
ter region for large-scale stochasticity. In Sec. VIII we
calculate and measure the diffusion coefficient arising
from the ion stochastic motion, and compare it to a simu-
lation of the ion motion in an applied vortex field.

We emphasize that these calculations are not self-
consistent, as both the vortex field and the wave field are
imposed. However, the amplitudes of those fields are
taken from the self-consistent simulations, and the results
of the calculations show electron and ion diffusion con-
sistent with the observed self-consistent diffusion. Thus
we believe that these calculations uncover the mecha-
nisms operating to produce the self-consistent diffusion.

II. ELECTRON DRIFT MOTION
INTERACTING WITH TRAVELING WAVES

In all calculations we will use the configuration
specified in Refs. [1-3], which is given in Fig. 1. The
magnetic field B is constant and perpendicular to the x-y
plane (parallel to the wall), and the electric field E is in
the x-y plane. We assume that the time-dependent varia-
tion of the electric field is much smaller than the electron
cyclotron frequency (w <<, ). In Secs. II-IV we also
assume that all the field spatial scale lengths are much
larger than the electron gyroradius [(VE/E)p, <<1].
Hence, in this section we can use the zero-order drift
equation for the motion of the electrons

_EXB
==

This is also applicable to the zero-order ion drift motion.
However, as will be discussed in Secs. V-IX, finite

(1)

v
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gyroradius and gyrofrequency effects are also important
for ion motion in the vortex. Written out in component
form, in terms of the potential defined by E=—V®, we
see that Eq. (1) is in Hamiltonian form with x being the
canonical momentum and y the position,

1 9P
X =————, (2)
x B dy
1 0®
=L 9P 3
B ox @)
where ® plays the part of the system Hamiltonian. For
® independent of time, the particles follow the equipoten-
tial contours ®(x,y )=®(x(¢t =0),y(z =0)).
We now study the particle motion in a time-dependent
electrostatic potential given by

D )=—B8 x’
x,y,t = — DV X —
0 2L,
x 2 ytuogt 2
_¢0¢ _
ap; Bp;
+ed, S A, 4)
n

where v is the drift velocity of the vortex and L; is the
velocity shear length. The potential has a magnitude @,
and a ‘“‘shape function” ¢ specifying the shape of the vor-
tex equipotentials that specifies the vortex flow; a and S8
specify the elongation in the x and y directions. Defining
y=e®,/T;, then ¥y and € are dimensionless parameters
specifying the strengths of the vortex and waves, respec-
tively. The elliptical shape for the zero-order contours in
Eq. (4) was assumed (i) because of reasonable comparison
with results [2,3] and (ii) for clarity and ease of the calcu-
lations. The results presented below can be used for oth-
er closed contour shapes. A contour plot of Eq. (4) is
shown in Fig. 2 with Gaussian ¢(u)=e /2% with

—
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FIG. 2. Contours of the potential, Eq. (4) with
Yu)=e 2 with B=1, y=2.5 a=1.25 [=3.83,

vo=0.5vy;, p;/L;=0, and kp,=3.83. These parameters are
chosen to compare to the results in Refs. [2] and [3].
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B =1, and the dimensionless parameters the same as used
in the simulation [2,3] y=2.5, a=1.25, B=3.83,
vo=0.44vy;, p; /L;=0.8, and kp;=3.83. We note that
in the simulations p; and vy; are routinely set equal to 1,
such that the dimensionless quantities here correspond to
the quantities in the simulation.

The notation can be simplified by making the following
coordinate transformation to dimensionless coordinates
in a frame moving with the vortex:

=2, 5= :

ap; Bp:

where  is the thermal ion gyrofrequency. Dropping the
overbars for notational convenience, the equations of
motion are now

o2 (5)

y=——>, (6)

with the transformed Hamiltonian
i( En y—o,t)

O(x,p,t)=—P(x2+y?)+6x*+e3 4,e ,

where 8=a%v,p, /2yvy;L, parametrizes the amount of
velocity shear. We will assume 6 to be small; using the
early values produces 8==0.1. The transformed k and &
in terms of the laboratory frame k and w are

En =Bknpi ’ ®)

n

o =a7BQ'1(w,,+k,,vo) . ©)

Next, we make the transformation from (x,y) coordi-
nates to their corresponding action-angle coordinates
(J,0), using the partial generating function

Fi(y,6,)=1y%cotf, . (10)

The new and old variables are related by
oF,

=
° 36,
which after rearranging give
x=1/2J,cosb, ,

y=1/2J,sin6, .

(1n

(12)

(13)
(14)

For drift motion in a quadratic well, J,, gives the area, di-
vided by 2, inside the curves of constant Hamiltonian,
and 6, is a uniformly rotating angle. Defining the un-
changed wave phases

6,=d,t, n=1,2,3,...,N . (15)

It is necessary to increase the system’s degrees of freedom
to keep the angle variables periodic. We have assumed
the waves are independent (no harmonics). We now ob-
tain the Hamiltonian H =H,+¢€H |,
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where J,B are Bessel functions of integer order, which
arise from the expansion of (14) in the exponent [12,13].
From this form, it is seen that each wave adds one degree
of freedom to the system, but a single wave generates an
infinite set of resonances between harmonics of the drift
frequency and harmonics of the wave frequencies. The
second term in Eq. (16) preserves the canonical form for
n = 1. Equations (13)-(17) make no reference to the as-
sumed shape of the vortex contours, beyond the form in-
dicated in (7). Hence the results here and in following
can be generalized to other vortex shapes satisfying this
form. In a general case J, would be the area inside the
closed contour of the potential divided by 27 (with € set
to zero) [16].

For € equal to zero, J is a constant of motion and the
drift frequency around the vortex @, is defined by

. oP(2J,)

(OF) 00 a JO . (18)
For small €, we except resonances when l&,=ma,,
where / and m are integers. If ¢ is nonlinear, which is the
case of interest, then @, is a function of J,, and there will
be many resonances for a given @,. These resonances
generate islands in the phase space which can overlap to
provide a mechanism for an electron to stochastically
change J,, hence providing a mechanism for transport
[6,13].

III. NUMERICAL RESULTS FOR E X B MOTION

In the KH simulations, small amplitude and short-
scale waves traveling in the y direction were observed
throughout the simulation (e <<1, kp; ~1, and @/Q~1).
In this section we show how the short-wavelength and
small-amplitude waves can provide a mechanism for
transport. We add a small-amplitude wave component to
the large-scale vortex flow and study the resulting EXB
particle motion. A single wave of appropriate amplitude
should be sufficient to obtain global stochasticity and we
concentrate on this case. We again choose
Y(u)=—e 1Y% and we neglect velocity shear (§=0).
The potential is then

®(x,p,t)=—exp[ —L(x2+p?)]+ecostky—at) .  (19)

In this case, with €=0, the drift frequency is
oy =exp(—Jy). The values for a, 3, and y are approxi-
mately 1.25, 3.83, and 2.5 for the simulation presented in
Refs. [2,3]. In the normalized units the maximum drift
frequency is @, y,,x=1, which in the laboratory units is
Op max = (Y Q/aB)®} max=~0.52Q. This compares reason-
ably well to the observed value of 0.5Q [3].
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We integrate the equations of motion, Egs. (5) and (6),
for a set of orbits using the classical fourth-order Runge-
Kutta method [20]. The wave potential is given by Eq.
(19) with kK =3.83,®=0.96. Our choice of k,& was made
so that kp; =1 and w was a representative point from the
power spectrum at kp; =~ 1. Figure 8 in Ref. [3] shows the
power spectrum peaked at wy=—kv,, where
vo=~0.44vy;, but is fairly broad at kp;~1 with a range
between —2w, and zero. In Fig. 3 we display integra-
tions from a set of initial locations: x,(¢=0)=0.05/ and
y;(t=0)=0with i=1,2,...,20. Surface-of-section plots
in (x,y) are shown for 1000 periods of the perturbing
wave (so that there are 20000 total points). The surface
of section is defined at constant phase of the wave vari-
able, i.e., when wt =2nm, where n integer. If a constant
of the motion exists, then it has been generally shown
[13] that x and y will lie on a smooth curve in this sur-
face. If the constant does not exist, then the trajectory
can puncture the surface of section over a two-
dimensional area.

We observe the transition between these two types of
behavior in Figs. 3(a) and 3(b). The plots show the
change in character as € is varied over a range consistent
with the wave amplitudes observed in the simulation [(a)
€=0.015 and (b) €=0.02]. In Fig. 3(a) the motion is
mainly confined to smooth curves or bounded in small
areas between smooth curves. The latter regions develop

Xip;

FIG. 3. Plot of (x,y) when @&;t=2mn, n
€=0.015, (b) e=0.02.

=1,2,3,..., (a)
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near the separatrixes of island chains formed by reso-
nances between the drift motion around the vortex and
the drift motion in the wave field. In these bounded
separatrix layers the constant of the motion does not ex-
ist, but this has little effect on the overall dynamics. In
Fig. 3(b), the separatrix layers of neighboring islands have
overlapped to make a broad layer of stochasticity. This is
clearly seen in the escape of trajectories to much larger
values of the coordinates. If trajectories intersect sources
and sinks of plasma they would then result in diffusion.
We present a quantitative calculation of diffusion in Sec.
IV. Figure 4 is the surface-of-section plots using the
action-angle coordinates (J,8,) for the e=0.015 case.

If we consider that more than one wave is in the per-
turbing field, the potential would have the following
form:

D(x,p,1)=—exp[ — L(x*+p?)]

M
+e 3 A,coslk,—,t+0,). (20)
m=1
We would expect that, for the same overall wave ampli-
tude level, phase decorrelations might increase the level
of stochasticity. As an example, we use four waves
(N=4), two with positive @, two with negative @, all
having kp,=1.024, and the amplitudes representative of
the power spectrum given in Ref. [3], Fig. 8. The phases
©,, were chosen to be random. The parameters used for
the four waves n =(1,2,3,4) are

k,=4.16 ,
@,=(—0.6,—0.3,0.4,0.7) ,

€A, =(0.004,0.006,0.01,0.012) ,
©,,=(1.1,5.5,3.0,0.0) .

Figure 5 shows a surface-of-section plot, where points are
plotted when @,t =m2mr, m =0,1,2,3, ... . This surface
of section is chosen because mode four has the largest
amplitude, so that residual structure can still be seen.
The lack of a true surface of section in which to see regu-
lar motion prevents a quantitative comparison with the

1.0 F T

o

FIG. 4. Action-angle-coordinate surface-of-section plot for
the €=0.015 case. Plot of (Jy,6,) when &;t=2mn,
n=123,....
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FIG. 5. Surface-of-section plot with four waves. Plot of (x,y)
when &4 =2mn,n =1,2,3,....

single wave case, but the impression is of increasing sto-
chasticity with more than one wave.

We can also investigate the role velocity shear plays in
the EXB particle motion. We do this by adding 8x? to
Eq. (19). The velocity shear permits plasma to flow past
and interact with the vortex. This type of shear is ob-
served in the self-consistent simulations. The velocity is
strongest at the wall and drops off to zero towards the
center of the plasma. The form x? used for modeling the
shear only applies up to x =2L, /(ap;), at which point
the drift velocity goes to zero, as can be seen from Eq. (4).
The velocity shear and vortex provide “snow shovel”
mechanism, by which the vortex drifts along the wall and
scrapes off interior plasma which is within the reach of
the vortex (~5p,). This mechanism is shown in Fig. 6,
using the example of €é=0.03, an §=0.015 for a single
wave. Four test particle orbits are shown just at the edge
of the vortex.

IV. ISLAND FORMATION
AND OVERLAP CRITERION
FOR GLOBAL STOCHASTICITY

We begin by studying a single wave. To find out for
what range of parameters global (large-scale) stochastici-

Xlp;

FIG. 6. Four test particle orbits are shown just at the interior
edge of the vortex with velocity shear §=0.015.
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ty occurs, we calculate the overlap of the first two integer
resonances: &y;=&/m, m=1,2. These two resonances
are chosen because we are interested in waves with
D SWg mayp and these are the primary resonances ob-
served in the simulation results presented in Sec. III. We
make a transformation to the slowly varying phase close
to resonance ¢,=m6,—0,, and the fast phase of interest
¢,=0,/m. Using the generating function

F,(1y,1,;64,0,)=(m6y,—0)I,+6I,/m ,
we obtain

I,=Jy/m, I,=Jy+mJ,,

po=m6,—6,, ¢,=6,/m,

(21)

which explicitly exhibits the slow phase ¢,. The new
Hamiltonian is then H =H,+¢€H |, where

H,(I,,0,6;)

= %Zmlocosz(tﬁo/m +é,)

e S JEEV 2mIge Mt ImmN) o3
I=—w
and we have taken 4,=1. Next, we average over the
fast phase ¢, to obtain
H=—y2mly) —al,+dmly+eJB (kv 2mIge'®
(24)

where H=(1/2m) [T"H d$,. At this point we drop the
subscript zero since the phase-averaged system is now
one dimensional. Setting 3H /dI=0, 3H /3¢=0 gives
the fixed points, which are

IFP=2—1’;[¢']—1(—5/2m) , (25)

dgp1,,=(0,7) , (26)
where we have neglected terms of order € in determining
Igp. We can then expand I =Igp+ AT to obtain [13]

2

AH=GA21— —F cos¢ , 27
where G=4my""(2mIgp), F=—eJE(k\/ 2mIgp). The
maximum Al is

2 —edB(RV 2mIgp) |

Al =2
o m2y"(2mIgp)

(28)

¥
G

As an estimate of the onset of large-scale stochasticity we
use the *“two-thirds rule,” which corresponds to the de-
struction of the last Kolmogorov-Arnold-Moser (KAM)

surface between islands (at K =1 for the standard map)
[13]:

AIL, (m=1)+AI,, (m=2)

2
> =
z3 - (29)
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To proceed further the vortex shape ¥ needs to be
specified. We use

¢(u)=e‘(l/2)u , (30)

which gives a qualitative fit to the vortex observed in
Refs. [2] and [3]. Using this shape we calculate the loca-
tion of the mth resonance in action space to be at

Iep= —%m(a/m) . 31)

Using (30) to calculate ¢’ in (28), the approximate width
of the mth resonance is

~ — 172
eJB(KV 2mIgp) }

mao

Al ..=2

max

(32)

We can now use Eq. (29) with Egs. (31) and (32) to calcu-
late the critical value for the perturbation strength:

~1\2 -
ec=——““32é"’ TP EV 2 1n(@)]}'

LBV 2@/} 7. (33)

The value of €, gives an estimate of the strength of the
background perturbing wave which is needed to cause
large-scale stochasticity. The predicted critical value for
the perturbation strength obtained using Eq. (33) is
€,=0.012, which is in reasonable agreement with the nu-
merical results which show the transition to large sto-
chasticity occurring between Figs. 3(a) and 3(b). If we as-
sume that € is sufficiently large that the resonance islands
strongly overlap, i.e., (29) is well satisfied, there is good
mixing of the particles in the vortex and we can then esti-
mate the stochastic diffusion coefficient by its quasilinear
value

Qp

D ~AL?
s 27

(34)

where Q, is the drift frequency and AL a characteristic
diffusion distance in physical space expressed in dimen-
sional units. We associate AL with the half-island size,
given in (32), where AL and AI,,, are related through
the transformation equations. Substituting Egs. (32), (31),
and (18) into (34) we obtain, in dimensional units,

172 1/2
] >

m
We note that the factor T;/eB =p?Q restores the dimen-
sionality, but does not imply that D; has Bohm scaling,
since the dimensionless factors can also change with this
ratio. We will compare this result with the ion diffusion
obtained in Sec. II. From Eq. (35) we obtain that the
value of the stochastic diffusion coefficient is
D, =~0.07(T; /eB). It is worth pointing out that the simi-
lar issue has been addressed in a quite different system in
which equilibrium and perturbed states are two-
dimensional periodic flows with perturbed flow propaga-
ting in the y direction [21].

(2]

i

eB

—2In

Dsz—zﬂ JB lE . (35)
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V. INTERACTION OF THE ION DRIFT
AND GYROMOTION

Because the gyro-orbits of the ions are comparable in
size to the vortex, the drift approximation can no longer
be used. Furthermore, the gyromotion adds a second de-
gree of freedom which allows resonances even in the ab-
sence of a wave field. We now consider the formulation
of the ion dynamics including the full gyro and drift
motion.

In the uniform magnetic field ByZ from the vector po-
tential Ay(y)= —ByX, the total Hamiltonian is

Ipx+eB0y|2+—1—py2+e<D(x,y,t) , (36)

H= ﬁ M
with the electrostatic potential well
ytupt
Pi l ] .
(37

¢(x,y,t)=_B0v0x_¢0¢ f

.2
P

i

Here, v, is the drift velocity of the vortex; ¢, f, and g are
functions specifying the shape of the vortex. For analysis
of ion motion, we concentrate on the motion inside a vor-
tex potential well and therefore can neglect the velocity
shear and the perturbed wave background in Eq. (37) in
contrast to Eq. (4).

As in Secs. II-1V we eliminate ¢ by transforming to the
frame moving with the vortex velocity vg:
(x,9;Px>py)—(u,v; P, P,), with new coordinates in di-
mensionless units:

x y+vot
u=-—, v= ,
Pi . Pi
v P v
p=-"Lr g p=tr 0 pH
My vy My vp T;

Following the treatment of Smith and Kaufman [11], we
transform to guiding center coordinates (X,Y) and local
polar gyrocoordinates (p,¢), (u,v;P,,P,)—(Y,X;¢,P,),
by

Y=v-+psing, X=u—pcosd,

P,+v
E a9

¢=tan"!

v

P,=1p?’=1[(P,+v)+P]].

This transformation allows separation into fast gyromo-
tion and slow drift motion so that we can use the method
of averaging. The Hamiltonian is then

H=P;—yy[f(X+pcosp)+g(Y—psing)] . (39)

As in Secs. II-IV, we exhibit this structure by transform-
ing to action-angle-like variables. We already have the
pair (P4,¢) for the gyromotion. The transformation of
the drift variables to (J,8) follow as in (10). Choosing

X=V72J cosd, Y=V2J sinf , (40)
which is equivalent to Egs. (13) and (14). The Hamiltoni-
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an becomes
H=P,—yy[f(2J cosf+p cosd)

+g(V2J sinf—psind)] . 41)

VI. NUMERICAL RESULTS FOR ION MOTION

In order to compare with two-dimensional (2D) simu-
lation results, we choose two forms of the potential well:
(a), as in Secs. II-1IV

2 2
Tt

a’p;  Bpi

which gives a qualitative fit to the vortex shape with

v =2.5,a=1.25, and B=3.75; and (b),

2

—§

Y¥(x,y)=yexp|— , (42)

X

ap;

my
1_ —_—
Ccos bp

ap;

o
Y=y + , (@43)

which gives a qualitative fit to the vortex shape out to the
vortex separatrix with ¢ =1.59, b=7.5, and £=0.17.
This form allows an analytical calculation of the primary
resonances of all harmonic numbers which we perform in
Sec. VII. Figures 7(a) and 7(b) plot a 3D surface and con-

A SURFACE PLOT OF ¢

(a)

15.1
12.5
14,
10.0
e¢ 7.5 H 5.0
T 50 I 0.0
2.5 =50 Yp;
‘ -10.0
0.0 -14.9
o O © O o o O wn
- 0N O wn o o n o
t‘l') i (I\l vT vl- a N o

/ 1.51 \
1 _2 1 é 1 2
X/,oi
FIG. 7. (a) Perspective plot of the potential surface, Eq. (43)
with  e®/T,=yyp=y{(x/ap;)*—&(x /ap;}*+ L[1—cos(my /
bp;)]} withy=e®y/T;=2.5,a=1.59, b=17.5, and £=0.17. (b)
Contour plot of ¥(x,y) in (a).

h
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tours of potential of Eq. (43).
The equations of motion
dv _ e dx
—_— (- —_ = y 44)
ar m( V®+vXB), Y (

and are integrated by a Boris mover [22]. Since the Ham-
iltonian is independent of time, its numerical value has
been checked and is essentially conserved during the in-
tegration. In order that a surface of section exhibit
nonintersecting orbits, we start with all particles having
the same Hamiltonian and vary the initial particle posi-
tions and velocities. In Figs. 8 and 9 we display integra-
tion from a set of initial locations on the circle:
X; =roacosdy;, y;=roBsingy;, v,;=vgcosby, and
vy =Vopsin6y; with @o; and 6;; uniformly distributed be-
tween O and 27.

Because of the complexity of the orbits, we visualize
the motion both by plotting a particle trajectory in physi-
cal space and a number of trajectories in the surface of
section. From the particle trajectory, we find the ratio of
gyrofrequency . (where Q. is the individual particle
gyrofrequency with a specific velocity) to the EXB drift
frequency Q, and obtain a qualitative feeling for the dy-
namics. As in Secs. II-1IV, to determine if an orbit is

-4}

(b) ' R

ok < - - e i

I L 1 L L
-1

0

Xlpy
FIG. 8. Plots for potential, Eq. (42). The vortex center is lo-

cated at x =0 and y =0. (a) Surface of section for N =12 parti-

cles, ro=1p;, vgo=0.71vy;, and ¥ =2.5. (b) Single-particle orbit
for one set of the four islands in (a).
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FIG. 9. Plots for potential, Eq. (43). The vortex center is lo-
cated at x =0 and y =0. (a) Surface of section for N =20 parti-
cles, ro=0.5p;, voo=1.55vy;, and Yy =2.5. (b) Surface of section
for N =20 particles, ro=0.5p;, vgo=1.7vy;, and y =2.5.

chaotic or regular, we generate a two-dimensional surface
of section, plotting guiding center coordinates Y vs X at a
particular value of ¢ (¢ =0 is convenient). This is accom-
plished numerically by solving the equations of motion in
Cartesian coordinates and calculating v, at each time
step; when v, changes sign (which is equivalent to ¢=0),
we calculate X and Y according to Egs. (38).

We first demonstrate the effect of a resonance between
a harmonic of the drift motion and gyromotion for poten-
tial form (a), illustrating the “divided phase space” of reg-
ular and stochastic orbits. Since the inflection point of
the vortex has zero velocity shear, most of the particles in
that neighborhood have small shear and therefore the re-
sulting islands have large amplitude. We therefore take
the inflection point r,=1.0 as the initial position and
Voo =0.71vy;. Figure 8(a) shows a primary 4:1 resonance
between the gyrofrequency and drift frequency of a parti-
cle orbit in configuration space, clearly showing the reso-
nance of four gyro-orbits to one drift orbit. Figure 8(b)
shows successive intersections of a number of trajectories
with the surface of the section, with the orbit of Fig. 8(a)
being one of the regular (island) orbits. The upper
boundary of the phase space is limited by energy conser-
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vation. The inner space is bounded by KAM curves.

The generic resonances features exist for various poten-
tial forms. Figures 9(a) and 9(b) show the metamorphoses
of the Y-X surface of section with varying initial position
ro and velocity vy, of the potential form (b). For fixed in-
itial position r;=0.5, Fig. 9(a) shows that, for
Voo =1.55vy;, the motion is regular with a 5-1 resonance
inside the potential well and higher resonances near the
separatrix. As we allow vy, to increase to 1.70v;, the is-
lands become larger with the higher-order islands over-
lapping to become a seed for stochastic orbits, developing
into a stochastic layer surrounding the separatrix, as de-
picted in Fig. 9(b). If vy is increased further,
Voo > 1.95v;, some orbits can wander out of the vortex
cell and escape. If the initial particle velocities are high
enough, then the motion near the center of the vortex can
also be stochastic, as the particle gyroradii are sufficiently
large to extend into the nonlinear part of the vortex po-
tential. For the parameters chosen for potential (b), par-
ticle motion can be stochastic and escape if vy > 2.72vy;
even with r;=0 initially. From Figs. 9(a) and 9(b), we
conclude that the motion becomes stochastic, spreading
out from the separatrix as the velocity increases.

VII. FORMATION OF ISLANDS
AND AN OVERLAP CRITERION

If the gyromotion and drift motion cannot be separated
by averaging, resonances that are present in the Hamil-
tonian between gyromotion and harmonics of the drift
motion become important. These resonances lead to is-
lands in the phase space that have their own local phase-
space structure. Depending on the dynamics, these reso-
nances may be well separated or close together. If closed
together, than their overlap leads to bands of stochastici-
ty resulting in diffusive motion across the vortex. If well
separated, the stochasticity may develop by the interac-
tion of second-order resonances. These resonances are
between harmonics of the primary island oscillation and
the fundamental drift frequency Q,. The analytical treat-
ment of either type of resonance can be performed by the
transformation to the resonant frame, as done in Secs.
II-IV. The new coordinates measure the slow oscillation
of the variables about their values at resonances, which is
an elliptic fixed point of the new phase plane.

In the following, we proceed as in the preceding sec-
tion to obtain the motion near an elliptic singular point.
We choose the potential well as

2 4

|+

ap;

Ty

i

1—cos (45)

1
2

such that the cosine term has a simple analytic expansion
to exhibit the infinite set of resonances. We transform to
the action-angle coordinates as in Eq. (40) and use the
Bessel function identity

explia sing)= 3 JP(a)exp(ilg) (46)
I=—w

to write the Hamiltonian in a form where the resonances
are explicitly exhibited:
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H=P¢——a7% (V'2J cosb+p cos¢)2—;‘%(x/21 cos@+p cos¢)4+aT
+L 3 3 |[evauf |- LN+ IH 22T P eitn0+1d) @n
n=—wl=—w
—
Noting the property of the Bessel function The island frequency near the stable point is now
JE(—x)=(—1)"7(x) and JB (x)=(—1)"J2(x), we can ——
conclude that the resonances only have significant ampli- €1 =V'F(J rp)G(JEp)
tude when both n and I/ are odd or both even. The b |3 _ . 172
strongest primary resonance has the lowest-order Bessel =Qdm— —éJ,f l\/ 2mTgp |JE e (54)
function for which Q. =mQ,. Keeping only /=+1 and me | 2 b
n ——jj:m terms (where mis odd), the Hamiltonian that de- and the half island amplitude is
scribes the resonance is given by 1\
A F
. AJ =2
H,=P,— L (V27 cos@+p cosp)? e G
172
1 2 T
— 2 =—g? 1/ 2mJ |JE , (59
—f;(\/zj cos6+p cosg)*+ - J m® |37
where the drift frequency near the center of the vortex is
Y JE T JE TP \cos(mO— é) . (48)  given by Eq. (18) in the dimensionless units with a=a
2 b b and B=2b /m:

Transforming to a slow variable near resonance by the
generating function

F,=(m0—¢)J+¢P, , 49)

we have the new variables as in (21) for which the slow
variable §=m 60— ¢ is explicitly exhibited.

Averaging over the rapidly varying angle $, the Hamil-
tonian becomes

H=08,~7)—Lmi+ 38 amip— L.
¢ a? 8a* 2

—%J,ﬁ %\/me JB cosf , (50)

sl
B

where Q=1—y/a? is the normalized gyrofrequency
modified by the vortex potential, and we have assumed
the distance from the center of the vortex to the fixed
point R = \/2mJ >>1. The location of the fixed points
OFP,JFP are determined as in (25) and (26) at OFP =0,,
and

~ 2a 2
2mJgp =
mJep =3 em (51)
The island Hamiltonian about the fixed points Jgp is
A =G (Fpp) B0 (AJ 2 (G cosh (52)
where
~ 82H _ét 3 2
(53)

my

Q= ab (56)
We can now calculate the ratio of the sum of the two
neighboring island widths and then apply the overlap cri-
terion as in (29). An alternative procedure, which has
been shown to be equivalent [13], is to calculate the is-
land frequency, via (54), and then take the ratio to the
next higher frequency, which in this case is Q;. The
transition to large-scale stochasticity in the neighborhood
of the island is then given by

(57)

Choosing parameters a =1.59, b=7.5, m =7 and taking
a drift orbit near the y separatrix R, = V'2m, pp =1 from
Fig. 9 [calculated R, value from Eq. (51) is smaller as
R,=V 2mJgp=~3.15], we obtain Q,/Q,=0.12. This
value, in fact, underestimate the ratio, as the local value
of Q, drops rapidly when approaching the separatrix. A
more exact calculation near the separatrix can be per-
formed, but requires more mathematical effort [13]. We
here simply note that the ratio obtained near the separa-
trix would satisfy (57) if the local value of },; were used.
We can do the same calculation near the center of the
vortex for m =5, and R, =1"2mJ, rp =2 taken from Fig.
9, to get Q;/Q,=0.02. The message here is that it is
easy to obtain stochasticity near the y separatrix of the
vortex potential structure, but the orbits are mainly regu-
lar near the center of the vortex. Comparing these calcu-
lations with the numerical results shown in Fig. 9, we see
that the five-island chain has little surrounding stochasti-
city, as expected. A significant factor left out in the cal-
culatlons of the drift frequency Q, and the fixed point
Jep is finite-gyroradius effects, which should give a criti-
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cal value of velocity (or gyroradius) for the onset of sto-
chasticity, as we see in Fig. 9.

VIII. TRANSPORT
DUE TO ION STOCHASTIC MOTION

The calculation here is motivated by self-consistent
simulation results from 2D bounded magnetized codes
which have indicated that there exists continuous particle
transport in a cross-field plasma sheath with the large-
scale vortex potential structure. From dimensional con-
siderations, an estimate of ion stochastic diffusion may be
made. During a half gyromotion time 7Q ™!, the particle
is displaced over a distance 2p;, but the motion is corre-
lated such that after a full gyroperiod it returns almost to
its initial position but with a small displacement. If as a
result of the ion gyromotion resonance with EXB drift
motion, the ion motion becomes stochastic on this fast
time scale, then the successive displacements are indepen-
dent. An estimate of the decorrelation scale length is an
island size. With this scale length, which is that we used
in Secs. II-1IV, the diffusion is

LiQ,
~—2 58
s = (58)
where L; scales from the island action as
L}=2mAT,, . (59)

Substituting Egs. (55) into (59), and (59) and (56) into Eq.
(58), we obtain

172
/ Ti

~ Y
D, =~ eB

2 ;B T’\/
b 3§J 2mJ

>

Tp
b

(60)

where we restore the dimensionality through the factor
Qp;=T;/eB. We compare this estimate with the numeri-
cally determined diffusion below. We emphasize here
that it is hard to determine whether the scaling of D, is
Bohm-like in Eq. (60) since the parameters a, b, v, &, and
p probably also change when the factor Qp;=T;/eB
changes. We have extracted the dimensional units T; /eB
for convenient comparison with the previous simulation
studies by Theilhaber and Birdsall [3].

In order to numerically calculate the convective
diffusion coefficient, it is convenient to modify the poten-
tial well with two vortex structures as

X —Xx 4
ap, —§ ap; H(x)
+ 4
+ ( X t+Xxq _ x+x ]H(—
ap; ap;

1
+? ll—cosb;l

) (61)

where H is the step function. The system is considered
confined to a domain —xy<x <x, and —y,<y <y,
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where x,=2.5 and y,=b. Beyond this domain, values in
y are taken to be periodic. The particles having the boun-
daries at x =x+x, are assumed to be lost to the wall
(hence there is a sink) and reintroduced at x =0, Maxwel-
lian distributed in velocity and y determined by energy
conservation (hence there is a source at x =0). When the
system reaches a steady state, the strength of the source
is obtained by counting the particles passing through
x =xx,. The particles are initially randomly distributed
in the range x =0 and —y, <y <y, and have a Maxwelli-
an distribution in velocity with temperature 7. Similar
methods were previously used in calculation of effective
diffusion in laminar convective flows [23] and for calcu-
lating the diffusion in standard mapping [24]. By intro-
ducing a source at x =0, the effective diffusion coefficient
is given by

DSP=8/V?n ~S(2x,)?/N , (62)

where N is the total number of particles in the simulation
region x >0 and S is the total number of particles enter-
ing at x =0 per unit time from boundary x =x,.

In the numerical calculation, the system evolves for a
few gyroperiods to reach a steady state. Without the vor-
tex potential well, the particles are confined by magnetic
field, and no particles diffuse to the wall. As the ampli-
tude of potential increases, the loss of the particles in-
creases. Figure 10(a) shows a plot of the number of parti-
cles reaching the wall as a function of time for y =2.5.
In this plot, 2500 particles were advanced for 500 gyro-
periods. The total number of particles n(¢) escaping is
plotted against ¢, and S is found to be 3Q ™!, In this case,
the numerical calculation of single-particle trajectories
found DSP=0.03(T;/eB), which is in reasonable agree-
ment with the theoretical estimate given by Eq. (60)
D!"=0.023(T;/eB). In the theoretical calculation we
have chosen m =7 and taken a drift orbit near the y
separatrix R:=\/2mfpp=7 from Fig. 9. Comparing
these results to those by Theilhaber and Birdsall [3] [they
obtain D;™=0.04(T;/eB)] is also in reasonable agree-
ment with the results here. Again, we point out that the
simulation used p; =1 and vy; =1, so that the T, /eB scal-
ing was not checked. Simulations with varying parame-
ters could produce variations of e®,/T; and the size of
the vortex in Eq. (60).

In comparing the properties of the surface-of-section
plots given in Sec. VI with the diffusion results, it is
necessary to understand the qualitative features of the
diffusive motion. In the surface-of-section plots, some
particles lie on regular orbits inside the vortex well and
other particles diffuse across the separatrix. In that case,
we might expect that the density would be uniform in the
interior of the vortex, because of the rapid drift motion,
so that the global density would appear as a steep gra-
dient confined to the separatrix layer. In this case, there
would also be a hole in the particle scattering plot in x-y
space which is reversed for regular motion. Figure 10(b)
shows an instantaneous plot of density at t =500Q'. It
is interesting to notice that the picture is quite different
from that inferred above. The y-averaged density n
varies linearly in x, vanishes at the position about one
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FIG. 10. Typical plots for diffusion measurement. The vortex center is located at x,=2.5p;, y =0, the source at x =0, and the
sink at x =5.0p;. Here, 2500 particles are advanced in advanced in time by 5002 ~!. (a) Number of particles N; escaping the region
|x]>2x, plotted against time . Instantaneous plots at t =500Q . (b) Profile of the y-averaged ion density; (c) ion-scatter plot; (d)

ion-velocity plot.

thermal ion gyroradius from the wall, as seen in
Theilhaber and Birdsall’s simulation plots [3]. This ob-
servation enables us to surmise that the motion is sto-
chastic in the whole simulation region. This may be
confirmed in the scattering plot of instantaneous particle
position and velocity in Figs. 10(c) and 10(d). The parti-
cles near the center of the vortex, |x —2. 5p,-| <0.5p;,
ly| <0.5p;, are found to have very high velocities
v = 3.0vy;. The motion of particles at these high energies
(very large p;) most likely are stochastic and able to es-
cape. The increase in kinetic energy of the particles near
the bottom of the vortex well is a consequence of the sto-
chastic motion, allowing individual particle to cross to
lower potential regions. As the total particle energy is
conserved, the consequence is an increase in kinetic ener-
gy and gyro-orbit size near the well center which main-
tains the stochasticity.

It is worth pointing out that during the simulation we
observe that some particles are trapped near the source
region. Thus some fraction of the particles reintroduced
at x =0 as source particles have a chance to be trapped.

But, compared with the stochastic flow, the relative num-
ber of trapped to escaping particles is small. By compar-
ing particle scattering plots and y-averaged density plots
at t=250Q """ and 1000Q !, we confirm the approach to
quasi-steady-state diffusive flow.

Finally, we note that the fully developed stochasticity
in a single wave, found in Secs. II-1V, gives an estimate
for the diffusion coefficient of D;~0.07(T;/eB). This is
sufficient to allow electrons to diffuse across the sheath
region at a rate equal to that of the fully developed ion
diffusion to preserve ambipolarity.

IX. DISCUSSION AND CONCLUSIONS

Particle simulation of motion in a plasma sheath with a
magnetic field perpendicular to the electric field indicates
there is quasi-steady-state consisting of vortex flow on the
scale of the sheath dimension and a small-amplitude wave
spectrum with characteristic wavelength of the order of
the ion gyroradius. There is a continuous transport of
electrons and ions through this sheath, even in the ab-
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sence of collisions, from the plasma source to the sink at
the material wall.

We have investigated the mechanism for the transport
by breaking up the problem into two non-self-consistent
parts, and showing that they can combine to transport
both ions and electrons across the sheath. The primary
driving mechanism is the resonance interaction of har-
monics of the vortex frequency with the ion gyrofrequen-
cy which leads to stochastic diffusion. For the parame-
ters of the vortex size and strength, and the self-
consistent ion temperature, the numerical integrations of
single particles in this field show that the stochastic
motion transports ions across the sheath at a good rate in
good agreement with that found in the simulation.

Because time and space scales are not well separated,
analytic techniques using secular perturbation theory are
not sufficiently accurate to quantitatively calculate the
stochasticity and resultant diffusion. They do, however,
uncover the basic mechanisms of island formulation and
destruction, which are illustrated by surface-of-section
plots of the single-particle motion. Simple analytic esti-
mates of the diffusion rate, employing the concepts of
diffusion theory from situations in which the scales are
better separated, give reasonable estimates of the trans-
port rate.

We expect that the stochastic ion motion and the re-
sulting interception of ion orbits with walls would lead to
macroscopic charge fluctuation that generate a wave
spectrum. Indeed these charge fluctuations and waves
are seen in the simulation. Without inquiring into the de-
tails of the spectrum, we show that even a single wave, of
the frequency and wave number corresponding to the
peak observed amplitude, is sufficient to resonate with the
EXB motion of the electrons in the vortex to generate
large-scale stochasticity. Additional waves, at the same
overall amplitude level, tend to make the stochasticity
more uniform with the same general rate of transport.
For EXB motion with one single small-amplitude wave
there is better quantitative comparison of the analytic
methods with the single-particle numerical integrations.
This is because the wave frequency is a true constant of
motion, which made the system well suited for the ana-
lytic methods used. We have presented these compar-
isons and shown the agreement to be reasonable. The
transport rate is found to be sufficient to account for elec-
tron loss at the same rate as the ions, and thus no addi-
tional ambipolar effects need be postulated.

The parameters explored in our study were chosen
with the guidance of the simulations, in which these pa-
rameters were self-consistently generated. Significant
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reduction of the self-consistent perturbation parameters
or of the gyroradius led to considerably less stochasticity
and consequently less diffusion. This also may give addi-
tional insight into the self-consistent problem, as it indi-
cates that the wave strength builds up until ambipolarity
is just satisfied.

The fact that our scaling with T; /eB (p; and vy;) in Eq.
(60) is only Bohm-like for fixed e®/T;, p; /b, and a /b,
does not mean that an investigation of the scaling in the
simulation would not give Bohm-like results; i.e., as pa-
rameters T; and B change in the simulation, quantities
e®,/T;, a, and b (the ratios of the vortex size to the
gyroradius) could either remain constant or change in
such a way that Eq. (60) would give the Bohm-like
diffusion. Our work points out the need for simulations
for a wide parameter range, in order to investigate the
scaling, which could then be compared to the type of cal-
culation we have performed.

The treatment used in this study to determine the
transport mechanism and calculate the rate of diffusive
loss across the sheath region is not self-consistent. In
fact, it is within our ability to independently vary certain
parameters and investigate the consequence of the varia-
tion that gives us insight into the transport mechanism.
Nevertheless, even within the conceptual framework of
our study, there is a step that has been left out, the deter-
mination of the waves that drive the electron transport.
An approach to this problem is a non-self-consistent
Fourier analysis of the ion-charge fluctuations within the
context of ion stochastic motion and transport. Howev-
er, since the fluctuations can both affect the ion motion
and be affected by the electron motion, it is not clear that
the resultant fluctuation spectrum will closely approxi-
mate the self-consistent one. In any case, such a study
takes us beyond the framework of this paper, and we
leave it for future work.
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