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We present two alternative methods for evaluating the probability densities of structures defined by d

degrees of freedom in random fields.

For Gaussian random fields,

both differentiable and

nondifferentiable, the application of these methods is considered in detail. The relationship between
structures, maxima, and connected regions above a certain level is investigated. The connected correla-
tion functions of these objects are expressed in terms of the autocorrelation of the field.

PACS number(s): 02.50.+s, 05.40.+j

I. INTRODUCTION

The assessment of the probability density of “‘struc-
tures” in random fields is a question of fairly general in-
terest which is relevant to almost any branch of science.
In this work we present a procedure for computing these
probability densities, which is formally valid for any ran-
dom field, but we shall only develop it explicitly for
Gaussian random fields (GRF). As we shall find, the
relevant properties of these fields are simple endugh to al-
low a general analytical study of the most salient features
of the expressions for the probability densities of struc-
tures. This general treatment is essentially homogeneous
for differentiable and nondifferentiable GRF’s, unlike
most works on the topic, which use fundamentally
different techniques for either case.

The fundamental content of this work is the result of
applying the ideas and computational techniques
developed in connection with point distributions [1-3],
to continuous fields. In Ref. [3] we have already con-
sidered the nondifferentiable GRF, which is the high-
density limit of a Poissonian distribution of points, and
used some of its properties to compute certain coefficients
appearing in the expressions for the probability density of
clusters. However, it is only in this work that the proper
rationale for some of the computational recipes presented
there may be found.

Central to this work is the concept of ‘‘structure,”
which is homologous, in continuous fields, to the concept
of cluster of type 2 (Ref. [3]) in Poissonian distributions.
It is this definition of ‘“‘structure” that allows a homo-
geneous treatment of all kinds of GRF’s. At the same
time, this is the definition which is most meaningful from
a physical point of view.

Antecedents to this work may be found in a previous
paper [4] by the present author. There we considered the
particular case in which the structures were cylindrical
filaments, and roughly outlined the general computation-
al procedure. However, although this procedure was
essentially correct, it contained a misconception that led
us to miss a practically constant numerical factor which,
as we shall find here, may be computed easily. We shall
also find that in most cases it is possible to use a much
simpler computational procedure than that described in
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Ref. [4].

The approach assumed in this work is quite different
from the standard ones. In fact it has been conceived and
developed independently of previous works in the field.
The contact with those works is at most peripheral and
reduced to the cross-checking of some expressions in the
cases and regimes in which both approaches overlap.
This is the reason why we make only passing reference to
the extensive literature on the field. On the other hand,
although, as we have said, the main ideas of the work ori-
ginated from previous works on point distributions, we
have tried to present it in a manner as self-contained as
possible. However, knowledge of the mentioned works
will redound to its fuller appreciation.

We have said that some of the ideas portrayed in this
work are nonstandard. In this situation we could have
developed a formalism and notation that would have al-
lowed us to present this work in a more straightforward
manner. However, since this work is intended for appli-
cation in a variety of fields, each one, perhaps, with its
peculiar formalism, we have preferred to sacrifice pre-
cision and conciseness to the detailed understanding of
the working of the ideas in question. Once these ideas
are assimilated it should be easy to frame them within the
formalism of each particular field.

All the results presented in this work admit a formal
demonstration, unless otherwise stated. But to avoid the
use of a particular formalism and for brevity, we shall
generally substitute it by a verbal argument. In Sec. II
we define the concept of “structure,” discuss its advan-
tages, and present the general descriptions of the methods
to be used. Section III will be devoted to the relatively
simple regime of rare structures in GRF’s (high-threshold
limit). In Sec. IV we shall consider the general case for
GRF’s; we first develop the analytical treatment and
afterwards give some recipes for numerical computations.
Section V is devoted to the study of the correlations of
the structures and other general considerations.

II. DEFINITION OF “STRUCTURE”
AND GENERAL DESCRIPTION OF THE METHOD

In Ref. [3] we presented a discussion on the concept of
structure in the context of point distributions. In that
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context the structures were clusters of points. The possi-
bility of extending this concept to use it in the context of
continuous random fields has been discussed in Ref. [4],
so we shall not reproduce those discussions here. In-
stead, we shall explain, by means of some examples, why
the approach implied by this concept to the problems to
which it applies is more physically meaningful than more
standard ones, and then we shall give the general
definition of structure.

Consider the case of an electric component through
which a current is passing. Assume that the intensity of
the current is, as a function of time, a homogeneous GRF
1(t). The element will fuse if the mean value of the inten-
sity within an interval At is above a given threshold I,.
In this situation one may be interested in weighting the
mean life of the element against the surely increasing
price of rising I,. In the standard approximations to this
problem one starts by constructing with I(¢) a new GRF
I(¢) which at each time ¢ is given by the mean value of
I(t) over an interval of length At centered on t; this
operation is called filtering (see Ref. [4]). Then one may
compute the probability per unit time of excursion sets of
the field I(z) above the level I, which in this example is
numerically equal to that of upcrossing [5] or downcross-
ing points. However, those points or sets are very strong-
ly correlated and to obtain the probability of having one
(one is enough for the element to fuse) or more within a
given span of time we shall need all their correlations
[6,7]. The mere probability density of upcrossing points
is not enough to obtain the mean life of the element,
which is the relevant physical quantity. To this purpose,
some knowledge of their distribution in time is required.
When one studies this distribution, one finds that the
points form very tight clusters of size less than At. These
clusters contain typically several points and the mean dis-
tance between them is much greater than At. This con-
spicuous property of the distribution of upcrossing points
is what gives rise to the concept of structure. Each of the
clusters of points is identified with a structure. To com-
pute the mean life of the element we will need the corre-
lations of the structures, but they are much milder than
the correlations of the points within the structures them-
selves. If the structures are rare enough their correla-
tions may be neglected or, at most, only the two-point
correlation function will be required.

From the above discussion it could seem that the con-
cept of structure is merely an instrument to separate the
clustering of the upcrossing points into two convenient
and qualitatively different hierarchical levels. But, actu-
ally, what we call structure is the underlying global prop-

certain threshold. Obviously, provided we can find such
point, we shall find a nonzero measure set satisfying the
same conditions. The main question which the concept
of structure has been designed to answer is which points
correspond to really distinct underlying structures.

The standard procedure to deal in general with the
above problem is as follows: the field f(X) is filtered
with the window function corresponding to the global
property in question. The mean density and clustering
properties of the maxima above the given threshold of the
resulting field, f(X), are then obtained and used to com-
pute the above-mentioned probability. Alternatively, one
may use the mean density of connected regions above the
given threshold and the clustering properties of their
representative (with some criteria) points. These ap-
proaches, however, would be very complicated even for
the simplest problems and, anyway, their validity is re-
stricted to certain types of structures only (which we shall
characterize by L =0). Furthermore, neither the concept
of local maxima nor the number density of connected re-
gions may be defined for a nondifferentiable field.

In our approach, we take advantage of the fact that the
filtering of f(X) on scale s built this scale in the auto-
correlation of f£(X). In other words, we use the fact that
the values of f(X) at points whose distance from each
other is much less than s are generated by essentially the
same values of f(X). This leads us to an associating cri-
teria, different from the one implied by connectedness:
all the points lying within a distance approximately equal
to s (more precision later) and such that f(X)> £, form
an associated region at threshold f,,. Each associated re-
gion corresponds to a structure. However, it should not
be forgotten that the structure itself is something of
linear dimensions approximately equal to s, while the as-
sociated region has, for a GRF, linear dimensions ap-
proximately equal to s /v for differentiable fields and ap-
proximately equal to s/v? for nondifferentiable fields v
being the value of the threshold in units of the rms value
of f(X).

We may illustrate what we have said with another
practical example. A widely used model [8] for the
large-scale structure of the universe assumes that galaxies
form at the peaks above some threshold of the mass den-
sity field (which is assumed to be a GRF) smoothed in an
appropriate scale. Clearly, this model has been chosen
merely as an expedient way of picking out a point pro-
cess, without much physical grounds. Any physically
grounded model should incorporate the following fact:
assume that it may be shown that galaxies can only form
at places where the total mass within a certain sphere is
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is, the number of peaks and connected regions within it,
as well as their height and size distributions and correla-
tions, is irrelevant for the first-order (in the sense that
only the mean density and not the distribution of matter
within the sphere is taken into account) model we are
considering. Furthermore, this configuration is the result
of filtering with the sphere in question the matter distri-
bution inside the sphere and it its immediate neighbor-
hood. So, it will not even be very helpful in making
higher-order models; the relevant property to this pur-
pose being the distribution of smaller-scale structures
within and around the sphere.

We shall find that, for a differentiable GRF, the ratios
between the number densities of associated regions, con-
nected regions and peaks, goes rather quickly to 1 as the
threshold increases. For the model we have mentioned,
the number density of peaks is only about 10% higher
than that of associated regions, that is, of “galaxies.” So,
taking into account the fact that we are using a rather
gross model, its conclusions will probably not be modified
very much by changing the number density of peaks by
that of associated regions. However, this example serves
well the purpose of illustrating our point, since it is easy
to realize that by adding more and more power on the
small scale, the ratio between these number densities for a
fixed threshold can be made arbitrarily large. Taking this
process to the limit we shall obtain a nondifferentiable
field for which neither the local maxima nor the number
of connected regions are defined (talking improperly:
their number density is infinite). But there is no reason to
believe that the validity of the first-order approximation
we are considering is restricted to differentiable fields. In
fact its validity depends on the distribution of matter on
scales smaller, but comparable to, that of the sphere in
question, and not on the distribution on much smaller
scales. So, we realize that if we want to apply the model
in question to any possible situation in which it could be
valid, this can be done only by using the concept of struc-
ture or its counterpart for the filtered field, the associated
regions. The reason for this is that only these concepts
allow us to represent properly, in all possible situations,
the underlying global physical property which is relevant
to our first-order model.

Consider a random field f(X) with XERY and a
closed and non-self-intersecting family of surfaces in R¥,
connected or not, represented by S(X,Y,), where S is
obviously not a function, but a set, the surface. Here X is
a parameter which represents the position of the surface
in RY, using to this purpose the position of a representa-
tive point. Y stands for a parameter belonging to some
region R; of an L-dimensional manifold and 3 stands for
all the fixed parameters entering the definition of S. All
the values of X, and Y|, such that the integral of f(X)
over the interior of S(X,,Y,B), which we call f(X,,Y,),
is above some level, are said to correspond to a d-
dimensional (d =N +L) S structure at the quoted level.
Two pairs of values, X;,Y;, X,,Y,, are said to corre-
spond to different S structures if and only if their corre-
sponding S do not intersect. We have separated all the d
degrees of freedom (DOF) of the S structure into N
translationals (in RY) and L “interior” (other than
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translational) degrees of freedom (IDOF). We could have
represented all DOF by a single d-dimensional variable X
with XERYXR,. This we shall do when the mentioned
separation between the DOF is irrelevant. However, as
we shall find, this difference is sometimes important.

In the model we considered before, the surfaces are
spheres, the parameter X is the position of their centers
(or another representative point) in R%; there are no Y pa-
rameters, and 3 corresponds to the radius of the sphere.
The corresponding spherical structures only have transla-
tional DOF (note that with respect to the family S, X, Y,
and B are just parameters, but with respect to the corre-
sponding structures X and Y are DOF while S remains a
parameter). In the example considered in Ref. [4] the
surfaces were cylinders parametrized by their position
and orientation in R>, as well as by their radius r and
length L. The corresponding cylindrical structures (fila-
ments) have five DOF: three translational plus two rota-
tional (YE[0,7/2]X[0,27]); the parameters are r and
L. We could introduce an additional DOF by making
r/L variable within certain limits e;,e, and using the
volume of the cylinder as a parameter, in this case
Y€E[0,7/2]1X[0,27m] X [ey,e,].

The criteria we have used to decide which structures
are distinct, namely, their nonoverlapping, may seem
somewhat arbitrary. One could wonder why not count as
distinct structures those whose fractional overlapping is
smaller than a given one, or those such that the correla-
tion of their corresponding fields is smaller than a certain
value. But, as we have discussed in some detail in Refs.
[3] and [4], whenever the concept of structure has a clear
physical meaning, it is quite sharply defined and the size
of the associated regions are substantially smaller than
the structures themselves. In these situations the depen-
dence of the number density of structures on the particu-
lar criteria chosen is entirely negligible. On the other
hand, when the structures are very common, they physi-
cally merge with each other and their exact definition is
to a large extent arbitrary. However, the definition that
we have chosen is the most expedient and its interpreta-
tion in mathematical terms is clear and simple, even
when the physical one is not.

In this work we shall use the concept of structure only
in the sense of a single global property of f(X). Howev-
er, this is only a first step in the use of this concept. A
more detailed use of this concept will deal with the distri-
bution of the field within the structure. For example, in
the case of cylindrical filaments, we could start by setting
constraints on the masses in each of its halves. The treat-
ment of this sort of problem will be a straightforward
generalization of the one presented in this work, although
considerably more complicated.

The essential idea on which the method presented here
will be built was introduced by the authors of Ref. [1].
This idea is contained in a simple expression which re-
lates the probability that a body that has been placed at
random within a Poissonian distribution contains K
points Py and the probability density Dy of distinct clus-
ters of K points

Dy =Py /{AV) , (1)
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where (AV') is the mean connected volume in which the
body defining the cluster may be moved while it still con-
tains the same K points. The probability density D,(f)
of structures above level f,, obeys a similar relationship,

A(fy)
(AV)’

where P (f) is the probability distribution of the values of
the filtered field f(X) (now X stands for all DOF). (AV)
represents here the mean volume of the associated re-
gions above f,. The rationale for this expression, and for
all similar ones, is quite simple D,(f,) is the mean num-
ber of structures per unit of volume. The associated re-
gion of a structure is the set of all points, corresponding
to this structure, such that f(X) is above fo. So,
(AV)D,(f,) is the fraction of volume such that f(X) is
above f, which is simply the probability of f(X) being
above f.

When expression (2) is applied to a homogeneous field
of RY with no IDOF, AV represents simply a volume in
RY and Dy(f,) is a constant density in RY. In general,
however, when the structure has L IDOF, AV represents
a volume in RYXR;. One may wonder about the mean-
ing of volume in R, that is, about which is the appropri-
ate measure associated with the IDOF. In Ref. [4] we
discussed this question. However, this would only be an
interesting question if we were to consider the field f as a
d-dimensional one (d =N +L) in RYXR,, and we were
interested in the probability density of the structures in
this space. But, usually, we shall be interested only in the
density in the reference space RY (usually N =1,2,3). So,
we integrate the density over the IDOF. Furthermore, if
we allow for inhomogeneity we may express the density
of structures in R in the form

Dy(fo)= A(fo)= f;P(f)df , 2)
0

A(f,X,Y) L

Dy(fo,X)=| ———-——Tldy, . 3
o fRL (AV)(Fy, X,Y) ,Izll Vi ¥

This expression is valid when the fractional change of
A over the volume (AV) is small. With the definition of
AV that we shall adopt, AV is not really an invariant with
respect to transformations of Y. But, 4 /(AV) is a rela-
tive density of weight 1 and, consequently, Dy is an in-
variant with respect to Y and a density with respect to X
(coordinates in RY are assumed to be Cartesian). When
the fractional change of 4 over (AV) is not small one
can no longer consider the associated region of the struc-
tures to be punctual. So we cannot define a local density
D,. What we can do is to obtain the mean number of
structures within some region. This may be done by a
procedure which, formally, is only slightly more compli-
cated than the one implied by (3), but we shall not present
it here, since it is only of limited interest.

In expressions (2) and (3) we have used the mean
volume of an associated region to compute D;. We shall
see now that there is an alternative procedure which is in
general much more simple and useful. In this procedure,
instead of using the volume of the associated regions
above f,,, we shall use the volume of the subsets of these
regions for which f(X) is between f, and fo+Af, Af
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being an arbitrarily small quantity. Calling this volume
AV'(Af) we may write instead of (2)

_ P(fo)Af P(fy)
D,(fo)= li ——= ,
)= m vy  (Ar) "
(AV')= lim {AVIAL))
Af—0 Af

The homolog of expression (3) is

- P(f0,X,Y) L
Dy(Fo, X)= -
woX0=y, A Faxy 1

dy; .

Whether we use (3) or (4), the essential problem that we
must solve to obtain D, is the computation of {A¥) or
(AV’). From a purely formal point of view, a straight-
forward way of obtaining ( AV') (the same is valid, muta-
ti mutandis, for (AV’)) is the following: we set some cri-
teria to select a representative point in each associated re-
gion, and compute the probability that f(X) is above f,
at a point whose coordinate difference with respect to
that point is AX (now X stands for all DOF;
XERXXR,), which we call P,(fy,AX) (the possible
dependence on X shall be omitted). Then we may write

_ d
<AV>=fOP,(f0,AX)H dAx; , (5)

i=1

where O represents the region such that for X €0 the S’s
corresponding to X (representative point) and to X+AX,
intersect.

However, to express P, in terms of the correlations of
f(X) is an extremely complex problem. P/, the homolog
of P, when computing { A¥V’), is more directly related to
the correlations of f(X) than P,, but still, the integral
equations expressing this relation are complex enough to
make this procedure quite inconvenient in general. A
more useful procedure consists in obtaining the probabili-
ty distributions of AV, P(AV). If we knew all the mo-
ments, { (AV)"), of this distribution we could write

e*AV/(AV) 1% AV
=V L —_ 5
P(AV) (AV) [:OCI i (AV)
where
1 Lo avyh)
C,= A=
boa Lg'o T (Av)Y
with
Lx)=S A'x', (6)

L, (x) being the nth-order Laguerre polynomial.

Denoting by P(f,,...,f,/f1,fo) the probability of
3 - .., f, being above f, conditional to f, being above
fo» where f; is the value of the field at X/ (X includes all

DOF), it is quite simple to show that for n =2
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7 _{an" _ f P(F F /T T )InI f[dij Ax/=x/—x] )]
1= (AV) [0X --- X0], _, prrodnfll oj=2i=1 v L
—

where [ ], _; indicates that the Cartesian product is taken
n—1 times. We shall find that the probability distri-
butions  P(f,,...,f./f1,fo) [or rather, the
P'(f,5,...,f,/f1,fo) corresponding to A¥"] allow a rel-
atively simple expression in terms of the correlations of
f(X). We may then compute, in principle, all moments
of P(AV) with n =2. However, {AV), which is the mo-
ment that we need, cannot be obtained directly by means
of an integral over 0 of a simple expression in terms of
the correlations of f(X). Using all expressions (7), with
n =2, we may obtain, by means of expression (6), P(AV)
with (AV') as parameter. But, if we used P(AV) to com-
pute (AV) we will not obtain an equation for (AV'), but
an identity, since the procedure for obtaining P(AV) im-
plied by expression (6) is valid for any values of the mo-
ments. To be able to obtain (AV) we need some addi-
tional information independent of the higher-order mo-

ments. Usually, this information is presented in the form
of restrictions on the possible forms of P(AV). If we
knew that P(AV) has to belong to some n-parametric
family, we shall need to compute only up to the n +1th
moment to determine it. In fact, in most examples in this
work, we shall only need I,. We shall then write
I, ((AV)?)
(AV)=—, g=——5~ (8)
g (AV)?

Knowledge of fairly general properties of the field in
question is usually enough to compute g. The relations
obeyed by (AV’) are formally the same as those obeyed
by (AV)

I' 12
<AV'>=g-}, ={8rs
9)
fP(fz/fl,fo)HdAx, , Ax;=Ax?
i=1
J

fiaxa—c)c'”2

P'(f,/f 1. fo) is the probability distribution of f,, condi-
tional to £, =f,, evaluated at f,= f,.

So far, we have described the procedure for obtaining
the probability density of structures in any random field.
From now on, we shall restrict our attention to GRF’s.
In Ref. [4] we used expression (3) to obtain the probabili-
ty density of cylindrical filaments in a GRF (d =5). But
there, instead of computing (AV) for the whole five-
dimensional space, we made the following approxima-
tion:

—erfc( v )

Ds(v)= f vy ¢

_ 1 erfc(v) 1 1
Q
~3Cary, 2 daTard

DIy,

where the subindexes 2 and 3 refer, respectively, to rota-
tional and translational DOF. D;(v) is the probability
density of cylindrical filaments with a fixed orientation.
Furthermore, we implicitly set g =1, which is very far
from the truth; in this example we have g =4%. Howev-
er, apart from these details, we do not have much to add
to the description given in Ref. [4] of the method in ques-
tion. Expression (18) in this reference gives an accurate
approximation for P(f,/f,,f,) (the notation was
different there)

fo C | AB

2

erfc

C1/2

- exp
P(f_z/f_l,fo)z%erfc A(I—B)—o_—q‘ —+
with

A=[2(1—0%, /01712,

_%n

=—,

_ 2(BA)?
C=—T——"—""7.

1+2(BA)?

o is the variance of f, which, in principle, may depend on
X; o, is the correlation between the values of f at X!
and at X?=X!4+AX, which may also depend on X.
Denoting by W(K,X,8) the window function corre-
sponding to S(X,8), which is simply the Fourier trans-

V2m(fy/0)erfe(fo /V20)

(10)

f

form of the function whose value is 1 inside and O outside
S, we have for 0,0 ,,

au(x,AX)=fRNW(K,x,B)W(K,X+AX,B)P(K)dK

(11)
U(X):UlZ(X,O) >

where P(K) is the power spectrum of f(X).

We must remember that X stands here for all DOF,
but the Fourier transform refers only to the translational
ones; in RY (usually N =1,2,3). It must also be remem-
bered that this approximation assumes that the scale of
variation of o, with respect to X is much larger than
with respect to AX.

Expression (10) is quite complex, and it is not even ex-
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act. The expressions required to compute higher-order
moments of P(AV), which one needs sometimes, are very
complicated. So, as we have anticipated, the procedure
which makes use of {AV’) will be much more convenient
in all but two cases: the high-level case, and the case of
one-dimensional differentiable GRF’s. In the first case
the procedure is no more complex than that based on
(AV'), while in the latter case this last procedure is, as
we shall see, impossible to use. For high f,, expression
(10) is reduced to

fo

o (12)

0,2

—

g

P(fy/f1.f0)_ = erfc
fo

This is the expression we shall use in Sec. III.

To use the procedure based on {AV’) we may need to
obtain some of the joint conditional distributions P’.
Since the set of fields f7, . . ., f, follow a Gaussian mul-
tivariate distribution, obtaining P’ is immediate,

P(Fyy oo Fud T Fo)=—2R=0Q)
(fZ fn/fl fO) [(217)"A]1/2

-1

ﬂ( _f%/o,Z)

1l
i

Q (fif;), A=detC. (13)

< —1
%EI(C )U’ Cl]
L] =

C is called the covariance matrix. For n =2 and 3, which
are the values we shall use, we find

"Ff.JF. Fy= 1 L
Pt = = a7

VW
4 1-w/2

Xexp

’

Y

P (ff3/f1.f0)= A

exp

1
—27TA—1/2 Wl W2W3 ] 9 (14)

3 ..
AZ% 2 (WJ+Wk—WI)W,|8‘1]21(3‘_2W1W2W3 ’
i k=1
with

ag; .
1——Ui2k— |85 . (15)

W,=

-

3
jk=1
We shall use these last expressions for computing

((AV")?).
III. HIGH-THRESHOLD LIMIT

In many of the problems in which one may be interest-
ed in the probability density of structures, these struc-
tures are quite rare and sharply defined. For GRF’s we
may consider as rare structures those for which v 4. In
this section we shall obtain the asymptotic expressions
for D,;(v) when v— . In the following section we shall
find that the fractional difference between the asymptotic
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and the real expression is of order v~ 2.

To obtain the asymptotic expressions we only need to
know the first-order dependence of W(AX) on AX. At
this point we find a qualitative difference between
differentiable and nondifferentiable GRF’s. In the former
case all the first derivatives of W (AX) are zero, unlike in
the latter case. The origin of this difference may be illus-
trated with the case of one-dimensional fields. For
nondifferentiable fields the correlation between the
filtered fields at two points is at first order proportional to
the fractional overlapping of the intervals of length L
centered at them (for a white-noise spectrum (see Ref.
[3]), the proportionality constant is 1). This implies that
the derivative of W, which is equal to minus the deriva-
tive of the normalized autocorrelation, is a constant
different from zero. On the other hand, it is trivial to
show that the first derivative of the correlation of a
differentiable field is zero. So, at first order, W < AX in
the former case, while in the latter W < (AX ).

In general, for nondifferentiable GRF’s W is, to first
order, proportional to the nonshared volumes inside the S
corresponding to f; and f,. A very general expression
for W(AX) is

W(AX)~ Wy (AX)=

J 172
S UXAX;)? ‘

i=1

d
+ 3 Ulax,|. (16)
i=J+1

The U; are some constant coefficients. A typical situa-

tion is that in which K;=U, for i =1,...,J, in which
case the first J DOF corresponds to an isotropic sub-
space.

For differentiable fields, since the first derivatives of W
are zero, we have

d
Wo(AX)= 3 U;(AX;)*. (17)

i=1

In this case there is no formal difference between the two
types of coordinates considered in the previous case. A
common situation, as much in differentiable as in
nondifferentiable GRF’s, is that in which there are pairs
(or multiples) of coordinates such that for AX; <AX;
W (AX) is independent of AX T These situations, which
are particularly simple to handle, together with those ex-
pressed by (16) and (17), practically exhaust all the possi-
ble situations one may find.

The coefficients U; may be computed in general by
deriving expression (11) with respect to AX;, once (16) or
twice (17); derivation under the integral sign being possi-
ble only for differentiable fields. In some cases, however,
simple geometrical considerations are sufficient (see Ref.
[3D.

As we shall see shortly, the computation of I, and I} in
(8) and (9) at the high-threshold limit is very simple. It is
the computation of g and g’ which requires some atten-
tion. We shall start by dealing with this problem in the
case of nondifferentiable GRF’s.

The computation of g and g’ for differentiable GRF’s
is, as we shall find, both mathematically and conceptually
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quite simple. In the case of nondifferentiable GRF’s, the
computation of these quantities is still fairly simple, but
we cannot say the same about its conceptual foundation.
The reason for this is that in this computation we have to
use some knowledge about P(AV) which has been ob-
tained through our work on Poissonian distributions
(Ref. [3]) and the nondifferentiable GRF which is their
high-density limit. Whatever we may say about P(AV)
in this last case may also be said about any
nondifferentiable GRF, since at the high-v limit the shape
of P(AV) does not depend on the spectrum. So all di-
mensionless ratios associated with P(AV), as g and g’
will be independent of the spectrum.

We cannot discuss here the details concerning the for-
mation of structures in nondifferentiable GRF’s that
would be required for a proper understanding of the
forthcoming computation. What we shall do instead is to
state the results needed to this purpose. One of these re-
sults is that the volume AV in a d-dimensional problem is
proportional (with some geometrical coefficient) to the
product HfIZIZ,-, where the Z,’s are independent quanti-
ties, each following essentially the same probability distri-
bution as the volume (length) of an associated region in a
one-dimensional problem. This last quantity may again
be expressed as the product of two quantities indepen-
dently distributed: the distance between the extremes of
an associated region X; and a factor f; which accounts
for the fact that the associated region occupies only a
fraction of this distance. The probability distribution of
X; is given in Ref. [3] [in the form of P;, see expression

9)]
P(X)=Va/me i

i

(18)

where u is a constant. The probability distribution of f;
is

P(f)=1, P(f))=f72" fori>1. (19)

AV is then proportional to H;’: X:f; and the joint prob-
ability distribution of all these quantities is simply the
product of all their probability distributions. So drop-
ping the scale u, which is irrelevant here, we have for g

_ {@ary®)

- (av)?

d
[ II PX)P(f)(X,.f, VdX,df,

i=1

d
f [1P(X)P(f)X, fidX;df;

i=1

2

(d=2)i—1+1
2 fP(X,- WP(f,)fEXPdSfdX,

B i=1 fP(X,' )P(fz)ftXtdflXm

(20)
|

=48yt

f_wm f_wwf[(Ax%+ ..

. 277.1/2

U= rJs2) "’
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The computation of g’ is a little more complicated. Now
we have for AV’

d
AV' <X T[] X;f; ford>1,

i=2

AV'=X, ford=1, 21

d —X;

P(X|, X, fi)=¢ xlx%(d—l)n e‘/_ X712P(f,),
i=2 YT

where all the scales in P have been dropped. Only the
first factor in AV’ differs from those in AV. The origin of
the other factors is the same as in (20), and their deriva-
tion is relatively simple. The situation is quite different in
regards to the factor X, and its corresponding distribu-
tion P(X ). This is the only distribution in (21) that de-
pends on d, and although one can justify it to some ex-
tent, it has essentially been chosen because it renders the
correct value of g’. However, it may be worth mention-
ing that P(X) leads to the exact distribution at least for
one dimension and in the large-d limit. In this latter case
we must have g'(d)=g(d —1), and a similar relation for
higher-order moments,

JPX, X, f AV

d
I1 dx.df, laurl
i=2

d 2
I1 dx.df; ]dxl ]

i=2

g'=
[P, X,, AV

d

=

64

13

(22)

We may check that the probability distribution given in
(21) is exact, as there are grounds for believing, by com-
puting with it the dimensionless quantity
Tl +1

2

d

= SAV)CAV')) _

845
((AV")?)?

432

(23)

At the end of this section we shall use (14) and (15) to
compute A’ for a particular example, so as to be able to
check (23).

To compute I, we only need to insert expression (16)
for W into the high-threshold limit expression for
P(f,/f1,f0), (12), and to substitute it in (7),

Il=f_°o fjo erfc

where the integration region O in (7) has been substituted
by RY, since in this limit the integral converges well inside
0, and the exact shape and size of O are irrelevant. Using
now the following multiple integral identity:

i=1

d
%W(‘)/Z(Ax) ] [IdAx, , (4

d - 0
'Ax})l/2+|AxJ+1,+"'[Axd|]HdAxi=Q(J)2d“~’(J 1) fo F(s)s4-1ds |

i=1 (d—1)
(25)
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where (J) is the total solid angle in J dimensions.
Knowing that
[ erfe(v/s )54 ~1ds = 24— 26)
0 2%
we obtain immediately I, and using it in expression (8),
together with g [given by (20)], we obtain (AV). Insert-
ing it into expression 2 with A4 (f,)= erfc(v/\/2) we

find for D (v)
d
HUi 2J—1d!(%)d—l
- i=1 2d v
DaV =g hada—ma—1n ¥ T |3 @7

To obtain the probability density Dy(v) in the reference
space RY we only need to integrate over the IDOF as in-
dicated in (3). The dependence of D,(v) on X enters
through v, which is just f,/o(X) and through the U;.

A particularly simple case is that in which d =N =J,
that is, all the DOF are translational and isotropic.
Dy(v) is then the probability density of N spherical struc-
tures in RY. In this case we have

U =U(N)=2NWN -1)S
i NQ(N —1)
(V-1 (28)
D (‘V)Z 13 Q(N)(N—‘I)S 2N
N (2N —1)N1Q(N) | NQN—1)
Xerfc AR

where S is a quantity depending on the spectrum, which
for a white noise is equal to 1. Expression (27) has been
used in Ref. [3] to compute some coefficients. But there
we did not include the factor (¢ )¥~1 so that those
coefficients were reduced by this factor. To compute I3,
we use expression (14) in the limit of small W,

I14Ax; . (29

, 1 o e
1= 2‘/7.[ f \/Wo AX)

Using (25) again, we have

— (/W (8X) 4

1 ol (-1 o, —sgd—1_ds_
II=—= Ss 3
Ty e @ a—nide e s 00
i |V
i=1

and since

1 [esdnt ds _ (2d —3)

2vV7r Jo Vs 24

Substituting I, and g
ing (4) with P(f,)=e

as given by (22)] into (9) and us-
2 /vV21r, we find

HU d1i(18)d=
i=1

2
Dav)=¢a Hza—nma =" 5o =Da(4),

noting that
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2
—x
erfC(x)x:oo\/L;T - X

1+0 (32)

3

We realize that at the limit at which they are valid, ex-
pressions (27) and (31) are equal. In Sec. IV of Ref. [3] we
used expression (27) to compute some geometrical
coefficients, but we did not explain there the rationale of
the method.

We shall now compute g and g’ for differentiable
GRPF’s. In this case, unlike in the previous one, AV, and
AV’ cannot be expressed as the product of d quantities
independently distributed. The reason is quite clear: in
the previous case the level sets were not manifolds, but
fractals of dimension d —. Their geometry is so com-
plex and it fluctuates so much from one region to another
that, for a fixed value of the global maxima of the region,
its length along a particular DF fluctuates by a consider-
able amount. This fluctuation is large enough to prevent
any correlation between the length along the different
DOF. Hence, these lengths are not correlated with each
other. In the present case, however, for v high enough,
the associated regions are made up of a single connected
region containing just one maxima. The lengths of a re-
gion along different DOF are functions of the height of
this maxima and, hence, they are totally correlated with
each other. For a region whose maxima have a height
v+s the length of the region along the ith DOF, 2L,, is
given by

i 2
A Li=s, L;<

where A, is the second derivative of f (in units of its rms
value) with respect to x;. AV is then proportional to

d
AVe]]

i=1

s |12
— . 33
A, l (33)

The probability distribution P (s,A;) will be considered in
more detail in the following section. But in the limit we
are considering the probability distribution of A; is arbi-
trarily peaked (for an arbitrarily high v) around its mean
value, which obviously depends on v. So only s and its
probability distribution are relevant to the computation
of g. P(s) has the general form [see (75)]

P(s)= {(v+s5)+0[(v+s )d_z]}e*(v+s)2/2

N s? —4 _
~y? [14dE=—Z+0(v ) e ™. (34)
v 2

But at the high-v limit, and neglecting irrelevant scales
we have

P(s)xe ",
_Aav®) _ U *Sds] U e ddsl
(av)? [ e'ssd/?’-ds]2
_ T(d+1) (35)
r? %+1
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To compute g’ we must take into account that AV’ is the
limit of the ratios between the volume of a region whose
field values are between v and v+Av, and Av itself.
Now, this volume must be proportional to the sum over
all DOF of the product of the thicknesses of this region
along each DOF multiplied by the projected area
[(d —1)-dimensional] of the level set f(X)=v on to the
subspace in which this DOF is constant. For the men-
tioned thicknesses AL; and areas 4;, we have

Av s(d—l)/Z

i~ 1.5)172 4; A2
(A;5) IT A
J

AL

so making Av go to zero we have for AV’

sd/2—1

ﬁ 172 '
A

i=1

AV' «

(36)

Recalling what was said about P(s,A;) at the high-v lim-
it, we find

[f e_sds] [fowe_ssd‘zds] _Td-—1)

[f e*ssd/Zﬁlds]z r%d/2)
0

From this expression we see the peculiarity of the one-
dimensional case, since ['(x)— o as x —0. So, as we
have anticipated, the method given by (4) cannot be used
in this case. The case d =2 is also peculiar, since from
(36) we see that AV’ does not depend on s, so that the nth
moment is simply (AV’)".
In an equal fashion we may compute /'
_ {avy )}y _ Td/2rd —2)
o @ar)? rd—1)
We shall later have the opportunity of checking this re-
sult.
To compute I, in the differentiable case, we only need
to insert (17) into (24), and use (25) to transform the in-
tegral

[

(38)

d o0
I,= ——d% fo erfe(s)s? " ds ,
H U; v
i=1
(39)
r d+1
fwerfc(s)sd—ldSZ _2
0 Vrd
So, inserting this result and (33) in (2), we find
d 172
11U _
i=1 Vid!
D, . wd d ;
Q(d)2 d~+1 r d 1
2 2
Xvlerfc | —= (40)

For N-dimensional spheres in N-dimensional homogene-
ous and isotropic GRF’s (d =N; L =0)
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N 172
U=UWN), (TIU| =[UWN"?,
i=1
14d*w 11 12
UN)=5 12 (== i (r)

Since the window functions corresponding to two S’s
displaced (in RY) with respect to each other by an
amount AX, differ only in the factor exp[ —iK-AX], it is
easy to show, by differentiating twice with respect to r
(=|AX|) under the integral sign in (11), that

0. €91¢.)
UN)=>-—5—,
41)
[ PrUOKN+ 1K
(K)(N)=

[ PrKKY Tk

Generally we shall simply write {K”’); the value of N be-
ing obvious from the context. Pz(K) is the power spec-
trum of f(X), that is, of the field which results from
filtering f(X) using the window function corresponding
to an N sphere of radius R,

Pr(K)=P(K)WXK,R) ,

y QUN) d¥7! (1—e
(V2m)V dg N1 K
For the particularly interesting cases N =1,2,3, we

have
2 1/2
<—)T~erf

2V

(K?) ,
8w

K2\372
D (v)~-<—iv3erfc X
T 20232 V2 |

At the high-v limit there is just one connected region
in each associated region. So the probability density of
N-spherical structures in isotropic N-dimensional fields is
simply the probability density of connected regions (ex-
cursion sets) of the filtered field (f(X)) above level v.
Expression (40) must then display the same asymptotic
behavior as the standard expression [9] for the probabili-
ty density of excursion sets, as is obvious in (43).

Computing I and using it together with (37), in (9) and
(4) we find for d > 1

)

W(K,R)=(—i)"

v

D(v)= %1

‘/

D,(v)= verfc

(43)

, 2471 Q(d) © o4 ds

I\= Vo [ d 172 f 5471 ==
v, | +!
i=1

_Qa) 2972 |d—1
2V 441 2 ’
; - 44)

T i[=[1U,~ r'd—1) i,

Dy(v)=~ ¢ —=D,(4)

Q(d)2°7°r

d—1
= I
2 ]

d
2
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Now, since
2%(d —2)! _ dd!
d—1 d d+1

2 2 2

d

FZ
2

r r? r +1

We realize that (40) and (41) have the same asymptotic
values; that is, they are equal to the extent at which they
are valid. From expression (44) we see that the method
given by (4) is not valid for d =1. This we have already
seen in the expression for g’ (37) which contains
I'(d —1). Now we find it in the fact that the correlations
between arbitrarily close points, which are arbitrarily
large, cause in this case the logarithmic divergence of the
integral in I, as we may see from the presence of the fac-
tor I'[(d —1)/2]. One might expect D,(v) to be equal
to the limit of (44) for d — 1. Since the limit of the ratio
of the two mentioned factors is ;, this is actually true.
However, the meaning of the mentioned limit is not clear
since, to admit a proper interpretation, d must be an in-
teger. So, although this procedure seems fairly plausible
and may be much simpler than that given by (2), we must
remember that in the one-dimensional case, only this last
procedure is entirely justified.

Before closing this section, we shall illustrate with a
few examples the use of (15) for the computation of 4’ at
|
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the high-v limit. As we have seen, h’ is not necessary to
compute D,(v) at this limit, but it may be useful in more
general cases. Furthermore, the value of h' obtained in
this way will be useful in checking the validity of the dis-
tributions P(AV’) given in (21) and in (37).

Using the definition of A’ and expression (7) (or rather
the homologous expression for AV’), we have

_Lav)ary?) _ I
((AV")?)2 ay?

(45)

The computation of I} has already been carried out in
computing D;(v). To compute I we use (15) in the form

that it takes at the low- W, limit,
3

SR>

Wiz 0 k=1

(W, + W, —W,)W,|6(%] .

For circular structures in two-dimensional differentiable
GRPF’s, we have

12 —_
W, =Ur?, r,-Ei > (Xj—Xk)8{2"3, =,

Jk=1
W,=Ur3, W,=Ur}, (46)
W,=U(r3+r3—2ryrycosf) ,

0 being the angle between r, and r;. We have then for I}

*(v2/4)[U(r§+r%—2r3r20059)/(l—c0529)] 2

[U%r3r3(1—cos?0)

For spherical structures in three dimensions the W;
are, again, those given in (46). 6 is, as before, the angle
between r, and r;. We then have

, _ 4m(2m)
) = 27(2) f f f Crir3sinfd0dr,dr,

where C is the parenthesis in the integrand in (47). We
see that in both cases, 4’ agrees with the value given by
(38). This is hardly surprising, since the derivation of
P(AV') leading to (36) does not present doubts. The case
of nondifferentiable GRF’s is more interesting because, as
J

]1/2

4x— 1+x —(1+x2—2xy)!/2]2}24 7372

ryridrydryd 0= T

(47)

=
we have said, the derivation of (21), which we used to ob-
tain (23), was much more involved than in the
differentiable case. So any test of the validity of (21), in-
dependent of the one provided by g’, is to be welcomed.
The simplest case that we may use to this purpose is the
one corresponding to d spherical structures with d > 1;
the one-dimensional case giving no new information. We
now have

W,=Ur;,

w,=Ur,,

W, =U(ri+r5—2ryr,cos6)' %,
A=U*4ryry—[ry+r,—(ri+r3—2ryrycos6) 2%} .

After some manipulations, I5 may be reduced to

na=| o

[Q(d)]z(d 2M2d — D]

U8(d — 3 )1
d—1 _ I’ d
Iy = E DRI gy 2D
Uy [I}(d)]?

1+x _2xy) —1/2(1 —y )(3 d)/2

Q2mFPd  pd)= [

dx dy

1 for d odd

0 for d even,
(49)
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This result agrees with (23) within the accuracy of our
numerical evaluations of I5(d) (=0.1% for d <12). If
more accuracy is required for 2’, (49) must be used.

From the above examples, one may realize how much
work may be saved just by using the knowledge about
P(AV') that may be obtained through general considera-
tions. We may also note the following mathematical cu-
riosity: the form of probability distributions P(AV’), as
much for the differentiable as for the nondifferentiable
case, depends, at the high-v limit, only on d. So any di-
mensionless ratio, like g’ or h’, is a unique function of d
which may be obtained immediately from P(AV’). Now,
since all these quantities may be expressed algebraically
in terms of the I;, which are given by 2i-multiple in-
tegrals, for each of these quantities we have an identity
relating algebraically integrals of different multiplicity.
The details of the particular example that one may use,
which are contained in the functions W;, cancel out, to
leave the function of d corresponding to the quantity that
one is computing. This fact may not be easy to prove in
an independent manner, and it provides a useful tool to
compute some multiple integrals. For example, we could
have obtained the exact value of I [in (49)]; by using (23)
(assuming it is exact).

We have seen in this section that the differentiable and
nondifferentiable GRF’s display a sharply different be-
havior: the linear dimensions of their associated regions
scale with v~ ! in the former case and with v~ 2 in the
latter. One could wonder how is it possible that a quali-
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tative property translates into a quantitative one. After
all, by adding more and more power on small scales, we
can make a differentiable field look increasingly like a
nondifferentiable one. But this is true only for a fixed
value of v. No matter how much the field may resemble a
differentiable one at some level, its differentiable charac-
ter will dominate for sufficiently high levels. The clear
cut difference between the two types of fields appears
only in their corresponding asymptotic expressions.

IV. THE GENERAL PROCEDURE

For moderate values of v, the approximations used in
the previous section are no longer justified and a more de-
tailed analysis of the problem is required. To this pur-
pose we shall study separately how the computations of
I} and g’ are affected by the finiteness of v. Then we
shall present a general expression for D;(v) which con-
tains some coefficients, and show how they may be evalu-
ated using the results of these studies.

When we computed I in Sec. III we made two approx-
imations: the functions W (AX) were substituted by their
lowest-order approximations, and expression (14) was re-
placed by the integrand in (29). We shall start with this
last question, using the full expression (14) while keeping
expressions (16) and (17) for W;(AX).

Forgetting about overall constants, which are given in
(27), we have for nondifferentiable GRF’s

(50)
E[(v*+1)/2]

1 e —u0272) 1)
I] —_— -
1(v)o<fo (1+u2)"u du ,
E[(V¥+1)/2] ( _10i AT -
Iv=I,(4) |1+ > (—1)d +2i 3)..d2(f';i2) [d+2(i
i=1 L

DIir+D|, rR=

1
V2

where I'|( A) stands for the asymptotic form of I} [given by (30)], and D stands for all exponentially decaying terms
(EDT’s), which are irrelevant to the computing procedure we shall present here. To obtain (50) we have used (25) to
transform the relevant multiple integral into a single one, and made the change of variable: u?=s/(1—s/2). For
differentiable fields we proceed in a similar manner (now we have u2=s2/1—s2/2) and find

2
N
I e T d-2
1(V)<I fo (1+u2)d/2u du , a
E[(P+1)/2] ( _1)\i(n: —am L. . E[(V+1)/2]
Iwv=I(4) |1+ > (—1)"(2i +2d 3)..f1'(¢21i+1) (d+z+1)+R+D R~ _12_
i=1 1V v

For d odd, I'{(v) may be expressed as a finite combination of elementary functions, but, to our purpose, what we need
are the expansions in powers of v 2. The fact that these series do not converge and, hence, for a finite value of v have
some irreducible error, is irrelevant to our purpose.

Now we shall consider how I} changes when approximations to W;(AX) more accurate than (16) and (17) are used.
Writing W in the form

d d
WAX)=Wo(AX)+ 3 Uyl(Ax,?77(Ax;)* 7P+ 3 Uy l(Ax, 2P (Ax; 2P (Ax, >~ 7|+ 0(|AX |42~ P)) |
Lj=1 ij k=1

(52)

where the qu‘antity P is equal to 1 for nondifferentiable fields and to O for differentiable fields. For nondifferentiable
ﬁelfis expression (52) is true only provided that the surfaces defining the structures are differentiable at the points at
which they intersect when they experience an infinitesimal displacement with respect to each other. If this were not
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true for displacements along the ith DOF, (52) could contain terms which are odd with respect to Ax;.
For differentiable fields the terms of different orders in the expansion for W (AX) are alternatively positive and nega-

tive. For nondifferentiable fields the sign of terms of order higher than 2 is not constrained, but in both cases the U;;

ij

are negative. This means that when we use (52) to compute I} we obtain a larger value than in (50) and (51). At least in
the differentiable case, this enlargement of I is always more than enough to compensate for the opposite effect implied

in (51). So, the actual value of I is larger than I}( 4),

ex VW
L= [ | awa] dhx, =13 4) |1+ 2+ 22 10| L |4 p
% — .= R _ -
"ovrdo (wa—w/2))12 ,I=Il Y0 vt 6
A, =—[Z,(4Pd*+2Pd —2)+2P " 1d(2fd—1)],
z,=—L _|30,+230,|, U=-21 (53)
! d(d+1) i#j i=1 o ij_ Uij
(2Pd +3)M (2%d +2) (2Pd +5)M1
A, =[8Z31—16(Z,+2Z,)—6]———""+[6(Z,—L)P+8(Z,—2Z,)]———+8(Z, + 12—
2= [8Z] i ](fu—zms (2, =3 ! Z]Mfw —2) 2 16(2Fd —2)n
Z,= 1 S T, +6 é +6 z = Ui
27T T3 7 L1vg LAy zk u i |» 1 =Zr 7 7
dd+1)d+2) |, =, 7 2T A U,U; U,
iFjFk#i i#j

where, as on previous occasions, the region O [see (5)] has
been changed by R% only the EDT’s are affected by this
change. To derive this expression we have inserted (52)
in the integrand, expanded it in powers of v~ 2, and in-
tegrated each term using the multiple-integral transfor-
mation (25).

In those differentiable cases in which the U;; are in-
dependent of the indexes, which we shall call isotropic
cases (even when the values of the U;’s may be different),

the value of Z,, is given by
1y ((cose)21n+l)>(K2(n+l)>

Z:
= 2(n +DNU@@) " !
2n +3
:(_l)n(zd)rr!-l 2 r <K2(n+1))
Va(2n +2)! d (K2yn+1
Cln+=+1
2
1|2 |<kH
2= d+2 | (K22’ (54
W(r)—zz [U@)r2) ™+, Zy=1.

i=0

U(d) and (K") are as in (41), and (cos"@) is the mean
over all the d-dimensional solid angles of the nth power
of the cosine of the angle between a given axis and an iso-
tropically distributed d-dimensional vector. It is clear
(Chebyschev’s inequality) that |[Z,|>[1—2/(d +2)]/2.
So, as we anticipated, 4, =0.

We must now study the dependence of g’ on v. To this
purpose one must use all the knowledge about P(AV’')
that may be derived from the general properties of the
field, so as to be able to constrain it to belong to the
smallest possible family. We shall find that in the
differentiable case P may be, in principle, determined en-
tirely, by general arguments, while in the

nondifferentiable case the most one can do on general
grounds is to constrain it to belong to a monoparametric
family. This difference is an instance of a deeper one
which will manifest itself again in the fact that while in
the former case D;(v) depends on the Z,’s only through
EDT’s, in the latter this restriction does not hold. Both
differences of behavior stem from the contrivances
displayed by the fluctuations of the values of the field and
its derivatives in differentiable fields, which renders them
essentially simpler objects than nondifferentiable fields;
the mentioned contrivances lacking any meaning in these
last cases.

We shall first consider the nondifferentiable cases. In
these cases, the origin of the v dependence of g’ may be
traced back to two different sources: one of them is
present even in the one-dimensional case, while the other
is present only in multidimensional cases, where it is su-
perposed on the previous one. This superposition
translates into the fact that the factor carrying the depen-
dence on v of g’ is the product of the factors correspond-
ing to the two mentioned sources. This fact may be
shown by considering the high-density limit of Poissonian
distributions of points (Ref. [3]).

The first factor is the one that carries all the depen-
dence of g’ on v in the one-dimensional case. So, we may
obtain it by considering this case. Comparing expression
(50) in this case with the exact expression for D(v) in a
white noise GRF (see Ref. [3]) we find that, except for
EDT’s, g'(v) is given by

g'v)=2G(v),

(55)

hd {2 — 1M
Gv= 14 3 (S22
i=1 VZI

We have used (50) instead of (53) since for the case we
are considering all Z, vanish. On the other hand, it is

not difficult to realize (using arguments of the sort used in
Ref. [3]) that the Z, may enter the factor in g'(v) we are
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considering only through EDT’s. So in any
nondifferentiable GRF the factor relevant to our method
is G (v).

To obtain the contribution to the v dependence of g’
coming from the second source we mentioned, we shall
write g'(v) in the form

(V=g (AF (MG (v)
gvTe v (56)

d _
(A4)= (eyd=t,
g d _ % 13
In the same manner as g'( A) is essentially the product
of d —1 equal factors, with g( 4) being equal to the dth
power of this factor, F(v) is essentially the product of
d —1 equal functions of v; the dth power of it giving the
v dependence of g (v). However, although this fact could
be used, especially for large d, to obtain a simple approxi-
mation to F(v) it is clear that this nice dependence of
F (v) on dimensionality cannot be exact. To obtain F(v)
properly we need to obtain the expansion of h'(v) in
powers of v~ 2. To this purpose we only need operating
with I3 in an analogous manner as we did in (53) with 7.
We shall not present this expansion here, but we shall
show how its coefficients are related to those of F(v). To
this purpose we must have some insight as to its origin.
Considering a two-dimensional field and AV instead of
AV’ we realize that the form assumed in (20) for AV can
only be true for very high v. The linear dimensions of the
associated regions are, for v high enough, proportional to
Iv~2, I being the linear dimensions of the body defining
the structure. If we were to measure AV by displacing
the body from left to right through the associated region
and measuring at each point its length in the orthogonal
direction, the situation represented by (20) corresponds to
one in which all these lengths fluctuate simultaneously,
following the same distribution as the total length from
left to right but independent of it. But, as v decreases the
length of the associated region becomes a sizable fraction
of the length of the body. So as we move it from left to
right the lengths in the orthogonal direction are increas-
ingly less correlated with that corresponding to the initial
position. We may qualitatively describe this situation as
being intermediate between one in which AV may be ex-
pressed as in (20), and another in which AV is the sum of
two independently distributed volumes AV, and AV,,
each being distributed as in (20). A simple model for this
mixed situation would be one in which with probability P
we have the first situation, and with probability 1—P we
have the second. This is a good model which we shall
consider later on. But to obtain the exact value of the
coefficients of F(v) we cannot indulge in modeling. From
a careful consideration of the circumstances we have
mentioned we learn that AV'=AV|+rAV), r being a
function of v. There is a little bit of modeling in this ex-
pression, but it does not affect the first coefficients and, in
general, we shall regard it as exact. To obtain r(v) we
compute h'(v) using the above expression for AV’ and
the probability distributions of AV, AV’ [which are both
given by (21)] and equate it to its value as given by (45).
This leads to a quartic equation for r (v) which, with the
forthcoming definitions, renders the following expressions
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for the first couple of coefficients in the expansion of 7 (v):

g'[h'—h(Wr*(v)+[h'g' +3—4h(v)]r3(v)

+ 6——§h—(,vl—2g’l7(v) riv)
g
+[h'g'+3—4h(v)Ir(v)+g'[h' —h(v)]=0
_ ' I,(v)
A=A 27
K(v)  [I(»)]PK (W)
h, h
=p 1+—;+—i+0(v‘6)],
vV v
r r
rv=—+—=+0(v"%, (57)
vV v
. h'glhl
g r3—an
hoh'g'+4h'r by — 12 6—%—2 ’h"
2= h'g'+3—4h'

g’ and h’' stand for g'(A) and h'( 4), and are given by
(22) and (23) [or (49)]. K(v) correspond to (k') 'I(v)
[I{(v)]7? in a one-dimensional white-noise GRF [as
G(v)in (56)]. F(v)is then given by

l;
"=

In the differentiable cases g’(v) is simpler than in the pre-
vious case, but its derivation is much less straightfor-
ward. Of course, we could, as in the nondifferentiable
case, use the expansion of 4'(v) to obtain the coefficients
in the expansion for g’(v), a possibility that we shall later
consider in more detail. But now g’(v) may be obtained
by means of general considerations and we think that
stressing this fact is both interesting and expedient; in-
teresting because it will help to point out and illuminate
some remarkable properties of differentiable GRF’s; ex-
pedient because it enables us to bypass the considerable
amount of work implied in the more straightforward pro-
cedure. To this purpose, however, we shall need to dis-
cuss in some detail the behavior of differentiable GRF’s
around maxima. This we have already done in deriving
(35) and (37). But there we used approximations which
are valid only for very high v: the fluctuations of the A;’s
around their mean were neglected, and only the second
derivatives of the field were taken into account. To see
how the situation is modified for moderate values of v, we
shall first consider the joint distribution of the value of
the field and its second derivative in a one-dimensional
problem

_2r(v)
[14+r(v)]?

2r 2r,—2r?)
1+ 2 1

V4

F(v)=

o(v™%

(58)
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_ e~(f>2/2 e—(k—Rf)Z/[Z(uz—Rz)]
P(f,\)= Yo Vo R )
(59)
o (o2
R=—=—(K?), v=—2=(k*),
4 o

1

where o, and o, are, respectively, the rms values of f
(note that in most expressions f is expressed in units of its
rms value) and A, and o, is their correlation; (K ?) and
(K*) are as defined in (41) for N =1. From this expres-
sion we learn that the mean value of A at points where
the value of the field is f is proportional to f, and that its
rms value is (¥?>—R?)!2. For high f this quantity is a
small fraction of the corresponding mean value of A, so
that one may neglect the fluctuations of A, as we did in
(35).

A result similar to (59) is found for any derivative of
the field. If we could express the volume of the region in
terms of the values of these derivatives at the maxima, we
could use their joint probability distribution to compute
g'(v). Obtaining this joint distribution in full may be a
rather cumbersome task, but we could make the simplify-
ing assumption that the fluctuations of the derivatives
around their mean values are independent. In this case
the distribution in question will simply be the product of
several distributions of the form of (59). We shall see,
however, that, as we said before, this procedure may be
avoided by mean of some general arguments.

It may easily be shown that the probability densities of
maxima, connected regions, and associated regions differ
only in EDT’s. The nonexponentially decaying part (also
called asymptotic expression, although we have reserved
this name for the leading term of this expression) of the
probability density of maxima does not depend on Z,
(only derivative up to second order being relevant to it).
So the same must hold for D,(v). However, in expres-
sion (53) we see that I|(v) depends on Z,. g'(v) must
then be such as to cancel out this dependence. This can
only happen because of peculiar relationships between
the derivatives of the field in GRF’s. For example, the
mean value of the fourth derivative at the maxima ap-
pears in (53) (Z,). But, as we may see in (59), this mean
value is related to the rms value of the fluctuations of the
second derivative around its mean value, which will be
responsible for the presence in g'(v) of a term of the same
order on v depending on Z,. The fact that the depen-
dences of I|(v)-and g'(v) on the Z, cancels out (except
for EDT’s) allows us to obtain their ratio by using the Z,
that are more convenient from a computational point of
view. We shall then choose them so as to obtain the sim-
plest expression for the joint probability distribution of
the field and its derivatives. We shall restrict our atten-
tion to isotropic (in the sense that the (7,-1- are equal; but
not necessarily the U; fields). The advantage of these
fields is that the relationship between the Z, and the
coefficients appearing in (59) (and similar expressions for
higher-order derivatives) is particularly simple. For oth-
er fields the procedure will be similar, but a bit more
complicated.

For d-dimensional isotropic GRF’s we have that the
derivatives in a given direction follow distributions like
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(59) (and similar distributions) but with the correspond-
ing trigonometric factor entering the definitions of R and
V (and similar definitions). A comparison between these
quantities and the Z, (54) lead us to the following rela-
tion:

2ng
<a f>_=f[(2n)!]z,,,1U"(~1)",
f

axfn

82n+{7 _
(e ir), =0

arf ¥ 2 (60)
< ax,»"—<8xi"> >f
=[2nN)Z, _U"—(n'Z, ,, U,

_ _ (k%)
U=U(d) 2

where the averages are over all points where the value of
the field is . For i half integer or smaller than zero, Z; is
zero. An interesting direct consequence of these expres-
sions is that the mean value of the field at a distance r
from a point (taking as reference the value of the field at
this point) is proportional (f being the proportionality
constant) to — W (r).

From expression (59) we see that as V approaches R,
the fluctuations of A, for a given value of £, tend to zero.
In a d-dimensional isotropic GRF, this happens when
Z,= —%. It is obvious, however, from the definition of
Z, and Chebyshev’s inequality that this result cannot
correspond to a real situation, since we may write

_ 1 {cos*9) (K*)
6 (cos’0)? (K?)?

Even if the power spectrum were a & distribution, |Z 1|
will have to be larger than 1 owing to the trigonometric
factor. Nevertheless, although g’(v) as a function of the
Z, is not meaningfully defined for values smaller than the
ones given by (54) with the factor depending on the
power spectrum set equal to 1, there is nothing that
prevents us from considering its analytic continuation to
these values of the Z,. That this is so may be realized by
a qualitative consideration of g’(v) which shows the ab-
sence of singularities in the region to which we are extra-
polating. The mean values of the derivatives cannot be
prescribed arbitrarily; they have to obey the analytical
continuation of the relations they obey for possible values
of the Z,. If we make Z, go to 2(—2)" [(2n +2)!1]7}, the
mean value of the 2nth derivative of the field in a given
direction goes to U”", and its rms fluctuation goes to zero.
This means that the values of the even order derivatives
are a unique function of the value of the field. The odd-
order derivatives have zero mean, their rms values being
U". Their dimensionless correlation is 1, so that they all
fluctuate simultaneously. It may be worth mentioning
that for one-dimensional fields this situation is a possible
one; it corresponds to the power spectrum being given by
a 8 distribution. For the forthcoming discussion it will be
convenient to concentrate on this case; the full dimen-
sionality of the problem will be recovered afterwards. So
far we have considered the joint distribution of the values

Zl=
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of the field and its derivatives for random points. Howev-
er, what we need is the joint distribution of these quanti-
ties at maxima. To this end, we must, first of all, substi-
tute the first factor in (59) by (34). To obtain the distribu-
tion of the values of the derivatives, we must account for
the fact that the even-order derivatives are unique func-
tions of f, which is a simple proportionality, as we see in
(60). The probability distribution of the derivatives of the
field at random points where the value of the field is v
may be expressed in terms of the probability distribution
of these quantities at the closest maxima and the size of
the corresponding connected region which, in turn, may
also be expressed in term of those quantities. Now since
the probability distribution of the second derivative (for
example) at points where the value of the field is v, is sim-
ply a & distribution centered on vR, we must impose
these conditions (and all similar ones for higher even-
order derivatives) on the distribution at the maxima. The
result found is that the mean values of the derivatives at
the maxima are proportional to the height of the maxima;
the same situation as in (60) (for random points at level
v). The first derivative is, by construction, equal to zero,
and, since all odd derivatives are totally correlated, they
must also vanish. This last result may seem surprising,
since it implies the field being symmetric with respect to
the maxima. It must be remembered, however, that the
field we are considering is not ergodic, since its power
spectrum is not continuous. Expressing formally all that
we have said, we have

_ (xR2P N (xR 172y ]

S
f(x)—v 1+;' 1 Y 4!
R —1/2,1/72
L(S)z%_sm,
S
142
—1
AL, |L(s) 1——i] [1 E ,
v

AV'<[L(s)*7'AL, ,

meP(s)ds fowP(s)s‘d"z’

g'(v)~
[waP(s)s(d/z_” [1—%(%d—§)

P(s) is as given by (34). The coefficients entering P(s)
may be expressed (in Sec. V we shall see how) in terms of
smaller-order coefficients in g’(v). For example, to ob-
tain the first two coefficients in g'(v) only the first term
(the explicit one) in (34) is necessary. Combining (62) and
(53) with Z, = — 1 we have

2__
D (v)=Dy(A) |1-24=34%6 , 5(,~41p |,
612
(63)
I{(W=I;(4) 1—%+0(v'4)+D .

g't4)
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L Fo=vs— |v |1+ 5 | | R
v 2!
—(xR1/2)4 )
a0
=v[l+% cos(xR %) ,
dZif(x) X _ (61)
T |, R SD=v

L stands for the distance from maxima of height v+s to
the closest point where the value of the field is v. It is
clear that the above conditions on the even-order deriva-
tives holds. To deal with the d-dimensional problem we
proceed as in (36) but use (61) to obtain the relation be-
tween the value of s and the size of the connected region
along direction i,2L;,

d

AV' <AL T L; »
i=2

- —1

_df(x)

AL, « [ dx

x=L,

To first order in s we have

(62)

1_

4d*—7d +8
6v? '

In a similar manner we may obtain all the coefficients in
D,(v) by setting

Z,=(—1)"2"*/[2(n + D).

However, it is easy to realize that expression (63) for D,
cannot be correct, since it does not render the right ex-
pression in the cases d =1,2,3 which are known. This is
not a drawback to our method since, as we shall find, the
information that we have is enough to obtain the
coefficients in question. But it is still an intriguing fact
that the right answer is not obtained directly.

To obtain the right coefficients we may proceed as we
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did before, but we use an expansion with arbitrary
coefficients for f(x), instead of (61), in which the
coefficients are those corresponding to cos(x). Compar-
ing the coefficients obtained in this manner for the expan-
sion of D,(v) with those of a known case (i.e., d =3), we
may obtain all coefficients in f(x). However, for the first
coefficients, this procedure is not even necessary since a
mere qualitative consideration of the dependence of the
coefficients of D,(v) on d, together with the information
provided by the cases d =1,2,3 lead us to

D, (v)=D,( A)E(v,d)+D],

d—2 (_1)ii+1
E(vd)= |1+ 3 2 [[(d—))
ji=1 1V i

(64)

The coefficients in E are the so-called geometrical num-
bers. But, except for the first two coefficients, expression
(64) is only a conjectured extrapolation. To show that it
is actually correct, we may use the procedure we have
just described, or an alternative and simpler one that we
shall now proceed to describe. The essential idea of this
method is to consider Gaussian fields (isotropic) in d —1
dimensions that are the restriction to hyperplanes of d-
dimensional ones. Is easy to realize that, in the limit we
are considering, the probability density of connected re-
gions (or maximas or structures) in the former case is
proportional to the one corresponding to the latter multi-
plied by the mean length of the region along any DOF,
(L(s)). A similar relation holds for the probability dis-
tribution of the height of maxima, P, (f,v) [see (75)].
Formally we have

E(v,d —1)<E(v,d){L(s))(v),

—evzfzﬁ[e*vz/zE(v,d —1)]xE(v,d){AL(s))(v) ,

(L= ["P(s)L(s)ds ,
0
(AL(s)) ()= [ “P(s)AL(s)ds , (65)

P(s)=P,(v+s,v), Ls)=f vy,

AL(s)= | Y ,
dx x=L{(s)
fx)=(v+s) [1— i a;x?
i=1

These proportionalities, transformed into equations by
factoring out the leading term in each member, render
E(v,d),aq;.

The coefficients in (64) depend only on the dimen-
sionality; the EDT’s bear all the dependence on the
power spectrum [except for U which appears in D,( 4)].
We shall now see how to obtain the EDT’s. To this end
we shall consider the general expression for (AV) in
terms of the mean lengths S; of the associated regions
along a set of independent direction,

d
I1S:(v)

i=1

d—1
1+3 3 Al,...

TS NI

(AV)= 4,

j
X i) I1 S, (v)
K=1

(66)

The second sum in the parentheses is over all the possible
choices of j functions s;(v) with i from 1 to d; the A4’s are
some coefficients. These functions are the { AV )’s in the
one-dimensional problems corresponding to the d-
independent directions; each one of them being complete-
ly characterized by the dependence of W (AX) on the dis-
placement along the corresponding direction. We incur a
very small error if we replace (66) by

d
(AV)Y=A, [ S:(v)

i=1

>

i=1 J

d d—1
1+ 3 4,;5,(v)+ 3 B;S/v)
=2

(67
P

V| vn

S(V)E\/W_/Z—lp‘erfc e
v

V2 ’
where, as before, P =1 for nondifferentiable fields and
P =0 for differentiable ones. The B’s are coefficients re-
lated to the A’s in (66). This expression has been ob-
tained by substituting in all but the first term in the sum
within the parentheses in (66) the actual S; by the ap-
proximation to them which uses for W(Ax;) only its
first-order expression. In this approximation all the S;
are equal except for an irrelevant overall constant. We
may now write

1—erfc ‘L_

erfc

v
1 )
e A N AT

where, for convenience, we are considering densities in d
dimensions (without integrating over the IDOF). Taking
the EDT’s out from (68) and comparing with (64) we may
obtain A4, all B}, and the sum of the 4;. In the “isotro-
pic” cases the A; are all equal for any set of orthogonal
directions. In general, we shall have to use the set of
directions corresponding to the eigenaxes of U;; [see (52)];
the corresponding A; being all equal. By the procedure
we have described, we have reduced the d-dimensional
problem to d one-dimensional ones. Given the W (Ax;)
corresponding to each of the eigenaxes of U;;, we may ob-
tain S;(v) by means of (10) and g (v). But now, in obtain-
ing g (v) we cannot neglect EDT’s, so that one may need
some other moments of P(AV) to compute g(v) accu-
rately.

It is worth mentioning that the difference among the
probability densities of maxima, connected regions, and
associated regions enters only through the S;; the
coefficients in (67) and the function S are the same in all
cases. We may generalize the definition of S; in the fol-
lowing manner:

_ 2P;(v)
Sv)=——F—, (69)

i

) (68)

v
erfc 5
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where P;(v) stands for the probability density of either
maxima, connected regions, or associated regions in the
one-dimensional problem corresponding to the ith direc-
tion. In the last two cases S may be interpreted as a
length (that of the corresponding region); this interpreta-
tion is not possible in the case of maxima. However, this
fact is irrelevant in regard with the use of (67) and (68) in
this case. So by using in these expressions any of the S;
as given by (69), we obtain the corresponding probability
density in d dimensions. So far we have outlined an
analytical procedure for the computation of D,(v). In
general this will be the procedure to follow, especially
when the problem contains many degrees of freedom.
Sometimes, however, if the problem is not too complicat-
ed and one is interested only in a particular numerical
value, it may be more expedient to compute 4'(v,) nu-
merically and use some model for P(AV) to obtain
g'(vy). This we have already done for the
nondifferentiable case at the beginning of this section.
There we wanted the exact values of some coefficients so
that we needed to use a rather accurate form for P(AV).
|

_ [1+r(v)]lhig 2 +riveh g +3(g1 +83)]

h'(vy)=
vo (g} +rivolgh +2r(vy) ]

where g5 and h) are given by (22) and (23); g and k| are
computed using the full expression for P(s) [see (34) and
(65)] and with f(x) given by (65).

V. CORRELATIONS OF STRUCTURES
AND CONCLUDING REMARKS

We have already seen that the method for obtaining
D,(v) by means of the computation of {AV’), although
it is not essential to the main ideas portrayed in this
work, has proved to be very useful; the general analytical
procedure outlined in Sec. IV would not have been possi-
ble without it. We shall now see how a problem of con-
siderable interest, that of the correlations between the
structures, which is substantially complicated when treat-
ed with other methods, admit of a trivial solution when
dealt with the method in question. For example, consid-
ering isotropic fields and using (14), we may obtain the
two-point correlation function by means of the following
argument: considering a spherical shell at a distance be-
tween r and r +Ar from a structure (defined at level v),
we have that the probability for a point within this shell
to have a field value between v and v+dv is equal to
P'(f,/f1,v)dv (where f, is the field f, displaced by r;
|r|=r). This is so because at the center of the shell there
is a structure and its associated region, whose dimensions
we are neglecting, contains points where f is between v
and v+dv; the above result follows then from the
definition of P'(f,/f,,v). The total volume of the set of
points within the shell such that the field takes a value
within the mentioned interval is then equal to the prod-
uct of the volume of the shell by P'(f,/f,,v)dv. To ob-
tain the mean number of structures within the shell we
only need dividing this volume by the mean volume of
their associated regions, (AV’). Normalizing this mean

» 8'(v)=
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In a numerical evaluation of D,(v,), however, we may
use the simplified model that we mentioned there:
AV’'=AV| with probability (1—P) and AV'=AV|+AV,
with probability P, with AV| and AV’ being distributed
like AV’ in (21). We then find

P(vy)=[h'(vy)—h']

, -1
hlg 2+3g: —h'
(1+g')? ’
P(vy)
+ ,
2

(70)
P ( 'Vo)

1=

g'(Vo)—_‘

where, as in (57), g’ and h' are given by (22) and (23). For
differentiable fields we may use the fact that for low v,
when the associated region is made up of more than one
connected region, the behavior of the field somewhat
resembles that of a nondifferentiable one. So we use a
model in which AV'=AV|+r(v)AV); where AV fol-
lows the same distribution as AV’ in (62) [using expres-
sion (65) for f(x)], and AV is distributed as in (21). We
have then

g1 +rivygy +2r(vy)
[l+r(v0)]2

) (71

[
number to the mean number of structures in a randomly
chosen volume like that of the shell, we have

U T OARIP(F, /F 1Y)
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where & is the notation in cosmology for correlations:
&,(r) stands for the two-point correlation between the
structures and £,(r) for the dimensionless autocorrela-
tion of the field f(x)[W(r)=1—¢§;(r)]. From the
definition of structure it follows that £(r)=—1 for
r <2r, (ry being the radius of the spheres defining the
structures). The correlations, in differentiable fields, be-
tween maxima or connected regions are, for r = 2r, equal
to the correlations of the structures (provided that the
distribution of the number of maxima or connected re-
gions in an associated region is not changed by the pres-
ence of another structure at a distance r, which is to all
purposes true). In these cases, however, for r <2r, the
correlations are given by (72) down to distances of the or-
der of the mean size of the connected region. For dis-
tances of this order the correlations will go from positive
to negative values in a continuous manner, unlike in the
former case, approaching —1 as r goes to zero. The de-
tailed form of the correlations for distances of this order
could be obtained by using the probability distribution of
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the sizes of connected regions (assuming this question
could have any relevance).

In deriving (72) we have taken the associated regions to
be punctual. If we wanted to be more precise we could
choose some representative point in them and obtain
their correlations. In this sense, (72) may be interpreted
as the volume weighted mean of the correlation over all

J
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possible choices of these points. However, the size of the
associated regions ( ~r,/v!* %) is small enough compared
with r (r = 2r;) so as to make these considerations of little
relevance. Except for these reservations of little conse-
quence, (72) is exact. Operating with (15) in a similar
manner we find

|

3 3
Alry,ryr3)=1+2 [ Eplri)— > [gf(ri)]z :E(rl,"zﬂ'a)E[A("l”z:’:s)]wln [l—gf(ri)] >

(73)

i=1

> &(rEs(r) .

¢ stands for the connected part of the three-point correlation function. Its asymptotic expression for low correlations
seems to have the same form as the galaxy three-point correlation function, and it has attracted some attention from a
theoretical point of view (Ref. [8]). In general, using the definition of connected correlation functions (Ref. [6] and [7]),

we have
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really different configurations (structures) of the underly-
ing field f(x). In nondifferentiable fields this concept is
essential to the very possibility of picking out the men-
tioned spots. In differentiable fields other configurational
properties of the field, like connected regions or maxima
(based on differentiability), may be used to this purpose.
But, even in this case, the concept of structure represents
a more expedient approach in most situations. By its
very definition it removes the problem of the high short-
distance correlations of the mentioned objects. From a
physical point of view the structures are in a one-to-one
correspondence with the really different occurrences of
the global property in question. In the galaxy clustering
model we mentioned in Sec. II, it is clear that two maxi-
ma of the filtered field above the prescribed level cannot
correspond to two different galaxies if they lay within a
distance 2r, from each other (r,=filtering scale), since
two spheres of radius r, centered at them will overlap
substantially. When the distance between the maxima is
R ry, the probability of each of the structures evolving
into a different galaxy may still be small, but this will de-
pend on the detailed dynamics of the system. Thus, the
role of the concept of structures in this example is to ac-
count for the restrictions on the possibility of galaxy for-
mation coming from purely geometrical considerations.

The computational methods we have developed in this
work have been designed with the concept of structure in
mind. However, as work progressed we have been able to
see that these methods are to a large extent relevant to
the computation of the probability densities of maxima
and connected regions. A set of general considerations
allowed us to figure out the relation between these quanti-
ties and the probability density of structures. Our gen-
eral procedure for the computation of the later quantity
turns out to be also, after a trivial modification, a general
procedure for the computation of the former ones. This
means that as work progressed its main stress passed
from the concept of structure to the methods developed,
in principle, to deal with it. In this sense we have seen
how the method based on the computation of (AV’),
which is merely the result of applying a mathematical
trick, proved to be essential to the possibility of treating
the problem in general, due to the great simplification im-
plied by it.

The detailed consideration of the Gaussian case is use-
ful, apart from its intrinsic interest, because it illustrates
well the general procedure. We have seen how the ap-
propriate use of some general properties of the field
simplifies the problem considerably. In fact, many prob-
lems will only be treatable after incorporating these gen-
eral considerations, the straightforward procedure being
too envolved. This points to the relevance of the analyti-
cal treatment which can be dispensed with only in rela-
tively simple problems. A remarkable fact in this respect
is that in the rare structure regime, which is increasingly
difficult to compare with the result of Monte Carlo simu-
lations, the application of the methods described here is
particularly simple.

The techniques presented in this work allow us to com-
pute the probability density of structures of arbitrary
shapes in spaces of any number of dimensions. The case
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of filamentary structures in three dimensions is an exam-
ple of some relevance in cosmology. But we have not
considered constraints on the distribution of the field
within the body defining the structure. In more general
definitions of structure, the L IDOF defining it will set
constraints not only on the possible shapes of the struc-
tures but also on the possible distributions of the field
within it, by stating, for example, the values of the in-
tegral of the field over a set of different regions within the
body in question. The computation of the probability
density of these general structures may be dealt with a
straightforward generalization of the techniques present-
ed here, although the actual procedure will be consider-
ably more complex. With these generalized techniques,
one could, in principle, deal with any possible question
concerning random fields.

As an example of the simplification implied by the
techniques presented here even in the cases whose solu-
tion was already known, we shall briefly consider the ob-
tention of the probability density of maxima in three-
dimensional isotropic Gaussian fields. The standard
treatment of this problem is quite involved. But using
(64), (67), (68), and (69) we may reduce this problem to a
one-dimensional one. We then have

. erfc ‘/—5
M) S+ A5+ 4,57
K2\372 (77)
5
M3(v)vjw—2mv2 [1——1/—2 ]e v
where

S=S[v,U(3),Z,(3)],

with
S[v,U(1),Z,(1)]
_2M1[v,U(l),Zl(1)]
erfc \/Li
2y1/2 (ri—1wm 171
. (Kl 1+2(—1)’(21 2il)..
i vV

V— 0 \/27T

M; and M, are, respectively, the probability density of
maxima in three and one dimensions. The latter is a
well-known function of v, U(1), Z,(1) [U(d), Z,(d) are
given by (41), (54)], on which terms we may express all
M,. Taking the high-v limit of the first of expressions
(77) (using the above high-v limit for S) and comparing
with the second, we obtain immediately Ay, 4, 4,.

Using the corresponding S function [see (69)] we may
obtain the probability density of connected regions or
structures. In these cases S may, in principle, depend on
all Z,. But, in the latter case this function is still to be
obtained.

At several points in this work we have used general re-
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sults which were not explicitly demonstrated. We think
that most of these points do not present major difficulties.
On the other hand, the simplicity of some other points
belies considerable difficulties. Take expression (19),
whose meaning is that the fraction of the distance be-
tween the extremes of an associated region in one dimen-
sion that belongs to the associated region is uniformly
distributed between zero and one. This question proved
to be a very obdurate one. Its demonstration is, however,
quite simple once one knows the lines to follow. Know-
ing that the distribution must be symmetric with respect
to one-half and that it has got to be monotonally decreas-
ing or constant, we find that only the last distribution
leads to the correct value for g’. We must also note that
the asymmetry between f; and all others f; in this ex-
pression is only due to our choice of presentation. In
fact, all the f; are uniformly distributed, and the Z; are
not totally independent. But we have transformed the ac-
tual problem into a problem which is to our purposes
equivalent to it and allow a simpler description. The
direct presentation of the problem would have been more
complicated, without adding much insight into it. A
proper understanding of this problem will demand a pa-
per for itself, and the same may be said about some other
points in this work. The simplest characterization of
them valid to our purposes has in all cases been chosen.
In regard to the expansion in powers of v for I5(v) we
must say that the coefficients in it may be evaluated
analytically, but the procedure is tricky and lengthy.
Thus, one may prefer a numerical evaluation.

As we stated in the Introduction, in this work we have
sacrificed explicit rigor to conciseness and scope. In this
sense we have always opted for “heuristic” expositions
and presented the conclusions omitting the qualifying
asides which are usual, and in rigor, necessary in this
type of work. The way to account for the deficiencies of
this presentation is for the reader to qualify the word “ex-
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act.” We have called exact all expressions that incorpo-
rate all the factors that may be deemed relevant in the
contexts one is considering. But in most cases it is possi-
ble to consider additional factors which will become
relevant in situations which are far from the initial con-
text. For example, we have said that the computational
method given by (3) is equivalent to that given by (4).
But, considering the case of one-dimensional structures of
length L, we realize that, when the typical distance be-
tween an upcrossing of level v and the next downcrossing
is = 2L, both methods give different answers. With the
criteria corresponding to the first method we will find
that by displacing the interval defining the structures
from the first to the second point we shall find at least
three nonoverlapping ones above v, that is, we have at
least three structures; with the second we have two non-
overlapping crossing points and, hence, two structures.
This is particularly clear if we look to the behaviors of
the corresponding expressions for D,(v) when v goes to
— 0. In the first case we obtain (correctly) L ~!; in the
second we obtain zero, since the expression for D,(v) is
even in v. In higher dimensions, even if we used the first
method, the problem that one faces in this limit is that of
the random packing or compact packing (depending on
the detailed manner in which one searches for the struc-
tures) of the bodies defining the structures. It is obvious
that these problems are very different from the initial one
and, hence, one cannot expect the solution to those prob-
lems to be given by expression (8).

ACKNOWLEDGMENTS

This work has been carried out with financial support
from the Spanish M.E.C. Some of the ideas contained in
it have been developed while holding a grant of the Brit-
ish SERC.

[1] H. Politzer and J. Presskill, Phys. Rev. Lett. 56, 99 (1986).

[2] J. Betancort-Rijo, Mon. Not. R. Astron. Soc. 237, 431
(1989).

[3] J. Betancort-Rijo, Phys. Rev. A 43, 2694 (1991).

[4] J. Betancort-Rijo, Mon. Not. R. Astron. Soc. 243, 608
(1990).

[5] S. O. Rice, Bell System Technol. J. 23, 282 (1944).

[6] S. Otto, A. Politzer, J. Preskill, and M. Wise, Astrophys.
J. 62, 304 (1986).

{71 S. White, Mon. Not. R. Astron. Soc. 186, 145 (1979).

[8] J. M. Bardeen, J. R. Bond, N. Kaiser, and A. S. Szalay,
Astrophys. J. 304, 15 (1986).

[9] R. J. Adler, The Geometry of Random Fields (Wiley, Chi-
chester, 1981).



