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Heat Sow and mass difFusion in binary Lennard-Jones mixtures
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We have applied the Evans-Cummings (EC) nonequilibrium molecular-dynamics (NEMD) heat-flow
algorithm for liquid mixtures to an equimolar Lennard-Jones (LJ) mixture where the potential parame-
ters and the state point have been chosen to model an argon-krypton mixture at its triple point. We have
calculated the thermal conductivity and the Soret coefficient for one 108-particle system and one 1024-
particle system. In order to check the results we have used the color conductivity algorithm to obtain
the mutual diffusion and the Dufour coefficients. According to the Onsager reciprocity relations the
Dufour and the Soret coefficients should be equal, and this has also been found to be the case within the
statistical uncertainty. The thermal conductivity and the diffusion coefficient increase slightly with the
system size, but the statistical error makes it impossible to discern any size dependence of the cross-
coupling coefficients. We also computed the Soret coefficient for three hypothetical types of LJ mix-
tures. A consistency control was done by evaluating the Green-Kubo (GK) relations for the different
transport coefficients by performing an equilibrium molecular-dynamics simulation. The GK thermal
conductivity and the diffusion coefficient agree very well with the NEMD results but GK cross-coupling
coefficients are very noisy and the error is probably about 15%. The EC algorithm is a NEMD algo-
rithm that violates adiabatic incompressibility of phase space, but this does not cause any difficulties.

PACS number(s): 44.30.+v, 44.10.+ i

I. INTRODUCTION

In a liquid mixture, a temperature gradient does not
only give rise to a heat flow but also to chemical-potential
gradients. These gradients induce mass currents of the
various components in the mixture. This phenomenon is
known as the Soret effect [1] and the cross-coupling
coefficients relating the temperature gradients and the
mass currents are known as Soret coefficients. Converse-
ly, a chemical-potential gradient also causes heat flow,
which is known as the Dufour effect with a correspond-
ing Dufour cross-coupling coefficient. According to the
Onsager reciprocity relations (ORR) the Dufour and the
Soret coefficient should be equal. There have been vari-
ous attempts to calculate these coefficients by applying
molecular-dynamics (MD) methods. There are basically
two categories of MD methods for computing transport
coefficients, namely synthetic homogeneous nonequilibri-
um molecular-dynamics (NEMD) methods and equilibri-
um molecular-dynamics (EMD) methods. In the first
case one couples the system to an external field and the
transport coefficient is obtained in the limit of zero field.
In the latter case the Green-Kubo (GK) relation for the
transport coefficient in question is evaluated.

A successful effort to calculate cross-coupling coeffi-
cients was made by McGowan and Evans [2] in 1986.
They devised a NEMD heat-flow algorithm for ideal rnix-
tures, which will be referred to as the ME algorithm in
the rest in this article, and they applied it to an equimolar
Lennard-Jones (LJ) mixture where the different potential
parameters and the state point were chosen to model an
argon-krypton mixture at its triple point. Their results
were confirmed by Paolini and Ciccotti [3], who used the
same algorithm augmented with a subtraction noise-

II. THEORY

A. Macroscopic theory

In a two-component mixture the thermodynamic for-
ces and fluxes are formally related by the following rela-
tion:

(J, ) =L„X,+L,gXg,
( Jg ) =Lg,X,+L00X0,

(2.1)

where (J, ) is the macroscopic mass current density of
component 1, (J& ) is the macroscopic heat flux vector,

reduction method [4]. Apart from these two works most
other attempts have been based on END evaluations of
GK integrals. The first of these simulations tried to re-
peat the NEMD results [4,5], but later works have
covered different systems like hard-sphere systems [6]
and a wider range of LJ fluids [7—9].

The main drawback with the ME algorithm is that it is

only strictly valid for ideal mixtures. In order to be able
to calculate transport coefficients of more realistic mix-
tures a more general algorithm is required. A solution to
this problem was suggested by Evans and Cummings
(EC) [10]. They devised a completely general NEMD al-

gorithm for heat flow in a mixture of simple fluids. Their
algorithm makes it possible to unambiguously calculate
both the thermal conductivity and the Soret coefficient.
In this paper we will test this method for the same system
as in Ref [2] which . is almost an ideal mixture, so we ex-

pect the results to be similar. In Sec. II we present the
necessary theory, in Sec. III the results are presented, and
finally in Sec. IV there is a conclusion.
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&J, &=p, (&v, &
—&v&), (2.2)

where p, is the density of species 1, ( v, ) is the center-of-
mass velocity of species 1, and ( v ) is the baryocentric ve-
locity of the system. In a binary mixture the flux of com-
ponent 2 ( J2) is simply equal to —(J, ). The other
forces and fluxes can be defined in a few different ways.
In this work we have used the following definitions:

X, is the thermodynamic force conjugate to (J, ), and

X& is the force corresponding to the heat flow. The
different L

&
are transport coefficients. The mass current

can be expressed as

The entropy production 5 takes the form

5=(Jg) Xg+(J, ) X,+(Jq) Xq. (2.6)

Given these definitions, the Onsager reciprocity relations
state that Lgl =L lg.

We will refer to L» as the diffusion coefficient even

though the mutual diffusion coefficient is defined as L»
multipled by a thermodynamic factor. The cross-
coupling coefficients Ll& and L&, will be referred to as
the Soret and the Dufour coefficients, respectively. The
relationship between the thermal conductivity A, and L&&
is simply A. =L&&/T .

X = — VT
1

2
(2.3a) B. Microscopic theory

Xi = —~[(Vi —p2) ~T] (2.3b)

&Jq)=(J, &
—(p&e&&v& —(P) (v)), (2.4)

where p is the density of the fiuid, (e ) is the internal en-

ergy per particle, and (P) is the pressure tensor The.

current (J, ) satisfies the energy continuity equation

ai
(2.5)

where T is the absolute temperature and p is the chemi-
cal potential of species a. The force conjugate to
(J2),X2 is equal to —X,. The Irving and Kirkwood [11]
definition of the macroscopic heat current is

The system we simulate consists of Nl particles of
component 1 and mass ml and N2 particles of corn-

ponent 2 and mass m2. The total number of particles is
N =N l +N2 ~ The volume of the system is V. The posi-
tion coordinates and the momenta of particle i of species
v are denoted by q,

' and p,", respectively, and q~"=q —q~

is the distance vector between particle i of species v and
particle j of species p. The pair-interaction energy be-
tween these particles is denoted 4";"and the force exerted
on particle i by particle j is E~". With these definitions
we can write down the Irving and Kirkwood [11]expres-
sion for the microscopic heat current corresponding to
the macroscopic expression in Eq. (2.4):

2 Nv pv
vJg=-,' g g

v= li = l

v ' ' m V

pi.

m

2 N 2 N
—v + g g 4",,

"
I
—g g q~ F~" . , (2 7)

where I is the unit tensor. The molecular form of the
mass current Eq. (2.2) is simply

VJ„=N„m„(v„—v),
where

N

N„m„v„= gp," .
i=1

(2.g)

With these definitions of the microscopic currents the
Green-Kubo relations for the various transport coeffi-
cients in Eq. (2.1) can be expressed as

v Piq;= (2.10a)

~ v Chv
p. =p.+ S~——S+ S ktt Tcq„l .9'—

g

I

to apply the EC NEMD algorithm for the heat flow and
the color conductivity algorithm for the mutual diffusion
coefficient. A brief discussion of Green-Kubo relations
for mixtures is given in the Appendix.

The equations of motion for the EC heat-flow algo-
rithm are

L111= J dt (JI(t)J1(0)),
k~ o

L,&l = f dt (J,(t)J&(0)),
k~ o

Lggl = I dt( Jg(t)Jg(0) ),
k~ o

(2.9b) Sn

(2.9c)

(2.9a)
where

—a(p,"—p„),

P;
m

2 mv
—v +gg4";," I

I =lj =l

(2.10b)

where k~ is Boltzmann's constant. These expressions are
used when the transport coefficients are evaluated using
END simulations. In this work, however, we are going
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and

N

=X XS".
v=1 i =1

Note that the color charges become zero if the masses of
the two species are equal. The multiplier a is determined
by applying Gauss's principle [12] together with the
kinetic-energy E&;„constraint,

The values of the color charges c& are obtained by re-
quiring color neutrality of the system, i.e., N, cz,
+N2c&2=0, and momentum conservation. This gives

2
1

v

kin gt 2 & V (2.11)

and

ci„=N2(mz —m, )/(N, m, +N2mz)

ci,2= —N, (m~ —mi)/(N, m, +Nqm2) .

The mean mass current per particle of the component in

question p„ is deducted from the momenta in the expres-
sion for Et„;„ in order to prevent the thermostat from in-

terfering with the mass currents. One obtains the follow-
ing expression for a:

1 hvg (p,
"—p„) F;+ S,"——S+ S—ka Tci,„9'g

v=1 v i=1
2

$
v

X (p,
"—P, )'

v=1 v i=1

(2.12)

By setting a=0 one recovers the adiabatic equations of
motion.

The general idea when one constructs NEMD algo-
rithms is to devise equations of motion in such a way that
the time derivative of the adiabatic field-free Hamiltonian
H0 is equal to the scalar product of the fiux J and some
force 9:

and

7'(~, (t) )
L. , g

= lim M, g
= lim lim

pg~o ./grot~ ao g
(2.16b)

where 9 = I9 I
and J = IJ I.

The EC algorithm conserves momentum but AII is
not satisfied:

N p.
Ho = gp; —F; q;= —VJ P.

mi
(2.13) A' =(1/m, —1/m2)Ji 9g .

&(&g(t) )
Lgg= lim Mgg= lim lim

2g ~0 Ot~ ca 9g
(2.16a)

If the algorithm satisfies adiabatic incompressibility of
phase space (AII ), i.e.,

. ad . ad
iv aq, Bp,A'=g + =0, (2.14)

, Bq; Bp;

where A' is the phase-space compression factor and p
and q should be taken from the adiabatic equations of
motion, one can show that [12] the linear response of a
phase variable B is given by

(B(t))=(B(0)) PV f d—t'(B(t')J(0)) 9, (2.15)
0

where p= 1 /king T and t is the time that has elapsed after
the force 9' was turned on. The best way of utilizing this
relation is to find some equations of motion such that J
becomes one of the currents appearing in the GK relation
for the transport coef6cient in question. Then, by letting
8 be the other current in the GK relation one can evalu-
ate the nonequilibrium steady-state GK relation by moni-
toring 8. The equilibrium GK integral and the transport
coefficients are obtained in the limit of zero 9'. When one
has a heat-flow algorithm J should become J&. This gives
the following expressions for L&& and L1&.

It is only zero if the masses of the two species are the
same. The time derivative of the adiabatic Hamiltonian
dHO /dt =(1/mi —1/mz)Ji 9'g+Jg 9'g, whereas one
would like it to be equal to Jg 9'g. For these two reasons
one might think that it would be impossible to find a
linear-response relation like Eq. (2.15). However, Evans
and Cummings showed that for the linear response the
A' term exactly cancels the additional unwanted term
involving Ji 9'g in the dissipation. Thus the Evans-
Cummings equations yield the correct GK relation.

The color conductivity algorithm that we use employs
the following equations of motion:

. v piq;= (2.178)

p, =F, +c,9' —u(p,"—p„), (2.17b)

N

1ma— i=1
N

g (p; —p„)'
vi =1

(2.18)

the Gaussian multiplier that maintains E1,;„constant.

where c is the color charge of component v, 9D is the
color force, and
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Equations (2.17b) and (2.18} are derived from Gauss's

principle and the kinetic-energy constraint (2.12}. The
color charges c„must satisfy the color-charge-neutrality
condition N1c1+N2C2 =0 in order to conserve the linear

momentum. In this work this has been done by setting

c, =N/Nz and cz = N—/N, F. rom linear-response

theory and the GK relations one can obtain the following

transport coefficients:

L»= lim M»= lim lim
PL ~0 pD~Ot~~

T(~, (r))

N + N
N

(2.19a)

and

Lg1 = lim M&1 = lim lirn
O'D ~0 9'D ~0t~ oo

T(Jg(t) )

N + N

N1m1 N2m2

(2.19b}

C. Technical details

In this work we consider a binary equimolar LJ rnix-

ture. In such a system a particle of species p interacts
with another particle of species v via the following pair
potential:

12 6
Iv Iv

LJ pv r r
(2.20)

u„,(r) —u„,(r, ), r &r,
u(r)= '0 ) (2.21)

the parameter r, being the cutoff radius beyond which
the interaction potential is set equal to zero. The
different parameters in the potential have been chosen to

I

where 0„„is the zero of the potential, e,„„is the depth of
the attractive minimum, and r = ~q" —q'~, the scalar dis-

tance between the particles. In order to decrease the

computational effort, the potential has been truncated:

model an argon-krypton (denoted 1-2) mixture with

o»=3.405 A, 0.22=3.633 A, e»/ks =119.6 K, e22/ks
=167.0 K, o,~=(cr„+o~2)/2, and e,2=(s„e22)' . The
potential was truncated at r, =2.5'„, i.e., the cutoff ra-

dii are slightly different for the different kinds of interac-
tions. The masses of the two different species are

m, =39.95 u, m2=83. 80 u. The LJ diameter and the
mass of the argon atom o» and m, have been used as

length units and mass units, respectively. The time unit w

has been taken to be 0»(m&/s&I)' which is equal to
about 2 ps. In order to simplify the following discussion
we will refer to a LJ fluid where the potential parameters
have been chosen to model argon, krypton, or argon-
krypton mixtures as closely as possible, even though this
is a rather crude approximation. A LJ fluid where the
potentia1 parameters have been chosen more or less at
random will be referred to as a "hypothetical fluid. "

The state point has been chosen to be close to the
argon-krypton triple point. All the transport coefficients
of this system have been studied comprehensively by a
number of workers [2,3,8,9] and in addition the mutual

diffusion coefficient has also been calculated several times

[13,14]. The reduced temperature ksT/e» is equal to
0.9650 and the reduced density No ~»/V is equal to
0.7137.

The equations of motion were integrated using a
fourth-order gear predictor corrector method. For low
heat fields P& & 0.5 and all the color fields we have used a
time step of 0.004~, but for the larger heat fields we de-
creased the time step to 0.002m. The correctness of the
program has been tested in various ways. First, M»
from the color current algorithm should agree with the
value of this quantity in Ref. [2]. This has been found to
be the case. Second, we have also performed EMD simu-
lations to evaluate the GK expressions for the various
transport coefficients in Eq. (2.9). The GK relations give
fairly accurate estimates of M&& and M». These
coefficients agree within the statistical uncertainty with
the NEMD results. Third, we have also performed some
calculations at constant internal energy rather than con-
stant kinetic energy. The isokinetic heat-flow algorithm
Eqs. (2.10) can be converted to an isoenergetic algorithm
by using a slightly different expression for the multiplier
a:

2 1 v 1 C

g [p,
"—p„]. S,"——S+ "S—ks T'c„,l 9'&+p„F,

v=1 vi =1

g (p,
"—P.)'

1". v-2
v=1 vi=1

(2.22)

The internal energy was simply set equal to its average
value from an isokinetic simulation. The fact that when
u is set to this value energy is conserved constitutes a
significant internal consistency check. The constant ener-

gy simulation results for the temperature and the
different currents coincided very well with the isokinetic
values.

III. RESULTS AND DISCUSSION

We have calculated transport coefficients for a Len-
nard-Jones mixture by NEMD molecular dynamics for
two systems, one with 108 particles and another one with
1024 particles. We have also performed EMD sirnula-
tions for the smaller system to evaluate the GK integrals
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TABLE I. Thermal conductivity simulations.

Length (in units of ~)
N =108 N =1024

0.075
0.100
0.150
0.200
0.300
0.400
0.500
0.600
0.800
1.000
1.200
1.500
2.000
2.500
3.000
3.500
4.000

20000
4000
4000
4000
4000
4000
2000
2000

600
1120
560
400
500
500

1000
280

4400
3600
2400
2600

800
800

in order to provide a consistency check. In Tables I and
II we list the run lengths in units of ~ for the different
heat fields and color fields. When the external field is
small, fairly long runs are required to achieve a reason-
able statistical accuracy for the various transport
coefficients. When the external field increases the fluctua-
tions are relatively small so the run times can be shor-
tened. The error bars in the figures in this section were
obtained by dividing the simulation run into four equal
parts and calculating the standard deviation of the
subaverages. The proper way of applying NEMD
methods for the evaluation of different transport
coefficients is to compute them at a few different external
fields and extrapolate to zero field. Unfortunately, this is
very hard to do because the signal-to-noise ratio de-
creases with the field. Therefore we have performed
moderately long simulation runs for the larger fields and
one very long run for the lowest field where it is at all
possible to obtain reasonable results, we quote this value
as the value for the transport coefficient in question.

In Fig. 1 we have plotted M&& as a function of the heat
field P& for the two different systems. In the linear re-
gime the difference is rather small but M& is a little
larger in the larger system. When the field increases M&&
starts to rise earlier and more steeply in the larger sys-

tern. This system-size dependence has also been found to
be the case in two-dimensional one-component soft-disk
systems [15]. In the limit of an infinite system it has been
proved that the conductivity is infinite for any finite heat
field [16]. (We note in passing that similar effects occur
for every other transport process, except that the
system-size dependence is more easily seen for thermal
conductivity. ) The behavior of M&& in the smaller sys-
tem can be divided into three regimes. When
0 ~P&~ &0.5 one has a relatively weakly nonlinear re-
gime where M&& is approximately equal to 4.2. Then in
the interval 0.5& 7& &1.5 MQQ rapidly increases to a
maximum of about 7.8 after which it levels off and starts
diminishing again. The value of M&& at small fields is
about 4. 10+0.03 for ~9&~=0.100 and 4.24+0.01 for
~9'&

~

=0.075 for the small and large systems, respective-
ly.

In Fig. 2 the simulation results for M» as a function of
the color field VD are shown. M» increases monotonous-
ly with the color field until a phase transition takes place.
The system then separates into two different phases con-
sisting of either species and it becomes unstable [17]. The

7 w

M~ 6

5 - o

0 p
0 gO
CKI

0 1 2

4.5

44

4.3

4.2

TABLE II. Mutual diffusion simulations.

Length (in units of ~)
N =108 N = 1024

0.35
0.50
0.75
1.00
1.25
1.50
2.00

4.1

4.0

0.00 0.10 0.20 0.30 0.40 0.50

20000
4000
4000
2900
2400
3100

5200
3200
1600 FIG. 1. The thermal conductivity M&& as a function of the

heat field 9&. Squares and circles represent the 108- and 1024-
particle systems, respectively. If there are no error bars this
means that they are not visible on the scale of the figure. (a) The
whole range of 7&. (b) Detail for small values of the heat field.
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0.028

0.024

Mll 0020

0.016

0.012

0.0 0.5 1.0

+D

1.5 2.0 2.5

FIG. 2. The mutual diffusion coefficient M» as a function of
the color field PD. Same symbols as in Fig. 1.

transition point is ~9'D~=2. 5 in the small system and

~PD~ =1.0 in the large system. In the small system it is
very tempting to draw a straight line through data points
to obtain the extrapolated value of M&&. Unfortunately,
the error bar of the data point for the smallest color field
is fairly large, which makes it impossible to rule out a
turning point. In addition one would obtain a very low
value of the diffusion coefficient and there is no theoreti-
cal justification for a linear behavior either, so we refrain
from this kind of extrapolation. Over the whole range of
the color field M» is greater in the larger system. This
observation can resolve the difference in M&& between
Ref. [2], which agrees with our results, and Ref. [14].
The value of M&& is about 15%%uo lower in the former work
where 108 particles were used than in the latter work
utilizing 864 particles, so the apparent difference is prob-
ably a system-size effect. Our values of M» at small
color fields are 0.0149+0.0006 for

~ VD ~

=0.500 in the
108-particle system and 0.0174+0.0005 for ~9'D

~

=0.350
in the 1024-particle system.

In Fig. 3 the dependence of the cross-coupling
coefficient M, & upon 9& is displayed. This coefficient is
negative, which means that if there is a temperature gra-
dient in an argon-krypton mixture then argon wi11 slowly
move toward the warmer regions and krypton toward the
cooler areas. In the small system the absolute value of
M]g decreases as the field increases. When the heat field
is small, i.e., ~9'D~ (1.5, the field increases faster than
M, & falls off, so the mass current J,=M, &9'& induced by
the heat flow increases to a maximum. After that the
field cannot compensate for the decreasing magnitude of
the cross-coupling coefficient so the mass current be-
comes smaller for larger fields. As one can see from Fig.
3(b} the error bars make it impossible to discern any
system-size dependence. The small-field result for the
cross-coupling coefficient is 0.0155+0.002 for

~ 9& ~

=0.100 in the smaller system and 0.0182+0.001 for
~ 9& ~

=0.075 in the large system.
Finally in Fig. 4 we have plotted the other cross-

coupling coefficient M&& as a function of the color field.

0.000

-0.005-

-0.010-

Mlg

-0.015 -"

-0.020 - ..

-0.025
0 3 4

-0.012

-0.014

M
g

-0.016

-0.018
Ll

t)

-0.020

-0.022

0.00 0.10 0.20 0.30 0.40 0.50

FIG. 3. The cross-coupling coefficient M&& as a function of
the heat field 9&. Same symbols as in Fig. 1. (a) The whole
range of 9&. (b) Detail for small values of the heat field.

It is negative for small fields but (in the 108-particle sys-

tem} it increases and changes sign and becomes positive
as VD increases. This is probably due to the onset of the
phase separation that occurs at higher fields. Also in this
case the error bars make it impossible to find any
system-size dependence. The low-field value of this
cross-coupling coefficient is 0.0156+0.002 for
~VD~ =0.50 in the small system and 0.0167+0.002 for
~9'D

~

=0.35 in the larger system. Note that in the linear

region M
&
=M~@ within the statistical uncertainty bothQl

for the large system and the small system. Thus the On-

sager reciprocity relations are satisfied. All the results
for the different transport coefficients in this section for
the 108-particle system agree very well with the NEMD
simulation values given in Ref. [2]. For the color conduc-
tivity algorithm this is just a check of the computer pro-
gram. It is not surprising that the EC algorithm gives the
same result as the ME algorithm for an argon-krypton
mixture because this system is almost ideal.

We have also used the EC heat flow algorithm to calcu-
late the cross-coupling coefficient M&& for three hy-
pothetical LJ mixtures. We performed simulations of the
108-particle system where the heat field is set equal to
0.100 and the run length was 10000~. This is the small-
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est field that we used for the argon-krypton system and
half the run time for that system at that field. The first
hypothetical system we tried was the same system as
above but we set the mass of krypton equal to the mass of
argon; the other potential parameters were unchanged
and the state point was still close to the triple point. This
is of particular interest for two reasons. First, when the
masses of either species is equal the EC heat-flow algo-
rithm satisfies AII . The second reason is that in a binary
mixture the component with the lowest molecular weight
usually diffuses towards the warmer regions [18],but now
when the masses are equal it will be very hard to deter-
mine where the two components will diffuse. The value
of the cross-coupling coefficient was found to be
0.022+0.002. It is interesting to note that the cross-
coupling coefficient has changed sign. Thus if the mass of
krypton is decreased the induced mass currents will de-
crease and eventually they will change directions. The
second system was the same as the argon-krypton mix-
ture, except for that the diameters of krypton o.

22 and o. ,2

were equal to the diameter of argon 0.». In this case
M, Q

was equal to —0.032+0.006. This means that the
sign is retained but the magnitude is greater. Finally we

0.03

(a}

tried a mixture where the potential minima of the
krypton-krypton and the krypton-argon interactions c.2z
and c.,2 in the LJ potential were equal to that of the
argon-argon interaction c.», but all the other parameters
were left unchanged. This gave the value —0.034+0.002
for M&Q. The conclusion that can be drawn from these
three calculations is that the triple-point argon-krypton
mixture has a very small cross-coupling coefficient, and if
one is interested in studying the details of thermal
diffusion it is worthwhile to look at more nonideal sys-
tems.

In order to provide an independent consistency check
for our program we also performed an EMD simulation
to calculate the different current correlation functions,
which we have used to evaluate the GK integrals for the
various transport coefficients. %'e simulated the 108-
particle system for 40000 units of ~ with a time step of
0.004~. The heat flow and the mass current autocorrela-
tion functions, i.e., C&&(t)=(J&(t)J&(0)) and C»(t)
= (J&(t)J&(0)), which can be seen in Fig. 5, are fairly
easy to calculate. They decay to zero and remain zero for
more than six units of ~. This is roughly the time during
which the numerically obtained solution to the equations
of motion are reversible. Thus if a GK relation should be
useful, the integrals of the tails of the correlation func-
tions must have converged in a time less than -6v. The
values of the time integrals of C»(t) and C&&(t),

Mq)

0.02

0.01

0.00

-0.01

and

Iii(t)= f dt'C„(t')
k~ o

Igg(t)= J dt'Cgg(t'),
k~ o

(3.1a)

(3.1b)

-0.02

-0.03

-0.010

0.0 0.5 1.0

+D

1.5 2.0 2.5

which are equal to L» and LQQ in the limit of infinite
time, have converged after t =1.0v and they remain vir-
tually constant, at least until t =6~. The value of I» is
0.0160+0.0001 for t =5~ and 0.0159+0.0001 for t =6m.
The corresponding values for IQQ are 4. 11+0.02 and
4. 12+0.02. The error bars have been calculated by divid-
ing the simulation into four equal parts and then comput-

M&,

-0.015

-0.020

-0.025

0.0 0.2 04 0.6 0.8 1.0

O
o 1.0

o
~ 0.5
0
0

0.0
CI
Clo

0.0
I

0.2
I

04
I

0.6

~ ~ ~ ~ ~
~ ~ ~ ~

~ ~

I

0.8 1.0

FIG. 4. The mutual diffusion coefficient M&& as a function of
the color field O'D. Same symbols as in Fig. l. (a) The whole
range of 9D. (b) Detail for small values of the color field.

FIG. 5. The normalized heat current autocorrelation func-
tion C&&(t)/C&&(0) (solid curve) and the normalized mass
current autocorrelation function Cll(t)/Cll(0) (dashed curve)
as functions of time.
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and

I,g(t)= f dt'C)g(t')
k~ 0

(3.2a}

ing the standard deviations of the subaverages. These
values agree very well with the NEMD results.

The situation is considerably worse for the cross-
correlation functions C&&(t)=(J&(t)J&(0)) and C&&(t)
= (J,(t)J&(0}). These quantities are displayed in Fig.
6(a). They should be the same at all times, but they al-

ready start deviating from each other at 0.25~ and the
tails are completely lost in the noise. It is obvious that
simulation runs orders of magnitude longer than this one
are required to obtain the same accuracy as for the auto-
correlation functions. The time integrals of these cross-
correlation functions

TABLE III. I&0( t) and Io&( t).

1.0
1.5
2.0
2.5
3.0

—0.017+0.005
—0.019+0.001
—0.019+0.001
—0.019+0.001
—0.017+0.001

—0.017+0.0005
—0.017+0.001
—0.016+0.001
—0.016+0.001
—0.016+0.001

coefficients between —0.015 and —0.020 by choosing t
differently in Eq. (3.2). This interval is largely the same as
that obtained from the NEMD simulations. If we take
half of this interval to be the error and if we take the
average of the values in Table III as the value of I,& and

Ig j we obtain —0.0173+0.0025.

Ig, (t)= f dt'Cg)(t')
kB 0

(3.2b) IV. CONCLUSION

can be seen in Fig. 6(b). In the long-time limit these in-

tegrals are equal to L,& and L&&. There are considerable
statistical deviations between I&&(t) and I&&(t) for times
larger than 1.Or. In Table III we display values of I,&(&)

and I&&(t} for t between 1.0r and 3.0w. The error bars
have been obtained in the same way as those of the in-
tegrals of the autocorrelation functions. It is obvious
that one can obtain values of the cross-coupling
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0.0 ~~~ ~ ~

(a).

CV -0.2
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FIG. 6. (a) The cross correlation functions ( V/kg)C]g(t)
(solid curve) and (V/k&)C&&(t) (dotted curve) as functions of
time. (b) The time integ rais from zero to time t of
(V/k&)C&&(t), I,&(t) (solid curve) and of (V/kz)C&&(t), I&&(t)
(dotted curve).

In this work we have used the Evans-Cummings
NEMD heat-Bow algorithm to calculate the thermal con-
ductivity and the Soret coefficient in a binary Lennard-
Jones mixture. We have chosen the different potential
parameters in such a way that the system should resem-
ble an argon-krypton mixture. We chose the state point
to be the triple point of an equimolar mixture, mainly be-
cause this system has been studied by a number of other
workers and thus comparisons will be facilitated. In or-
der to provide consistency checks we used the color con-
ductivity algorithm to calculate the Dufour coefficient
and the mutual diffusion coefficient. According to the
Onsager reciprocity relations, the Dufour and the Soret
coefficients should be equal. We also calculated the
cross-coupling coefficients for three hypothetical types of
Lennard-Jones mixtures. Finally we performed an EMD
simulation to compute the Green-Kubo expressions for
the various transport coefficients.

Formerly, the only general way of obtaining the
thermal conductivity and the cross-coupling coefficients
of simple Quid mixtures was through evaluation of the
appropriate GK relations. There was one NEMD algo-
rithm available devised by McGowan and Evans, but it
was only strictly valid for ideal mixtures.

We have studied one small system and one large system
consisting of 108 and 1024 particles, respectively. Our
NEMD results for the small system for the four different
transport coefficients mentioned above all agree with the
ME values. This is not unexpected because an argon-
krypton mixture is almost ideal. The Soret and the
Dufour coefficients also coincide within the statistical un-
certainties, so the Onsager reciprocity relations are
satis6ed. The cross-coupling coefficients were negative,
which means that argon moves toward warmer regions
and krypton toward cooler regions. When the system
size increases the thermal conductivity and the diffusion
coefficient increase slightly but the statistical noise makes
it very hard to determine whether there are any system-
size effects of the cross-coupling coefficients.

We also studied three hypothetical equimolar LJ mix-
tures. They were all derived from the triple-point argon-
krypton mixture by either changing the mass of krypton
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or one of the LJ potential parameters, but the number
density and the temperature were left unchanged. In the
first case we set the mass of krypton equal to the argon
mass, in the second case the diameter of krypton was set
equal to that of argon, and in the third case the depths of
the potential minimum of the krypton-krypton interac-
tion was set equal to that of argon. In the equal-mass
case the Soret coefficient changed sign and became posi-
tive, but in the two other types of mixtures the cross-
coupling coefficient retained its sign and its magnitude in-
creased slightly. The EMD Green-Kubo results for the
thermal conductivity and the diffusion coefficient agree
very well with the NEMD values. However, the GK re-
sults for the cross-coupling coefficient were very inaccu-
rate. In order to evaluate the GK integrals accurately
the tails of the correlation functions must be known accu-
rately, but we did not manage to obtain reasonable statis-
tics for these tails even though we performed a very long
simulation. We estimate that the error of the GK cross
coefficient values are as high as 15%%uo.

The EC heat-flow method is the first NEMD algorithm
that violates AII. It has been argued that this will
render the algorithm useless [19]. However, we did not
encounter any problems that can be attributed to this
violation. The adiabatic contribution is very small be-
cause it is proportional to the mass current induced by
the heat flow, and as we have seen, the coupling between
the heat flow and the mass current is rather weak.
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APPENDIX

There are a number of alternative definitions of the
heat-flux vector for mixtures. Depending on the particu-
lar problems being considered, one or another of these al-
ternative definitions may turn out to be the most useful.
Each of the different definitions of the heat flux vector
carries with it a corresponding redefinition of the conju-
gate thermodynamic forces and the phenomenological
transport coefficients. Different but equivalent Green-
Kubo relations hold for each of these thermodynamic
definitions.

The single-primed heat-flux vector used recently by
Pomeau [20] is defined in terms of our unprimed Irving-
Kirkwood heat-flux vector by the equation

(A1)

where

e, —= —,'mv, '+ —,'gP, ,
J

(A4)

is the contribution of particle i to the laboratory energy of
the system. For systems close to equilibrium, where local
thermodynamic equilibrium holds, (A3) is the same as
Eqs. (23) and (25) of Wood's paper [23]. (See also p. 305
of Ref. [24].)

Another equivalent form for the unprimed heat-flux
vector is

Jti V=+v;e; —
—,'gv; F; r;,

l I,J
lWJ

—v ge, I+pm;(v; —v)(v; —v)

—
—,'QF,,r,, —v —,'pv V,

17J
l@J

(A5)

where e; is the instantaneous contribution of particle i to
the internal energy of the system:

wood [11]. For a discussion of the relationship of the in-
stantaneous and the ensemble-average Irving-Kirkwood
forms for the Navier-Stokes fluxes, see Chapter 3 of Ref.
[12].

The Irving-Kirkwood form for the heat-Aux vector
represents the nonconvective energy flux measured exper-
imentally, and it is convenient in both experiment and
computer simulation because it does not require a
knowledge of difficult to measure quantities such as the
partial enthalpies or the chemical potential.

Green [21) derived Green-Kubo relations for the trans-
port coefficients in the single-primed description while
Zubarev [22] and Wood [23] have given the correspond-
ing relations for the unprimed description.

It is straightforward but tedious to show that Wood's
unprimed heat-flux vector is the same as that given in our
Eq. (2.7). Expansion of (2.7) gives

Jti V =+v; e, —
—,
' g v; F; r;

l l, J
lWJ

—v ge, I+pm, (v, —v}(v, v) ,'—QF—,, r—,,
l7 J

lWJ

(A3)

More frequently we meet the Bearman-Kirkwood or the
double-prime heat-flux vector [1],

e, = —,'m, (v, —v)(v, —v}+—,'gP, ~
.

J

(A6)

(A2)

where h is the partial specific enthalpy of species v.
The unprimed variables which we use in this work are

instantaneous versions of the ensemble averaged expres-
sion for the heat-flux vector given by Irving and Kirk-

Under local thermodynamic equilibrium (A5) reduces to

J&V=+v,.e, —
—,'gv, F,zr,"—v (li+ —,'pv )V, (A7)

where h is the instantaneous expression for the enthalpy
per unit volume.
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