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Optical ring cavities as tailored four-level systems: An application of the group U(2,2)
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We report on the experimental realization and theoretical analysis of four-level systems produced in

passive optical ring cavities by introducing various intracavity elements. Birefringent elements couple
waves with different polarizations and thus lift the polarization degeneracy of the cavity modes.
Reflecting elements couple waves propagating in different directions and lift the propagation degeneracy.
A combination of these elements leads, in general, to a splitting of every longitudinal cavity mode into a
four-mode system. Under the restriction that the optical components are loss-free, the description of
these ring cavities in a transmission-matrix formalism leads in a natural way to the study of the Lie

group U(2,2) and its Lie algebra u(2,2). We associate each of the 16 generators of this algebra with a
specific type of optical element, some of which are standard components, others not. From the commu-

tation relations of the generators, we derive a recipe for the construction of the nonstandard components
as a sequence of standard ones. It follows that the entire U(2, 2) group can actually be realized. The
number of independent parameters —16 for a general U(2, 2) element —is shown to be reduced substan-

tially if the optical components are selected out of a restricted number of types, provided that the corre-

sponding generators define a subalgebra of u(2,2). In such cases, a subgroup of U(2,2) is realized and the
number of independent parameters of the optical system is given by the number of generators of the
subalgebra. A connection is established between the subalgebras and symmetry properties of the optical
components in the cavity. We consider the influence of symmetries on the mode structure and consider
our experimental results from this viewpoint. In particular, we discuss time-reversal invariance, leading

to the symplectic group USp(2, 2), and we identify antiunitary symmetries leading to Kramers s degen-

eracy in the mode spectrum. We propose the application of the group U(2,2) in optics as a tool yielding

direct practical results.

PACS number(s): 42.79.Yd, 02.20.+b, 42.25.Ja, 42.25.Hz

I. INTRODUCTION

It has recently been demonstrated that optical ring
cavities allow convenient experimental implementation of
two-level systems, including the possibility to drive these
systems and study their dynamical behavior [1—6]. In
these experiments two levels were created by lifting either
the propagation or the polarization degeneracy of a single
longitudinal mode of the optical ring cavity. The result-
ing two normal modes of the cavity —the two levels—
were still twofold degenerate: when the polarization de-
generacy was lifted, the propagation degeneracy
remained and vice versa. In this paper, we shall be con-
cerned with the four-level structure that results if both
degeneracies are removed. A practical example of such a
four-level structure is found in the so-called multioscilla-
tor ring-laser gyroscope [7,8].

In Sec. II we demonstrate experimentally that a large
variety of four-level systems may be designed by intro-
ducing birefringence and backscattering into a ring cavi-
ty. The "energy-level diagrams" can be adjusted by turn-
ing knobs in the experiment. When one thinks of extend-
ing the experiments reported for the special case of a
driven two-level system ("optical atom") [3,4], this
creates numerous possibilities for dynamical experiments
in tailored four-level schemes, i.e., in a four-dimensional
state space. This large variety of four-level systems led us
to the theoretical study of two problems: First, the ex-

ploration of the full range of possibilities that can be
achieved by inserting optical elements into the cavity;
second, the application of symmetry arguments in order
to make general statements with respect to the eigenmode
structure, such as the occurrence of degeneracies.

As a basis for these theoretical considerations we adopt
the transmission-matrix formalism introduced by I.enstra
and Geurten [9], which we summarize in Sec. III A. Re-
striction to loss-free optical elements leads naturally to
the study of the Lie group U(2,2). In Sec IV we introduce
the corresponding Lie algebra u(2, 2) and its 16 generators
and we associate every generator with a specific type of
optical element. In Sec. V, the group-theoretical ap-
proach is used as a starting point for "optical engineer-
ing. " Using the commutation relations, we show how
certain "nonstandard" optical elements can be construct-
ed as a sequence of standard elements. We also show that
in this way the entire group U(2,2) can be realized and
discuss how and to what extent the Sagnac effect (in ro-
tating ring cavities) can be mimicked in nonrotating cavi-
ties. In Sec. VI we consider situations where the optical
system is restricted to a subgroup of U(2,2). Such situa-
tions occur when the optical components are restricted to
a few types, in such a way that their generators have
closed commutation relations, i.e., generate a subalgebra
of u(2, 2). In Sec. VII a method for finding the mode spec-
trum of an optical ring cavity is formulated. This
method is then applied in Sec. VIII, where we discuss the
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role played by symmetries in determining the mode struc-
ture. It turns out that such symmetries give rise to
subalgebras as studied in Sec. VI. We also investigate
what symmetries are present in the experiments of Sec.
II. Finally, conclusions are drawn in Sec. IX.

The present paper thus gives an application of the Lie
group U(2, 2) which, to our knowledge, is the first time
this group is applied in optics. Two of its subgroups,
SU(2) and SU(1,1), have already been applied extensively
in optics. The group SU(2) is well known in polarization
optics as the group of transformations of the Poincare
sphere [10] and has also been used in a description of the
lossless beamsplitter [11,12]. The group SU(1,1) was
studied in connection with squeezing [11,13,14]. Both
groups, SU(2) as well as SU(1,1), have furthermore been
studied in connection with Berry's geometrical phase in
optics [10,13,15—18]. We stress that the optical ring cav-
ities studied in this paper contain only passive optical ele-
ments, in contrast to most of the optical applications of
the noncompact group SU(1,1) so far [11,13,14], which
require active elements. Nevertheless the group U(2, 2)
appears in quite a natural way; in fact the work got its in-
spiration from the experimental effort. Hence in most
cases the mathematical statements go hand in hand with
their optical interpretation.

II. EXPERIMENTAL REALIZATIONS
OF FOUR-LEVEL SYSTEMS IN OPTICS

hEi
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FIG. 1. Experimental setup (a); M1 —M4: mirrors with radii
of curvature r = —1 m for M1 and M2, r = —5 m for M3 and
r = —6 m for M4; EOM: electro-optic modulator; OE: optical
element (see text); PD: photodiode; PZT: piezoelectric trans-
ducer; AMP: amplifiers; DAC: digital-to-analog converters;
ADC: analog-to-digital converter; PC: personal computer.
The inset (b) shows a typical spectrum recorded with the photo-
diode as the cavity is scanned by ramping the voltage Vpz~ ap-

plied to PZT.

In this section, we show how four-level systems have
been realized experimentally in an optical ring cavity.
The four states were created all from the same longitudi-
nal mode of the ring cavity. The heart of the experimen-
tal setup, as shown in Fig. 1(a), consists of a planar four-
mirror ring cavity (c/L =100 MHz) with various intra-
cavity elements to shape the mode structure. The mir-
rors were high-reflectivity (A, =633 nm) multilayer dielec-
tric mirrors. In all experiments the cavity contained an
electro-optic modulator (EOM) between mirrors Ml and
M2. This modulator acted as a linear retarder with fast
and slow axes parallel and perpendicular to the plane of
the ring and a phase retardation proportional to the volt-

age VEQ~ across its electrodes. This voltage was used as
a control parameter: the mode structure of the cavity
was measured as a function of VEQ~. A second optical
element OE was positioned between mirrors M3 and M4.
Depending on the choice of this element, the finesse of
the ring cavity was typically 25 —30. By choosing specific
elements (or combinations thereof) for OE, different
mode structures and thus different four-level systems
could be obtained. At this point it is good to realize that
every mirror must be treated as half-wave plate with its
fast axis in the plane of incidence [7,8, 17,19]. The mode
structure can therefore be affected by the mirrors as well.
In our configuration there are two mirrors between the
optical elements EOM and OE, namely, either (M2,M3)
or (M 1,M4). Such pairs of mirrors can be left out of the
analysis, since their reAection-induced phase retardations
add up to 2m. [20]. Note that in a ring cavity with an odd
number of mirrors the effect of at least one unpaired mir-
ror must be taken into account. The effect of the mirrors
is also important in nonplanar cavities, where it gives rise
to a topologically induced optical activity ("Berry's
phase") [21]. This phenomenon is sometimes used for
out-of-plane biasing of ring-laser gyros [7,8].

In order to measure the mode structure we injected
light from a fixed-frequency single-mode He-Ne laser
(A, =633 nm). The length of the ring cavity was scanned
over a distance of order A, by means of a piezoelectric ele-
ment (PZT) mounted to mirror M4 and the intensity of
the light leaking out of the ring through mirror M3 was
recorded using the photodiode (PD). This resulted in a
spectrum with up to four resonance peaks per free spec-
tral range of the cavity, see Fig. 1(b). The strength of the
resonances depended on the polarization of the injected
laser light and we adjusted this polarization such that all
resonances were sufficiently excited. The photodiode sig-
nal was fed into a personal computer (PC), which deter-
mined the peak positions and controlled the experiment
according to the following protocol. The EOM voltage

VEQ~ was increased stepwise and for each value of VEQ~
the voltage Vpzy on the piezoelectric element was

ramped. The positions of the resonances in the photo-
diode signal, expressed as the corresponding piezovoltage

Vpzy were then plotted as a function of the EOM voltage

VEQ~, yielding a mapping of the four-level system. The
results are shown in Fig. 2. A complete measurement of
one of the pictures in Fig. 2 takes typically a few seconds.
During this time the cavity is sufficiently stable to allow
absolute determination of the resonance positions. Re-
sults like those in Fig. 2, which are essentially cavity-
mode spectra as a function of a control parameter
( VEo~), have been described previously as optical band
structure [1—3,9] and we shall adhere to this nomencla-
ture throughout this paper. The optical band structures
described here have a vertical periodicity given by the
free spectral range of the ring cavity and a horizontal
periodicity given by the full-wave voltage ( V2 ) of the
EOM.

The results shown in Fig. 2 were obtained with various
optical elements. In this section we give a qualitative ex-
planation of the results. A method for quantitative
description was introduced in Ref. [9] and will be extend-



OPTICAL RING CAVITIES AS TAILORED FOUR-LEVEL. . . 1215

ed in the following sections. If the cavity contains noth-
ing but the ever-present electro-optic modulator, the
mode structure is as shown in Fig. 2(a). The upward and
downward sloping lines correspond to the x- and y-
polarized modes. These are pulled apart by EOM by an
amount proportional to the voltage VEQM.

For Fig. 2(b) we took as the OE a second EON, with
its fast and slow axes under 0=45' with respect to those
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FIG. 2. Experimental results of optical band structure for
various choices for the optical element OE in Fig. 1. The
cavity-mode frequencies, expressed as the piezovoltage VpzT
(arb. units) for which the cavity was resonant with the injected
light, are shown as a function of the voltage VEQM applied to the
permanent electro-optic modulator (EOM) in Fig. 1. The verti-
cal periodicity is given by the free spectral range of the cavity,
the horizontal periodicity by the fu11-wave voltage V2„0f the
EQM. In {d) and (e) 8 is an isotropic partial reflector; in (f) and
(g) g is a quarter-wave plate employed as a polarization-
selective reflector (see text).

of the first EOM. The phase retardation of this second
EOM couples the x and y polarizations and therefore
transforms every crossing in Fig. 2(a) into an anticrossing
with a minimum separation determined by the coupling
strength, which is governed by the voltage across the
second EOM. If this voltage is increased far enough, the
coupling can be made so strong that the band structure is
completely fiattened out, as shown in Fig. 2(c). We also
tried configurations with 8%45 and found that they
yielded essentially the same result, although the an-
ticrossings occurred for different values of VEQM Note
that in Figs. 2(a) —2(c) the propagation degeneracy [clock-
wise (CW), counterclockwise (CCW)] is still present, al-
though only one propagation direction was excited by the
injection laser. This degeneracy can be removed by cou-
pling the CW and CCW modes using a partially reflecting
element. Starting again from Fig. 2(a) this refiector then
splits every upward and downward sloping line in two
parallel lines [Fig. 2(d)]. The modes, no longer degen-
erate, are now standing waves: two for each polarization.
For each polarization the two standing waves are comple-
mentary, the nodes of one coinciding with the antinodes
of the other. Introducing an additional EOM with axes
under 8=45' with the first, we lift all degeneracies in the
crossing points of Fig. 2(d), which results in the mode
structure of Fig. 2(e), a manifold of "double-well poten-
tials. " The double well could also be made asymmetric
by taking 8%45'.

It is also possible to lift the CW-CCW degeneracy
selectively for only one polarization, as shown in Fig. 2(f).
Here a partially reflecting element was used, selectively
reflecting the x polarization. There was practically no
reflection for the y polarization. The reflector employed
here was a quarter-wave plate made of quartz, with fast
and slow axes along x,y. It was aligned perpendicular to
the beam axis, so that the two dielectric interfaces air-
quartz and quartz-air yielded interfering contributions to
the reflected wave. This interference was destructive for
the y polarization and constructive for the x polarization.
(The interference condition can be controlled by thermal
tuning of the optical path length in the quarter-wave
plate. ) Such a polarization-selective refiector is the sub-
ject of Sec. VB. When the axes of the polarization-
selective refiector were rotated by 8=45', Fig. 2(g) was
obtained. In this case the qualitative description is some-
what more complicated. The transmission of the
quarter-wave plate brings us from Fig. 2(a) to a structure
like in Fig. 2(b), still containing the CW-CCW degenera-
cy. The reflection of the quarter-wave plate will now be
most effective at the anticrossings, since there one of the
eigenmode polarizations matches the polarization select-
ed by reflection.

It is remarkable that so many different band structures
occur in Fig. 2 using only fairly simple optical
configurations. Note also that the electro-optic modula-
tor does not really play a preferential role, contrary to
what might be suggested by the above discussion. For ex-
ample, optical band structure very similar to that in Fig.
2(b) has been reported, where the same role was played
by a magnetic field inside a Faraday rotator [2,3]. All
this raises the question of how far our freedom in design-
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ing such mode structures extends. In the following sec-
tions we try to answer this question.

III. TRANSMISSION-MATRIX FORMALISM

In this section we adopt as a basic tool the formalism
introduced by Lenstra and Geurten [9] for describing the
polarization-mode structure in optical ring resonators
and give some additional definitions. The formalism is a
combination of the M-matrix description employed in
one-dimensional scattering problems in quantum
mechanics [22) and Jones calculus employed in polariza-
tion optics [23). We consider a generalized ring cavity
[Fig. 3(a)] containing several optical elements, such as
partially reflecting elements, birefringent elements, sec-
tions of free space, etc. The optical field at the reference
point P is decomposed in its left- and right-traveling com-
ponents and each of these components is written as a
complex two-component Jones vector to describe its po-
larization. Choosing z=0 in P, the electric field near P is
given by

E(z, t)=( Ae'"'+Be '"')e '"'+c.c. ,

where the Jones vectors A and B represent the waves
traveling in the positive (or CCW) and negative (or CW) z
direction, respectively, and c.c. stands for complex conju-
gate. We combine the two Jones vectors into one single
vector so that we have a four-component complex vector
that fully characterizes the optical field in P.

An optical element is now represented by a 4X4 com-
plex matrix M relating the two Jones vectors on its left to
those on its right [Fig. 3(b)],

C m )] m]2
=M (2)D B m2, m22

A
B

A
(b)

Optical
C

element
D

C I A . C s A

FIG. 3. Generalized optical ring cavity (a), with optical ele-
ments M; and a reference point P. Each optical element (b) is
represented by a transmission matrix M relating the Jones vec-
tors ( A, B) on its left to those on its right (C,D). Alternatively
one may relate the outgoing (C,B) to the incoming fields ( A, D)
by a scattering matrix S.

where the I; are 2X2 submatrices. For a nonregecting
element the off-diagonal submatrices vanish:
m, 2=m2& =0 and m» and m22 reduce to the ordinary
Jones matrices. Another intuitively clear case occurs
when the element does not influence the polarization.
We shall call these elements isotropic. For an isotropic
element the submatrices m have the form of a complex
number times the 2 X 2 unit matrix I2 so that we can treat
the submatrices as numbers and the M matrix as a 2 X 2
matrix. An example of an element that is isotropic as

well as nonreflecting is a section of free space. In this
case the matrix M contains only phase factors:

e lkLI 02

e kLI (3)

M JM=J, (5)

with the dagger denoting Hermitian conjugation. Ma-
trices M with this property are called pseudounitary and
since the signature of the metric J is (+ + ——), the ma-
trices M are by definition elements of the Lie group
U(2, 2) [24,25]. Note that the corresponding scattering
matrix S [see Fig. 3(b)] is unitary, i.e., it obeys a condition
similar to Eq. (5): S J'S =J', where the metric J' is now
the 4X4 unit matrix I4. In contrast to earlier applica-
tions of the pseudounitary group SU(1,1) in optics
[11,13,14], which actiue optical elements were necessary,
here we consider only passive optical elements. It is the
coupling of counterpropagating waves (reflections} that
introduces the pseudounitary character of the M ma-
trices. If we disregard the polarization degree of freedom
and consider the light as a scalar wave, the Jones vectors
are replaced by complex numbers and we have a 2X2
matrix formalism. In that case the signature of the
metric would be (+ —), leading to the Lie group U(1,1).

It is easily verified that the pseudounitary matrices M
defined by Eq. (5) indeed form a group. The closure of

where k =co/c is the wave vector, L the length of the sec-
tion, and I2 the 2X2 unit matrix. A more extensive list
of matrices for simple optical elements can be found in
Ref. [9].

Note that, as an alternative, we could have chosen to
represent an optical element by a scattering matrix S re-
lating the outgoing fields (C,B} to the incoming ones
( A, D); see Fig. 3(b). The advantage of using transmis-
sion matrices M as introduced in Eq. (2) lies in the possi-
bility of representing a sequence of optical elements by
the product of their individual transmission matrices. In
particular, for a ring cavity we may form the transmis-
sion matrix MRT for one round-trip through the entire
system. We discuss in Sec. VII how one calculates the
eigenmode spectrum of the cavity from the matrix MRT.

Throughout this paper we shall impose the condition
that the optical elements are loss-free by requiring that
the sum of the input intensities equal the sum of the out-
put intensities:

~
A~ + ~D~ = ~B~ + ~C~ . However, rath-

er than relating output to input fields, the M matrix of an
optical element relates the fields on one side to those on
the other side. It is therefore convenient to rewrite this
condition as the fiux conservation relation [9):

~
A~ —

~B~ = ~C~
—

~D~ . This can be written more com-
pactly if we introduce the metric

I2 0J= (4)
2

and write the complex four-vector in Dirac notation:
~4) =( A, B). The fiux conservation relation then simply
states that M conserves the quantity (ql~ J~%). The con-
dition imposed on M then takes the form
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the group [the requirement that the product of two ma-
trices M obeying Eq. (5) must itself obey it] is physically
obvious, since a sequence of two loss-free optical elements
must its-lf be loss-free. Mathematically, we use Eq. (5) to
obtain the identity M =e'~ EU(2, 2) for all real P . (10)

corresponding to the group U(2,2) is denoted u(2, 2) and
consists of the matrices K for which exp(ipK) is an ele-
ment of U(2,2} for all real values of P [29]:

(M2M, ) J(M 2M, ) =M
) ( M ~JM 2)M, =M,JM, =J .

(6)

If we substitute M =exp(i') into Eq. (5) and take the
derivative with respect to P we find that the Lie algebra
can be defined by the following condition for E:

[T,M]=0 . (9)

This definition is shown to be equivalent with a more fa-
miliar definition in terms of unitary matrices in Sec. VIII.
Using the explicit form of the time-reversal operator, Eq.
(8), we see that a time-reversal symmetric M matrix is
quickly recognized by the following relations between its
submatrices: m11=m 22 and m12 ~21

IV. THE LIE ALGEBRA 6(2,2)

A. Definition of the generators

The study of a Lie group is in many cases facilitated by
the study of the corresponding Lie algebra. The algebra

The unit element of the group is simply the 4 X4 unit ma-
trix I4. By left multiplication of Eq. (5) by J we find that
the inverse of a group element M is given by
M '=JM~J. The verification of the group structure is
completed by noting that matrix multiplication is associa-
tive. The formalism thus represents every loss-free opti-
cal element by an element of the Lie group U(2,2). This
raises the question whether it is also true that every ele-
ment of U(2,2) can be realized in optics. It will be shown
in Sec. V that the full group can indeed be realized with
standard optical components.

We end this section by giving a definition of the time-
reversal operator T which will play an important role in
the following sections. We find this operator by replacing
t by t in Eq. —(1). After a rearrangement we obtain

E(z, t) =(B—'e'"'+ A'e '"')e '"'+c.c.

where the asterisk denotes complex conjugation. The
time-reversed version of ( A, B) is thus
T(A, B)=(B',A'). The time-reversal operator is an-
tiunitary [26], i.e., it can be written as the product of a
unitary matrix and the complex conjugation operator C:

0 I2
T= I 0 (8)

. 2

Note that T =I4 as it should be, since photons are bo-
sons (for fermions we would expect T = I4) [26—28]—.
We now define time-reversal symmetry of an optical ele-
rnent by the requirement that M commute with the time-
reversal operator T:

JE=E J .

Note that this equation states that JK is Hermitian. The
Lie algebra u(2,2) can be considered as a linear vector
space with an additional structure, viz. , the definition of
the commutator [K,K']. These commutation relations
will be studied in Sec. IVC. Here we introduce a basis
for the linear vector space. As a consequence of the fact
that U(2, 2} is a 16-parameter group, the vector space has
16 dimensions [24,25]. The basis vectors are called gen-
erators. A convenient choice for the generators of u(2, 2)
is the set of tensor products of the generators of the
smaller Lie algebras u(1, 1) and u(2). For the algebra u(2)
we take the following generators, denoted by cr,
(s =0, . . . , 3):

&0 I2
1 0 0 1

01 1 10
(12)

0 —i 1 0
0 ~3 0

For the algebra u(l, l) we take the following generators,
denoted by ak (k =0, . . . , 3):

Ko oo I2) K1 lo 1~ K2 lo2~ K3 o 3

Thus the generators of u(2, 2) are

Kk, =akcr, (k, s =0, ..., 3) .

For example,

(13)

(14)

K12 —K1 O 2—
0 io20 i

0 2 to 2 0 (15)

Note that JEk, is Hermitian for every generator.

B. Optical identification of the generators

An advantage of our choice of generators is that every
generator can be associated with a specific type of optical
element. The association is made by recognizing the cor-
responding group element Mk, ($)—=exp(iPKk, ), where P
may be considered as a "strength" parameter of the opti-
cal element. By noting that Ko, = —K 1,

= —K2,
E3 I4 we can simplify the power-series expansion of

the exponential function:

(c sgo)I +i4(sing)Kk, if k =0 or 3

(cosh/)I&+i (sinhg)Kk, if k =1 or 2 . (16)



1218 SPREEUW, BEIJERSBERGEN, AND WOERDMAN 45

TABLE I. The generators of u(2, 2) and their optical identification.

Generator

Koo

K&osK2o

K3o
Kol

Kl I,K2l
K3l
Koz

K(2,K22

K32

Ko3

K(3,Kq3

K33

Identification

Sagnac effect
partial reAector
free propagation
retarder
partial refiector
retarder
optical activity
partial reflector
Faraday effect
retarder
partial reflector
retarder

Eigenpolarization

isotropic
isotropic
isotropic

x +y, x —y
x +y, x —y
x +y, x —y

O, CT

O, CT

O, CT

x,y
x,y
x,y

Symmetry under
time reversal

For example, the generator E3Q J is associated with free
propagation because M3Q(P)=exp(iPJ) is the transmis-
sion matrix for a section of free space [see Eq. (3)]. Not
all generators are identified as easily as E3O, and we shall
now discuss some properties according to which they can
be categorized. The results are listed in Table I.

1. Compactness: retarders versus reflectors

A categorization of the generators that is suggested al-
ready by Eq. (16) is according to the first index k. For
k=0 or 3 the generator is Hermitian so that the corre-
sponding group element Mk, (P) is unitary. The genera-
tor and its group element are block diagonal, which im-

plies that the corresponding optical element is
nonrefiecting, i.e., it is a retarder (note that in this termi-
nology free space is also considered as a retarder. } The
identification with a physical device is possible by com-
paring MI„(((})with the matrices given in Ref. [9]. From
Eq. (16) we see that for a retarder the matrix elements of
Mk, (P ) are bounded: their modulus cannot exceed unity.
The generators Ko, and K3, are often called compact [25]
and we shall use the terms "compact" and
"nonreflecting" generators as synonyms here. In contrast
with the Hermitian or compact generators, those for
k= 1 or 2 are anti-Hermitian and do not yield a unitary

Mk, (P). In this case the generator is off diagonal so that
the group element Mk, (P) also has nonvanishing off-

diagonal blocks. This means that the corresponding opti-
cal element is a partial reflector. The matrix elements of
Mk, (P) are not bounded and the generators are called
noncompact.

2. Eigenpolarization

The categorization according to eigenpolarization is
governed by the second index, s. We define the eigenpo-
larizations by the Jones vectors that are eigenvectors of
o, . In the symbolic notation of Table I, x and y stand for
the Jones vectors (1,0) and (0,1), x+y for the linear polar-
izations (1,+1), and o — for the circular polarizations
(1,+i). We speak about circular or linear retarders, de-
pending on their eigenpolarization. Hence Faraday rota-
tors and optically active elements are circular retarders
and a quarter-wave plate is a linear retarder. The eigen-
polarizations are simply those which are unaltered by the
optical element. For example, a quarter-wave plate with
fast and slow axes along x,y is described by M33(~/4)
and does not change the polarization of a light wave if it
is x or y polarized. For the unit matrix O.

o every Jones
vector is an eigenvector so that the corresponding group
element does not influence the polarization. The group
element is then isotropic as defined in Sec. III. The gen-
erators Eko will also be called isotropic.

3. Symmetry under time reversal

Time-reversal invariance for a U(2,2) element was
defined in Eq. (9) as commutation with the time-reversal
operator T. We call a generator Ek, time-reversal sym-
metric, or T symmetric, if Mk, (P) is time-reversal invari-
ant. The generator then anticommutes with T (see also
Sec. VIII); the T-symmetric generators are indicated by a
plus in the fourth column of Table I. In contrast, we call
the generators that commute with the time-reversal
operator T antisymmetric, indicated by a minus in Table
I. Summarized:

T symmetry (+): [Kk„T]=0~[Mk, (P), T]=0,
T antisymmetry (

—): [Kk„T]=0 Mk, (P}T=TMk, (P) .

The optical implications of T symmetry and T antisym-
metry are illustrated by a few examples. The quarter-
wave plate mentioned in Sec. IV B 2 was T symmetric. It
is the standard optical component one normally uses in

experiments. The T-antisymmetric counterpart of such a
quarter-wave plate is described by Mo3(m/4). Antisym-

metry with respect to time reversal in this case means
that the fast and slow axes are interchanged if the propa-
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gation direction of the light is reversed. Such an antisym-
metric quarter-wave plate is not commercially available,
but we shall see in Sec. V how it may be constructed.

As another example of symmetric and antisymmetric
counterparts we compare optical activity (T symmetric)
with Faraday rotation (T antisytnmetric) [9]. Optical ac-
tivity occurs, for example, in a quartz crystal, if the light
propagates along the optical axis. Such a crystal, de-
scribed by Moz(p), rotates the plane of polarization of
linearly polarized light over an angle P. If the propaga-
tion direction of the light is reversed, the sense of rota-
tion is also reversed so that a light beam that is reflected
back through the crystal retrieves its original polariza-
tion. Faraday rotation, described by M3z(p), is induced

by applying a magnetic field to a medium (and thus
breaking time-reversal symmetry. ) In this case the sense
of rotation is unchanged if the propagation direction of
the light is reversed. Thus, if the light beam is reflected
back through the Faraday rotator, the rotation angle of
the plane of polarization is doubled.

val of free space on one side and its insertion on the other
side. Mathematically, K&, and K2, are obtained from one
another by taking the commutator with the generator for
free propagation K30.

C. Commutation relations

0 )CT2= (720 ) =L03, (20a)

Commutation relations determine the structure of a
Lie algebra. They reflect the structure of the group mul-

tiplication on the level of the algebra. If a group is Abeli-
an, i.e., the group multiplication is commutative, all corn-
mutators between elements of the algebra vanish. If not,
the products exp(iK)exp(iK') and exp(iK')exp(iK) are
generally different and the commutator [K,K'] essential-

ly measures the extent to which they differ. The commu-
tation relations are at the basis of all our applications.

The commutator of two u(2, 2) generators is easily cal-
culated with the rule Kk, K~, =(»k»~)(a, tr, ) when using
the well-known products of the Pauli matrices:

4. Partial rejleetors croO, =O.,Cro=O, , (20b}

Partial reflectors are generated by noncornpact genera-
tors (k= 1 or 2). For example, the U(2,2) element corre-
sponding to the isotropic generator K &0 is

(cosh/ )I2 —(sinhg)I3
(k) = —(sinhg)Iz (cosh/)I2 (18)

The matrix is easily recognized, with the help of Ref. [9],
as representing an isotropic partial reflector with arnpli-
tude reflection coefficient r = —tanhP.

An example of a nonisotropic reflector results from the
generator K,3. The group element is given by

cosh/
0

M (rh) = —sinhP

0

0 —sinhg

cosh/ 0
0 cosh/

sinhP 0

0
sinh(()

(19)

cosh/

This reflector has an amplitude reflection coefficient
r„=—tanhP for the x-polarized component and
r = r„=ta hn—P for the y-polarized component. Note
that since s =3 the x and y polarizations are precisely the
eigenpolarizations for this generator. The difference in
sign in the reflection coefficients for the two polarizations
may seem unimportant at this point, but it is essential if
the reflected waves interfere, e.g., with other reflections.
The minus sign indicates that, for the two polarizations,
the reflected waves are in antiphase so that one polariza-
tion may experience constructive interference and the
other destructive interference.

The reflecting generators in Table I are grouped in
pairs (K„,K2, ), because the only difference between K„
and K2, is a m./2 phase difference of the reflected waves.
They are transformed into each other by a displacement
of the reflector along the propagation direction over A,/8,
with A, the wavelength of the light. Such a displacement
can also be considered as an exchange of the reflector
with a section of free space or, in other words, the rerno-

where the indices (1,2,3) may be permuted cyclically.
The resulting commutation relations for u(2, 2) are given
in Table II.

We make a few remarks concerning Table II here.
First of all, the commutator of two generators tells us
whether it makes any difference if the corresponding opti-
cal elements are interchanged. If two generators do not
commute, their commutator tells us, roughly speaking,
what kind of effect may be produced by combining the
optical elements associated with the two generators. It is
found that the triple formed by the two generators and
their commutator have the commutation relations of ei-
ther the su(1, 1) generators»„»2, and»3 or those of the
su(2) generators o &, o z, and o 3 [11,14]:

[»„»3]= 2t»3, [o(—, cr2] =.2icr3

[»3,»3]=2i», , [cr~, tr3]=2io, ,

[»3,», ]=2l»3, [cr3y(7$] 2to~ .

The generator for the Sagnac effect in rotating ring
cavities, KOO=I4, commutes with every other generator
and cannot be obtained as the commutator of other gen-
erators. This reveals that the Lie algebra u(2, 2) can be
written as a direct sum: u(2, 2)=u(1)%su(2, 2), where the
u(1) component is generated by Koo and the su(2, 2) com-
ponent by the remaining 15 generators. Correspondingly,
the group U(2,2) is a direct product; U(2, 2) =U(1)
8SU(2,2}. This means simply that every element of
U(2,2) has the form of a phase factor exp(i a ) times an
SU(2,2) matrix [a U(2,2) matrix with determinant unity].
The phase factor describes the Sagnac phase difference
between the counterpropagating waves. The 15 genera-
tors that remain in the absence of rotation have vanishing
trace, so that the determinant of the M matrix equals uni-

ty and the group U(2, 2) is reduced to SU(2,2). In the rest
of this paper we shall mainly concentrate on SU(2,2).

The first four generators are the isotropic generators
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TABLE II. Commutation relations for u(2,2); reading example: for the commutator [IC»,K,O] we look in the row labeled "12"
and the column labeled "20"and find "—32", which is to be interpreted as —2'». Entries in italic type indicate that the generator
is T antisymmetric.

00 10 20 30 01 21 31 02 12 22 32 03 13 23 33

00
10
20
30
01
11
21
31
02
12
22
32
03
13
23
33

30
20

—30

—10

31
21

—31

—33
33
23 —13

—32
32
22 —12

—20
10 31

21

—21
11

—23
13

30
20

—03 —13
—22 —13 03

12 —23
—33

02 12
12 —02
22
32

—31

—30

—10
—23

03

—02

—21
11

—20
10

—33

03
13
23
33

32
22
13

—03

30
—03 20

32 —01 —11
—11 01
—21

02 —31

—12
23

—03

—30

—10
—21

33 —02
—12
—22

03 —32
01
11
21
31

—20
10

—31

01
—01

—32 —22
12

—33 —23
13

02

11
—01

21

—01

—02
31

01

30
20

—30 —20
10

—10

33
23 —13

—12 —22 —32
02

KA p and have closed commutation relations, i.e., the com-
mutator of two isotropic generators is itself isotropic.
This is physically obvious, since a sequence of isotropic
elements can never produce polarization effects. Sirnilar-

ly, the nonreflecting or compact generators, Ep, and K3„
also have closed commutation relations. Of course, we
never expect a reflection from a sequence of nonreflecting
elements. The compact generators are the generators of
the maximal compact subgroup of U(2, 2), which is
U(2)U(2). This is also the maximal unitary subgroup
[25]. Subsets of generators with closed commutation re-
lations are generally said to generate a subalgebra and
will be studied in more detail in Sec. VI.

As a last remark we note that for a noncompact com-
mutator we need one compact and one noncompact gen-
erator. A similar rule applies to time-reversal symmetry,
where a commutator is antisymmetric only if it is pro-
duced from one symmetric and one antisymmetric gen-
erator. The signs in the last column of Table I can there-
fore simply be multiplied to obtain the symmetry of the
commutator.

V. OPTICAL ENGINEERING WITH SU(2,2)

A. Sandwich construction

In Sec. IVB we associated with every generator an op-
tical element without considering whether all those ele-
rnents actually existed or not. We show here that all
"nonstandard" components can be engineered employing
a "sandwich construction" of standard (commercially
available) components. The construction is based on the
notion that the generators of su(2, 2) occur in triples with
the commutation relations of either su(2) or su(1, 1), as
discussed in the preceding section. The occurrence of
such triples allows us to use identities that are known for
the generators of su(2) and su(1, 1). The sandwich con-
struction we want to discuss is expressed in the identities

iftpcr3 —i (m/4)o
&

i po 2 i (m. /4)o.
&e '=e le 2e

I QK2 I (7T/4)K3 I ft1K~ I ( P'/4)K3
e '=e 'e 'e

(22a)

(22b)

which are easily proven using Eqs. (16) and (21). Note
that a cyclic permutation of indices is allowed in the 6rst
equation but not in the second: in the second equation ~3
cannot be exchanged with a noncompact generator. (In
both equations the "bread" of the sandwich is compact. )

We may now replace the 0., or ~k by any set of genera-
tors with the same commutation relations. The sandwich
construction can thus be employed to construct "non-
standard" optical components. For the construction of a
nonstandard retarder we use the first equation (o3 is

compact), for a nonstandard reflector we use the second
(az is noncompact).

The only nonstandard retarders are the T-
antisymmetric linear retarders, corresponding to the gen-
erators I( p, and Kp3. SuPPose, for examPle, that we want
to construct a T-antisymrnetric retarder with axes along
x p (KQ3 ). We then replace o, by E», o 2 by K3z, and cr3

by Ko3. The first factor on the right in Eq. (22a) is now
the M matrix for a quarter-wave plate with its fast and
slow axes aligned along x+y. The third factor describes
the same quarter-wave plate with its fast and slow axes
interchanged. The second factor is a Faraday rotator ro-
tating the polarization over P radians. This sandwich
construction is shown schematically in Fig. 4(a). We see
from Eq. (22a) that a construction of a Faraday rotator
sandwiched between two mutually orthogonal quarter-
wave plates yields the overall effect of the desired T-
antisyrnrnetric retarder. Moreover, the obtained phase
retardation between the x and y components will be P ra-
dians. As a reminder, antisymmetry under time reversal
in this case means that the fast and slow axes of the ele-
ment are interchanged when the propagation direction of
the light is reversed. This construction was used in the
experiments described in Refs. [2—4] to mimic the Sagnac
effect as discussed in Sec. V C.
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it shows that an optical element with arbitrary linear
eigenpolarization can be considered, for the sake of
mathematical convenience, as the saxne element wreath

eigenpolarizations x,y, but sandwiched between optica1
activity.

~IOM

() /4

s
(d) S- --

FIG. 4. Examples of engineering with the group SU(2,2). (a)
A Faraday rotator sandwiched between two mutually orthogo-
nal quarter-wave plates is effectively a T-antisymmetric linear
retarder. (b) If a linear retarder is sandwiched between two
compensating optically active elements, effectively its axes are
rotated. (c) An adjustable linear retarder is transformed into an
adjustable circular retarder by sandwiching it between two mu-

tually orthogonal quarter-wave plates. (d) A quarter-wave plate
between two isotropic reflectors can be made to reflect selective-
ly only one polarization.

Among the noncompact generators, only the isotropic
ones correspond to standard optical components, i.e., iso-
tropic reflectors. The others can be realized by sandwich-
ing an isotropic reflector (e.g., a dielectric interface) be-
tween retarders. For n'& we substitute K&p or Kzp (both
isotropic) and for a3 one of the retarders E», K3z, and

K33 The nonisotropic reflectors that are thus construct-
ed are essentially elements that reflect two orthogonal po-
larizations with a ~-phase difference as was shown in Sec.
IV B4.

Using the sandwich construction we are now able to
construct all optical elements corresponding to the
su(2, 2) generators. The sandwich construction is only
one special example of how sequences of optical elements
can be designed yielding some desired overall effect. A
few practical examples are listed below.

1. Rotation of the eigenpolarization

If we take the generator of optical activity (Epz ) for 0,
in Eq. (22a) or for Itz in Eq. (22b), we find that the
sandwich construction rotates the axes of any element
with linear eigenpolarization. For example, if we substi-
tute for o2 the generator KQ3 for an antisymmetric linear
retarder with axes x,y, the overall effect is that of Kp],
which differs from KQ3 only by a rotation of the slow and
fast axes over m/4. This is only one special example of
how the linear eigenpolarization of an element is rotated
by sandwiching between optical activity. A general rota-
tion angle a would be obtained by simply replacing m/4
by a in Eq. (22a); see Fig. 4(b). In an experiment one
would, of course, simply rotate the element itself, instead
of inserting extra components for optical activity. The
application of Eq. (22a) now works the other way around:

2. Adjustable optical activity

Optical activity normally occurs in, e.g., quartz crys-
tals and the rotation angle for a given crystal is a fixed
quantity. The sandwich construction shows how one can
transform an adjustable linear retarder (such as an
electro-optic modulator) into an adjustable circular re-
tarder. To this end we sandwich an electro-optic modu-
lator (Oz~K33 axes x,y) between mutually orthogonal
quarter-wave plates (0,—+E3&, axes x+y); see Fig. 4(c).
The rotation angle of the resulting circular retarder is
then adjustable simply by means of the voltage applied to
the electro-optical modulator. Adjustable optical activity
can also be obtained with a combination of two half-wave
plates, the rotation angle being twice the angle between
their fast axes [10].

B. Polarization-selective reflector

The sandwich construction provides a method by
which one can achieve the situation that the amplitude
reflection coefficients for two orthogonal polarizations
have opposite signs. In an experiment the situation in
which the reflection coefficients have different magnitude
is often more interesting. The construction used in the
experiments of Figs. 2(f) and 2(g) that achieves this situa-
tion is essentially a quarter-wave plate between two iso-
tropic reflectors [Fig. 4(d)], viz. , the two dielectric inter-
faces of the quarter-wave plate. This, however, is not a
sandwich construction in the sense discussed above, since
the two isotropic reflectors are described by noncompact
generators. Moreover, since the relative phase of the
reflectors is important, we have to account for the thick-
ness of the quarter-wave plate so that the generator for
free propagation K3Q enters the analysis.

A qualitative description of this construction in terms
of simple optical arguments has been given in Sec. II, in
the discussion of Fig. 2(f). If the two isotropic reflectors
interfere destructively for the y polarization, they au-
tomatically interfere constructively for the x polarization,
as a consequence of the presence of the quarter-wave
plate. Hence we have constructed an optical element that
selectively reflects the x polarization. Note that, viewed
in transmission, this composite element still imposes a
phase difference between the x- and y-polarized com-
ponents of the light.

C. Simulation of the Sagnac e8'ect

The generator for the Sagnac effect, K00, was found to
play a special role in Sec. IV C: it commutes with every
other generator and there are no generators that have
KQQ as their commutator. This implies, for example, that
it is impossible to design a sandwich construction yield-
ing the same effect. The Sagnac effect can only be
achieved by actually rotating the ring cavity and cannot
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be completely simulated. It is possible, however, to ob-
tain a simulation of the Sagnac effect in a U(1, 1) context,
i.e., the Sagnac effect as it occurs for scalar waves. We
thus disregard the degree of freedom due to polarization
and consider an isotropic cavity, described by the genera-
tors Ekp. The elements of the Lie algebra are the ma-
trices

(ap+ a3 )Iz (ia
& +a2 )I2

(ia
&

—a2 )Iz (ap a3 )I2
(23)

where 2QQ is the phase difference between the counterpro-
pagating waves per round-trip through the cavity, due to
the Sagnac effect. We can now use the extra degree of
freedom, due to polarization, to simulate the Sagnac
effect. The simulation is based on the observation that
some generators cannot be distinguished from Kpp, as
long as only one polarization is considered. One such
generator is Kp3 (T-antisymmetric linear retarder) which,
like Kpp, commutes with K,p K2p and E3Q. If we re-

place the Sagnac generator Kpp by EQ3, the elements of
the resulting Lie algebra are the matrices

QQ+Q3

lQ) Q2

—QQ+Q3

lQ) Q2

lQ ) +Q2

Qp
—

Q3

lQ j +Q2

—
QQ

—
Q3

(24)

D. A universal SU(2,2) gadget?

So far we have shown in this section that the optical
elements associated with the generators in Table I are ei-
ther standard components or can be composed from stan-
dard components by means of a sandwich construction.

We see that as long as we look at the x polarization only
(first and third row and column), the system is formally
identical to a rotating one with Sagnac phase Qp. If we

look at the y polarization, however, the Sagnac phase is

just the opposite and equals —Qp. We conclude that the
generator KQ3 simulates a certain rotation rate for the x-
polarized light, but at the same time the opposite rotation
rate for the y-polarized light. A similar result is obtained
if, instead of Kp3, we use Kpt (for the polarizations x+y)
or Kp2 (for o +—). Note that, although the Sagnac genera-
tor is T antisymmetric, it may be simulated, in the sense
discussed above, by the T-symmetric generator Kp2 (opti-
cal activity).

The simulation scheme using the generator KQ3 as a
Sagnac generator was used in the experiments reported in
Refs. [2—4]. The effect of the generator Kp3 was obtained

by means of a sandwich construction of a Faraday rota-
tor between two quarter-wave plates [Fig. 4(a)]. The x
polarization was selected either by exciting the cavity
modes with x-polarized injected light, so that the y-
polarized modes were not excited or by filtering out the
y-polarized modes with intracavity Brewster windows.
As a last remark we note that in the field of ring-laser
gyros "Faraday biasing" is a popular method to simulate
rotation [7,8].

This implies that the entire group SU(2,2) can be realized
and one might even construct a universal SU(2,2) gadget
in the spirit of the gadget developed for SU(2) [10]. Such
a gadget would consist of a chain of at least 15 indepen-
dently adjustable optical components, that can be set to
any desired SU(2,2) element. The number 15 enters be-
cause SU(2,2) is a 15-parameter group. The design of the
SU(2) gadget shows that the group can be realized with
just two rotatable quarter-wave plates and one half-wave
plate, i.e., with essentially one type of optical element:
the T-symmetric linear retarder. In our language the
SU(2) gadget covers the generators K», Kpp and K33 If
we want to realize the entire group SU(2,2), we have to
add three extra types of optical elements. The addition of
free propagation (K3p) and isotropic refiectors (K,p)
brings all time-reversal symmetric SU(2,2) elements
within reach. Addition of one T-antisymmetric type of
element, such as a Faraday rotator, is then sufficient to
realize the entire group SU(2,2).

VI. SUBALGKBRAS OF su(2, 2)

We saw in the preceding section that the entire group
SU(2,2) can be realized, provided that sufficient distinct
optical elements are available. If the optical elements are
restricted to a few types we may not be able to realize the
entire group. For example, if no reflectors are present, it
is clear that we cannot leave the group of the retarders.
In general, such restrictions in the choice of optical ele-
ments will confine the system to a subgroup of SU(2,2).
Associated with these subgroups are subalgebras of
su(2, 2), which can be found by looking for subsets of gen-
erators with closed commutation relations, such that if E
and E' are in the subspace spanned by the set of genera-
tors, then i [K,K'] is also in that subspace [the factor i is
an artifact of our definition, Eq. (10), where we chose not
to absorb the factor i in the matrix K]. The confinement
of the optical system to a subgroup has important conse-
quences for the mode structure of a ring cavity as will be
shown in Sec. VIII, where a connection will be made be-
tween subalgebras of su(2, 2) and a common symmetry in
the optical elements.

A. Abelian subalgebras

The simplest subalgebra is the one-dimensional algebra
u(1), generated by an arbitrary generator. Since every
element of the algebra is a real number times the genera-
tor, all elements commute and u(1) is Abelian. If the gen-
erator is compact, the corresponding group is isomorphic
with U(1) -=SO(2), or the group of rotations about a fixed
axis. If the generator is noncompact, the group is iso-
morphic with SO(1,1) or the Lorentz group in two-
dimensional space-time (or the group of translations
along a straight line).

If there is a set of commutating generators, they obvi-
ously have closed commutation relations and generate
just the direct sum of their one-dimensional algebras. We
can find up to three such commuting generators and all
the elements of the resulting three-dimensional algebra
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will commute. The algebra thus constructed is the maxi-
mal Abelian subalgebra u(1)e u(1)eu(l).

B. Non-Abelian three-dimensional algebras

There are only two distinct non-Abelian subalgebras of
dimension 3, namely, su(2) and su(1, 1). The commutation
relations of these algebras were given in Eq. (21). The
algebra su(2) is compact so that its three generators must
all be compact or nonreflecting. The algebra su(1, 1) is
noncompact, so that it cannot be generated by
nonreflecting generators alone. This algebra has one
compact and two noncompact generators.

An example of the algebra su(2) is provided by E3],
Kpp and K33 corresponding to the group of
nonreflecting elements with time-reversal symmetry. It
represents all optical elements that can be produced by
ordinary quarter- and half-wave plates and optical activi-
ty [10]. As is well known, the order of these elements is
important for the overall effect. The corresponding
group of M matrices is isomorphic to SU(2), or the group
of transformations of the Poincare sphere. The M ma-
trices are block diagonal, each block being an SU(2) ma-
trix and complex conjugate to the other as a consequence
of time-reversal symmetry:

r

U 0
with U=

a p
—p' a' (25)

C. Algebras of dimensions 6 and 7

The three-dimensional algebras su(2) and su(1, 1) can be
used as building blocks for the direct sums su(2)$ su(2),
su(1, 1)su(2), and su(1, 1)&su(l, l), all with dimension 6.
The generators that commute with K30 (free propagation)
are precisely the compact generators and generate
su(2)@su(2)Su(1), where the u(1) component is generated
by K30 itself. (In order to see the direct product struc-

and lal'+ IPI'=1
For an example of the algebra su(l, l) we can take the

isotropic generators E&o, K&0 (both noncompact) and E3o
(compact). In this case the M matrices are SU(l, l) ma-
trices with each matrix element multiplied by the 2X2
unit matrix Iz.

~ r

a P aIz PI&
M =

p» «SIq= p*I «I (26)

with
l
a

l

—
lpl = 1. We can work with M as if it were a

2X2 matrix, i.e., as if the polarization degree of freedom
did not exist and the optical system were constructed
from reflectors and sections of free propagation for scalar
waves. The non-Abelian character is obvious, since a dis-
placement of a reflector (an interchange with a section of
free space) changes the way in which it interferes with
other reflectors. The possibilities for realizing su(l, l) are
numerous, but in praetiee there will always be sections of
free space in the optical system and hence it makes sense
to choose K3Q as the compact generator. With this re-
striction four triples are left, consisting of E„,Kz„and
E30 (s =0, . . . , 3).

D. Algebra of dimension 10

Finally we mention a class of subalgebras of dimension
10, an example of which is given by all T-symmetric gen-
erators. The condition that the M matrix commutes with
T [Eq. (9)] is equivalent with the condition that M
preserves a bilinear antisymmetric matrix: M 8 M =8,
where the tilde denotes transposition and 8 is the an-
tisymmetric matrix

0 —Iq8= (27)

Such matrix groups preserving a bihnear antisymmetric
metric are called symplectic [25,27] and the group of T
symmetric M matrices is therefore isomorphic to the
group USp(2, 2). Since in the experimental setup (Fig. 1)
we used only time-reversal symmetric optical com-
ponents, all experimental examples in this paper fall in
this category. Not in this category are configurations in
which a Faraday rotator is used, such as a multioscillator

ture, consider the commutation relations of the six linear
combinations Ko, + E3„s= 1,2,3.) The corresponding
group S[U(2) U(2)] is the maximal compact subgroup of
SU(2,2) [24,25]. It contains all block-diagonal (and there-
fore unitary) M matrices with unit determinant,
representing all nonreflecting optical elements. These
can obviously be displaced along the optic axis (they
commute with free propagation) as long as their order is
not changed.

The generators that commutate with EQ3 generate
su(1, 1)esu(1,1)Su(1), with the u(1) component generated
by K03 (The direct product structure becomes manifest if
one makes the six linear combinations Kkp+Ek3,
k=1,2,3.) The elements of the corresponding group
S[U(1,1)U(1, 1)] consist of diagonal 2X2 submatrices.
The optical system can be thought of as composed of one
U(1,1) element for the x-polarized light waves and anoth-
er one for the y-polarized waves. All the group elements
preserve the x and the y polarizations.

An example of the algebra su(2)&su(1, 1} arises if we
generate the su(2) component by K», Eoz, and E33 (T-
symmetric retarders. ) The su(1, 1}component is then gen-
erated by K30 E~p and Ezz (T-antisymmetric partial
0 reflectors). It is shown in Sec. VIII that this subalge-
bra leads to Kramers's degeneracy in the mode spectrum.
Another example of su(2)&su(1, 1) is generated by Ko„
Kpp Kp3 K ]p Kpp and K3Q. Also in this case we have
Kramers's degeneracy in the spectrum.

As a last example of a six-dimensional algebra we con-
sider all generators that commute with a particular non-
compact generator. The six generators commuting with
E,o (apart from K,o itselA are EO„E», Eop E,p E03,
and E,3. They generate the algebra sl(2,c). We note
however that this example is of limited practical interest,
since the algebra does not contain K3Q as a generator and
does not commute with E3Q either. In an experiment all
sections of free propagation would have to be exactly an
integer number of wavelengths, in order to ensure that
effectively the generator E3Q is absent.
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ring-laser gyro [7,8] or the experiments reported in Refs.
[2-4].

E. Application to the experiments

Now that we have identified the subalgebras of su(2, 2),
we can apply these results to the experiments described in
Sec. II and find the subalgebras that are relevant for the
different configurations. In the experiment of Fig. 2(a) we
used only an electro-optic modulator with fast and slow
axes along x,y, described by E33 and sections of free
space (E30). These two generators commute so that the
relevant algebra is u(1)e u(1). The maximal Abelian
subalgebra would have been obtained by adding a T-
antisymmetric retarder for the x,y polarizations (EO3).
The Abelian nature tells us that the band structure is not
affected if the optical components are interchanged.

For the experiments of Figs. 2(b) and 2(c) an additional
modulator with axes along x+y was added (E» ). Now
the generators E3Q %33 and E» do not have closed com-
mutation relations, but do if we add the generator for op-
tical activity, Eoz. The algebra relevant for Figs. 2(b) and
2(c) is therefore su(2)u(1), with the u(l) component gen-
erated by K3p.

The configuration of Fig. 2(d) was obtained from 2(a)
by adding an isotropic reflector (E,o). Again the com-
mutation relations are not closed and we have to add the
generators E2o, K», and E23. The relevant algebra is
therefore the example of su(1, 1)%su(1,1) that was dis-
cussed above. The configuration of Fig. 2(f) was obtained
from 2(a) by adding a reflector that reflected only the x
polarization. Note that such an element is different from
the group element M»(P), since the latter reflects the x
and y polarizations with a ~-phase difference. As dis-
cussed in Sec. VB, the element used for Fig. 2(I) was
essentially a quarter-wave plate (E33) between two isotro-
pic reflectors. We thus need the generators for isotropic
reflection E,p and E2p, so that we arrive at the same alge-
bra as for Fig. 2(d).

Figure 2(e) was obtained from 2(b) by adding an isotro-
pic reflector. Due to this addition of an extra generator
(E,o or Ezo) the commutation relations are no longer
closed and the set must be extended to include all T-
symmetric generators, so that we have the ten-
dimensional algebra usp(2, 2). The same situation occurs
in Fig. 2(g). The quarter-wave plate reflecting the x+y
polarization adds the generators E,p, K2p, and K3i to
those of Fig. 2(b) and the smallest set of generators with
closed commutation relations contains all T-symmetric
generators.

VII. MODE SPECTRA OF OPTICAL RING CAVITIES

In this section we discuss how the mode spectrum of an
optical ring cavity is calculated using the transmission-
matrix formalism. The method described here is slightly
different from the one introduced by Lenstra and Geur-
ten [9]. The eigenmode spectrum of a ring cavity is
determined by the M matrix for one round-trip through
the system MRT=M„. M&M, . In Ref. [9] the mode
spectrum of the ring was obtained from MRT by looking

for vectors that reproduce themselves after one round-
trip: MRT ~

4 &
=

~
4 &, i.e., a periodic boundary condition

was imposed. Hence one has to solve the secular equa-
tion for eigenvalue unity: det(MRT I4—)=0. This equa-
tion determines the eigenfrequencies, since M~T is a func-
tion of the optical frequency, e.g., through the appear-
ance of phase factors exp(ikL) in some matrix elements.
In general we find four eigenfrequencies per free spectral
range of the cavity. Some examples of such calculations
were given in Ref. [9]. In an experiment this procedure
corresponds to injecting light from an external laser into
the ring cavity and looking for cavity resonances as the
laser frequency is scanned [30].

An alternative and sometimes more practical method is
to keep the frequency of the external laser fixed and to
scan the length of the ring cavity, e.g. , by moving one of
the mirrors over a few wavelengths. We give here a
theoretical procedure to derive the mode spectrum as
measured with this second method. When the cavity
length is changed, effectively a section of free space is in-
serted, say at point P in Fig. 3. We now define the cavity
modes as those vectors sati. sfying the periodic boundary
condition after the insertion of a suitable length of free
space. Inspection of the M matrix for free propagation
[Eq. (3)] then tells us that we must solve the equation

'e'&I2 0
MR, IP&=lb& .e'~ MRT ~y &

=

B
A=S

$11 512

$21 $22 D

where the $;~ are 2X2 submatrices. It follows from the
definitions, Eqs. (2) and (29), that M and S are related by
a mapping f:

One thus solves the modified secular equation
det[exp(i PJ)M„T I4]=0. —The resulting values
exp(ig)=exp(ikL), which we call "pseudoeigenvalues, "
give the length of free propagation needed to satisfy the
periodic boundary condition. In general, we will find
four pseudoeigenvalues and the spectrum of the ring is
the set of the four values [P, I, , z. A plot of the
spectrum as one parameter is varied then yields a map-
ping of the four-level system (band structure) like the ex-
perimental examples of Sec. II.

Rather than calculating the mode spectrum for many
specific optical configurations, we want to use the formal-
ism to investigate how symmetries in the optical system
influence the mode structure. A problem we encounter in
doing so is that symmetries are usually formulated in
terms of unitary matrices (or Hermitian Hamiltonians),
the eigenvalues of which give the spectrum of interest
[27,28]. We therefore introduce a unitary scattering ma-
trix S that describes the same optical element as the pseu-
dounitary transmission matrix M. We recall that the M
matrix was defined by relating the fields on one side of an
optical element to those on the other side; see Fig. 3(b).
We define the S matrix by relating the outgoing to the in-
coming fields:
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S=f(M)=

—1 —1(m]] ) m]2m 22
—1—

m22 m21
—1 —1(s], ) $]2$22

—1
m22

(30)

M=f (S)= —1
$22 $21

—1
$22

(31)

where we used the pseudounitarity of M [Eq. (5)]. Note
that f (f (M) )=f (S)=M. It is straightforward to verify
that an S matrix obtained from this mapping is indeed
unitary: S S=SS =I4. For matrices close to I4 the
mapping is approximated to second order in P by

S f (M) —f (ei—PK) eiQJ K (32)

As JK is Hermitian, exp(iit]J K) is unitary (for real ]]]]).
Wc rrrakc a fc& EiIorc rcEiIRrks conccrmng trIIs Tc18tlmI

between M and S matrices. Since the mapping involves
inversion of the submatrices m;; or s;;, these must be non-
singular. From the condition of pseudounitarity, Eq. (5),
written in submatrices, it follows that
m»m» =I2+m21m21. Since m21m21 is non-negatively
definite, m» cannot have an eigenvalue zero and is there-
fore indeed nonsingular. The same reasoning applies to
m 22. Nonsingularity of s;; means that reflection
coefficients are not allowed to equal unity. A reflection
coefficient unity would imply the divergence of some ma-
trix elements of M; optically speaking the ring resonator
would then be a standing-wave resonator in disguise. We
restrict ourselves here to situations where reflection
coefficients are smaller than unity, so that M exists and
the submatrices m;, and s;; are nonsingular [31].

The mapping f can in principle be applied to calculate
the S matrix for every optical element in the system.
However, these S matrices have the disadvantage that
they cannot simply be multiplied to find the S matrix for
one round-trip through the system. The round-trip S ma-
trix is found by first multiplying the individual M ma-
trices and applying the mapping f to the round-trip M
matrix MR T. The resulting S matrix SRT has the proper-
ty that its eigenvalues are identical with the pseudoeigen-
values of MRT, as follows directly from the definitions
[Eqs. (2) and (29)]. Thus one solves the eigenvalue equa-
tion:

;ynl— (34)

Now that the mode spectrum of a ring cavity has been
reexpressed as the eigenvalue spectrum of a unitary ma-
trix SRT, it is possible to apply the usual symmetry argu-
ments.

VIII. SYMMETRY IN OPTICAL RING CAVITIES

In this section we investigate the influence of sym-
metries on the cavity-mode structure. Symmetries are
usually expressed as a property of a unitary operator (or

(33)

The definitions also show that the eigenvector
~ 1(]) of SRr

and the pseudoeigenvector
~ P ) of MRT are related by

e'~"I O2

TS =SET . (35)

In Eq. (35) we recognize the familiar formulation of
time-reversal symmetry [26—28].

The above procedure to reexpress a symmetry of M in
terms of S has been carried out for symmetry operations,
either unitary ( U) or antiunitary ( A ), that commute with
M. An additional distinction was made between symme-
try operations commuting and anticommuting with J,
i.e., between symmetries of the block-diagonal and off-
diagonal type. We denote these two cases as type I and
type II, respectively. For example, type U-II will stand
for a unitary symmetry operation with off-diagonal
blocks only. The results are shown in Table III.

The reason for distinguishing between the diagonal (I)
and off'-diagonal (II) types of symmetry becomes clear if
one starts from the formulation in terms of the S matrix.
For example, for an antiunitary symmetry A S =S A we

Hermitian Hamiltonian), the eigenvalues of which give
the spectrum of interest. We show that the symmetries of
interest here can equally well be expressed directly in
terms of the M matrix. The mapping f is used to make
the connection with the familiar formulation in terms of
the unitary S matrix.

The symmetries of interest are those which, if shared
by all optical components in the system, are transferred
to the entire chain of elements. Hence, if the M matrices
of two optical elements, M, and M2, share a certain sym-
metry property, then the product M1M2 must have that
property as well. In principle, one could also consider
situations where the optical system has a global symme-
try that is not present in the individual components.
Such "accidental" symmetries can only be found by actu-
ally calculating the matrix SRT or MRT for that particu-
lar configuration. We do not consider such situations
here.

Let us suppose that a certain symmetry property is
respected by the group product. Clearly then, all U(2,2)
elements (M matrices) sharing this property form a sub-
group of U(2,2) and the corresponding algebra is a
subalgebra of u(2, 2). The generators of the subalgebra
are found by considering infinitesimal elements of the
subgroup, i.e., elements close to the unit element I4. In
order to answer the question of how the symmetry prop-
erty is expressed in terms of S matrices, we can apply the
mapping f to the infinitesimal elements, using Eq. (32).
We illustrate this procedure with the example of time-
reversal symmetry.

Time-reversal symmetry was introduced in Sec. III as
the condition [T,M]=0. If we now substitute a matrix
M =exp(iPK) with infinitesimal ])I], we find for K the con-
dition [ T, iK]=0 or, since T is antiunitary, [ T,K] =0 [cf.
Eq. (17)]. The generators Kk, that anticommute with T
are precisely the ten T-symmetric generators, which
indeed generate an algebra (see Sec. VI). In order to reex-
press time-reversal symmetry in terms of the S matrix, we
note that [ T,J] =0, from which it follows that

[ T,iJKI =O. Since the infinitesimal S matrix is given by
S =exp(i it]J K) [see Eq. (32)), we have
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TABLE III. The formulation of the four different types of symmetry; U& and U2 are 2X2 unitary matrices and C is the complex
conjugation operator.

Type

Unitary (I)

Form

Ul
U=

U2

M matrix

[U,M]=0

Generators

[U, ICk, ]=0

S matrix

[U,S]=0

Unitary (II)
0

U=
Up

U,

0 [U,M]=0 [U,K„,]=0 US=S'U

Antiunitary (I)
U) 0

C [ A, M] =0 [ A, Kk, ] =0 [A,S]=0

Antiunitary (II)
0

U2

Ui

0 ~ [A,M]=0 [A,Kk, ] =0 A S=S'A

U=
U) 0

0 U2
(36)

imposes conditions on the submatrices of M, such as
m» U, = U, m». With the mapping f we then obtain

(st, ) 'U& = U&(st» )
' and from this sii Ui = U&s».

After repeating this for all submatrices, the fina result
can be written as [ U, S]=0.

We make only a few remarks about the U-II and A-I
types of symmetry. We feel that they have only limited
applicability, since propagation through free space (K3O )

does not obey these symmetries. The inevitable presence
of sections of free space therefore breaks such symmetry.
It can be shown that in the presence of a U-II or A-I
symmetry the eigenvalues of SRT occur in complex conju-
gate pairs exp(+i/) In band struc. tures like in Fig. 2 this
would be visible as a fictitious horizontal line about
which the band structure is reflection symmetric. In
most of our experimental band structures we can actually
find such a horizontal line. It could very well be that
those configurations can be considered as consisting
effectively of one optical element with U-II or A-I sym-
metry plus one section of free propagation. In such a sit-
uation, with effectively only one section of free propaga-
tion, one can show that the horizontal line is shifted in
such a way that the eigenvalues of SRT occur in pairs
exp[i (kL+P) ], with L the length of free propagation.

substitute an infinitesimal S =exp(iPJK) and find the
condition [ A, iJ K] =0. This determines a set of genera-
tors, which we now require to have closed commutation
relations (the symmetry property must be preserved by
the group product). We then find that this requirement
imposes on A the condition that it must be of the second
type: [ A, J]=0.

So far our arguments were based on infinitesimal M
and S matrices and, looking at Eqs. (30) and (31), it is not
immediately obvious that the results of Table III are still
correct for finite group elements. It is only slightly more
elaborate to show that the results remain valid also for
finite group elements. For example, a U-I symmetry,

A. Type-I unitary symmetry

S =e'+
p*I2 a*I2— (37)

with ~a~ + ~P~
= l. It is now easily verified that every

unitary matrix U composed of two identical 2X2 diago-
nal blocks is a symmetry of the system, so that the sym-
metry group of the system is SU(2) [disregarding a trivial
prefactor exp(iP) in U]. Every eigenvalue is doubly de-
generate and vectors in the same two-dimensional eig n-

space differ only in polarization.

In the presence of a U-I symmetry U it is convenient to
look for simultaneous eigenvectors of U and S. The ei-
genvalue problem of S can now be solved separately for
every eigenspace of U. We give three examples of unitary
symmetry. For the first example, we note that in the ex-
periments of Figs. 2(a) —2(c) all relevant generators com-
mute with J, so that U =J is a unitary symmetry. The
eigenvectors of S can therefore be found among the
eigenvectors of J, which are of the form ( A,O) and (O,B).
These vectors represent traveling waves in the clockwise
or counterclockwise direction. Therefore the eigenmodes
in Figs. 2(a) —2(c) represent traveling waves. This result is
not surprising because all optical elements are
nonreflecting and there is no coupling between counter-
propagating waves.

For our second example we note that all generators
relevant for Figs. 2(d) and 2(f) commute with U=KO3.
The eigenvectors of K03 represent light with either x or y
polarization, so that every mode in Figs. 2(d) and 2(f) is
either a linear combination of ~x,CW) and ~x,CCW) or a
linear combination of ~y, CW) and ~y, CCW). This has
been observed in our experiments by choosing the polar-
ization of the injected laser light. With x-polarized injec-
tion the y-polarized modes could not be excited and half
of the modes seemed to disappear [19].

As a last example of unitary symmetry we consider an
isotropic cavity, described by the generators Kko. It is in-

tuitively clear that there must be polarization degeneracy
in an isotropic system. The isotropic S matrix has the
general form

aI2 pI2
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B. Tyye-II antiunitary symmetry

1. Time-reversal symmetry

The subalgebra corresponding to time-reversal symme-
try is of course the algebra of the ten T-symmetric gen-
erators, for which [ T,Kk, ] =0. The M matrices preserve
the antisyrnrnetric bilinear metric

0 —I2
U~J =

I2 0 (39)

and form the symplectic group USp(2, 2}, as mentioned in
Sec. VI; cf. Eq. (27). As in the case of unitary symmetry,
we can now look for the eigenvectors of S among the
eigenvectors of T. The eigenvectors of T being of the
form ( A, k A'), we conclude that the eigenvectors of a
time-symmetric S represent standing waves. Note that if
A represents cr+ polarization, then A* represents e
polarization, so that ( A, + A*) represent so-called twist-
ed modes.

If an eigenvector
~

1 ) of S does not represent a standing
wave, it must be degenerate with its own time reverse
T~ 1 ), and hence also with the linear superpositions
~

1 )+T~ 1 ), which do represent standing waves. The ar-
guments apply to all experimental examples of Fig. 2,
since only optical components associated with T-
symmetric generators were used.

For the experiments of Figs. 2(a) —2(c) we concluded in
Sec. VIII A that the eigenmodes were traveling waves, be-
cause there was a unitary symmetry U =J. Here, howev-
er, we conclude that the eigenmodes are standing waves,
because there is time-reversal symmetry. These two con-
clusions are consistent only if there is degeneracy, such
that two degenerate traveling-wave modes make up two
standing-wave modes. In fact, since the M matrix com-
mutes with J as well as with T, it also commutes with
J T. Now J T is an A-II symmetry and (J T) = I4,so-
that we have Kramers's degeneracy. For the experiments
of Figs. 2(d) and 2(f} we concluded in Sec. VIII A that the
eigenmodes were either x or y polarized. Since we con-
clude here that the eigenmodes are standing waves, we
have fully determined the eigenmodes by symmetry argu-
ments.

Before giving examples of A-II symmetry, we note that
this symmetry can be expressed in an alternative way. If
we write A =UC, with unitary U and C the complex
conjugation operator, the condition [M, A] =0 can be ex-
pressed equivalently as

M(U J)M=(U J) . (38)

This states that M preserves the bilinear metric ( U J). If
we now realize that J U = —U J (see Table III), we see
easily that (U J} is an antisymmetric matrix if A =I4
and a symmetric matrix if A = —I4. In the former case
the M matrices form a symplectic group and in the latter
case an orthogonal group [25,27]. An example of an A-II
symmetry with A =I4 is time-reversal symmetry,2

A =T. The case with A = —I4 is well known to produce
Kramers's degeneracy [26—28]. We give examples of
both cases.

2. framers's degeneracy

A type-II antiunitary symmetry A with A = —I4 al-
ways leads to degeneracy in the eigenvalue spectrum of S.
For every eigenvector ~1) there is an orthogonal eigen-
vector 3

~
1 ) with the same eigenvalue. The orthogonali-

ty, ( 1~ 3 ~1)=0, is proven easily using the antiunitarity of
A and A = —I4. The resulting degeneracy is called
Kramers's degeneracy [26—28]. Kramers's degeneracy is
usually associated with time-reversal invariance in sys-
tems containing an odd number of fermions [26]. In such
systems the time-reversal operator squares to —1 and all
eigenstates of the Hamiltonian of the system are doubly
degenerate. The best known example occurs in atoms
with an odd total number of electrons and nucleons, as
long as time-reversal symmetry is not broken, e.g., by a
magnetic field.

In our case time-reversal invariance clearly cannot pro-
duce Kramers's degeneracy, because T =I4 and we have
to look for other antiunitary symmetries. One example
was already mentioned above for the experiments of Figs.
2(a) —2(c). The symmetry operation in that case is

0 Iq
—S 0~. (40)

2
A) =J T=

The generators anticornmuting with J T are E3] EQ2,
E33 E3Q E$2 and E22, which were shown to generate
su(2)su(1, 1) in Sec. VI.

As another example we consider the operator

0 te2
A2=

t02 0 (41)

In this case we find the generators Ep&, EQ2, EQ3 +]Q,
Kzo, and K30 again generating an su(2)%su(l, l) algebra.
This example of Kramers's degeneracy was present in the
experiments described in Refs. [2—4]. The ring cavity
contained sections of free space (K30 ), an isotropic
reflector (K,o K2p) and a T-antisymmetric retarder
(K03 ) ~ The antisymmetric retarder was in fact a Faraday
rotator sandwiched between two quarter-wave plates, ac-
cording to Fig. 4(a). Note that in this example Ko, and

EQ3 are T-antisymmetric generators and that this type of
Kramers's degeneracy is not broken by the magnetic field
inside the Faraday rotator, in contrast to Krarners's de-
generacy in atoms.

Finally, we mention that an isotropic cavity, described
by the generators Kkp, in general does not display
Kramers's degeneracy, but does so when it is not rotating
(no Sagnac effect; Koo is absent). In that case the symme-
try operator is A2 as in the above example.

Both examples given here, A, and A2, define a six-
dimensional algebra, which is consistent with the results
of Scharf et al. [28]. They used a perturbation approach
to show that, in the four-dimensional state space of two
Krarners's degenerate levels, the Harniltonian contains no
more than six independent parameters. The symmetry
that produces Kramers's degeneracy is the same symme-
try that leads to quartic level repulsion in the context of
random matrix theory of spectra [27].



1228 SPREEUW, BEIJERSBERGEN, AND WOERDMAN 45

IX. CONCLUSIONS

We have demonstrated experimentally a large variety
of four-level systems in an optical ring cavity. Intracavi-
ty birefringent and reflecting elements were used to cou-
ple light waves with different polarizations and different
propagation directions, respectively. The measurement
of the cavity-mode frequencies as a function of a control
parameter resulted in general in a diagram ("band struc-
ture") with four crossing and anticrossing levels. The
four-level systems were adjustable by turning knobs in
the experiment. In view of earlier work on optical reali-
zations of driven two-level systems ("optical atoms")
[3,4I, this opens numerous possibilities for dynamical ex-
periments in tailored four-level schemes. For example,
one could realize a A- or V-type three-level scheme—
leaving the fourth level unused —and drive it with a bi-
chromatic field.

As a basis for the description of optical ring cavities we
adopted the matrix formalism introduced by Lenstra and
Geurten [9] which, under the restriction to loss-free con-
ditions, leads naturally to the study of the Lie group
U(2, 2) and the associated Lie algebra u(2, 2). The merit of
the group-theoretical approach comes from the associa-
tion of a specific type of optical element with each of the
16 generators of the algebra. The commutation relations
provide at one glance information about what kind of
effect may be produced with a sequence of optical ele-
ments. This notion was quantified in a recipe for a
"sandwich" construction of nonstandard optical com-
ponents out of standard (i.e., commercially available)
ones. The commutation relations of the Lie algebra thus
served as a starting point for "optical engineering. " It
was made clear that the entire group U(2, 2) can be real-
ized with optical components. The commutation rela-
tions also show how and to what extent the Sagnac effect
in rotating ring cavities can be simulated as reported in
PICVICLIBLBXP~

If the optical components are restricted to a few types,
in such a way that the corresponding generators have
closed commutation relations, the optical system is re-
stricted to a subgroup of U(2, 2). The number of indepen-
dent parameters —16 for a general U(2, 2) element —is
then reduced to the number of generators of the sub-

group. For example, in nonrotating ring cavities (no Sag-
nac effect) we deal with SU(2,2) instead of U(2,2). If the
polarization degree of freedom remains unused, we deal
with the group U(1, 1), or SU(1,1) if the Sagnac effect is
absent. If no reflectors are present, the relevant subgroup
is U(2)SU(2).

The restriction to a subgroup was shown to be connect-

ed with a common symmetry in the optical components.
We have used such symmetry properties to make general
statements regarding the cavity-mode structure in our ex-
perimental configurations. In particular, in all the exper-
irnents discussed here time-reversal invariance was shown
to apply, leading to the symplectic ten-parameter sub-
group USp(2, 2) and to standing-wave character of the
cavity eigenmodes. In the experiment of Fig. 2(d) an ad-
ditional unitary symmetry was identified, allowing the
determination of the cavity eigenmodes completely by
symmetry arguments. We identified antiunitary sym-
metries producing Kramers's degeneracy in the experi-
ments of Figs. 2(a) —2(c) as well as in previously reported
experiments lacking time-reversal symmetry. These are
all examples of Kramers's degeneracy in bosonic systems
(photons), contrary to its more familiar occurrence in fer-
mionic systems with time-reversal invariance.

Although much has been said about symmetries, we
have only marginally discussed the symmetrical appear-
ance of some of the band structures of Fig. 2, most of
which show reflection symmetry in a horizontal or verti-
cal line. The reflection symmetries in a vertical line are
determined by the functional dependence of the band
structure on an (arbitrarily chosen) control parameter.
The methods described in this paper do not seem well
suited to analyze this problem. The horizontal reflection
symmetry could point to one of the symmetries that were
not discussed in detail, the type-II unitary and type-I an-
tiunitary symmetries.

The application of the group U(2, 2) presented here is
to our knowledge its first application in optics. In some
of the practical examples in this paper the group-
theoretical approach may seem to be overkill because
simple optical arguments work just as well. In other ex-
amples, however, it is our feeling that the group-
theoretical approach is superior to optical intuition and
in fact sharpens the latter. Obviously, this superiority
will increase with the number of intracavity elements.
Gtti expertence?s"that the grotip u(2, 2) is of direeL, practt-
cal use in optical experiments.
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