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Measurement of absolute rates for multiphoton ionization of atomic hydrogen at 248 nm
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We present measurements of absolute rates for multiphoton ionization of the ground state of atomic
hydrogen by a linearly polarized, subpicosecond KrF laser at a wavelength of 248 nm. The irradiance
was varied from 3x10'2 to 2x10' W/cm', and three above-threshold-ionization peaks were observed.
The measured rate for total electron production was less than that predicted by Floquet theory [S.-I.
Chu and J. Cooper, Phys. Rev. A 32, 2769 (1985)] and perturbation calculations [S. V. Khristenko
and S. I. Vetchinkin, Opt. Specktrosc. 40, 239 (1976)], but significantly higher than calculated by the
Reiss [Phys. Rev. A 22, 1786 (1980)] and Keldysh [Sov. Phys. JETP 20, 1307 (1965)] methods using
Volkov final states.

The interaction of atomic hydrogen with an intense
laser field is a fundamental test of the features of multi-
photon ionization and above threshold ionization (ATI)
without the complications of multielectron eff'ects. Sev-
eral theoretical calculations of multiphoton ionization of
atomic hydrogen have been published [1-12]. There are
simple perturbative calculations that include intermediate
states to some order [2-5,9, 10] and those that employ
Volkov states as the final states without including any in-
termediate states [1,6,8]. There are also calculations that
simulate the atom-radiation field by Floquet states [7],
and time-dependent three-dimensional calculations with
direct numerical integrations of the Schrodinger equation
[11,12]. These calculations for the simple hydrogen atom
diAer by as much as 3 orders of magnitude at a given irra-
diance. Due to their simplicity, Volkov-state Keldysh-
Faisal-Reiss (KFR) models are widely used in calcula-
tions of plasma heating by multiphoton ionization [13]. It
is necessary to measure the absolute accuracy of these ion-
ization rates to check the validity of using KFR models to
calculate their contribution to plasma heating.

Very few experiments have been performed on the mul-
tiphoton ionization of atomic hydrogen [14-17]. Only
one group [14] has measured an absolute ionization rate.
The others were interested primarily in the Stark shift
[15],ionization by two applied radiation fields [16],or an-
gular distributions of the resulting electrons [17]. The
rate that was measured could not be compared directly to
theoretical predictions, because the laser field was mul-
timode. This increased the ionization rate by a factor
which could not be measured, but which was estimated to
be 6I, or 720.

This paper presents a crossed beam measurement of the
absolute rates for three-photon nonresonant ionization of
atomic hydrogen by 248-nm linearly polarized light. Fig-
ure 1 shows the energy diagram of the system with a
schematic of the expected signal. Two main features of
this experiment are the few-photon nature of the process
and the absence of intermediate excited states that shift
into resonance during the irradiation. The photoioniza-
tion process, and the models that describe it, are therefore
uncomplicated. In order to avoid the problem of Ref.
[14], the longitudinal modes of the laser beam were mode
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FIG. 1. Simplified energy-level diagram of a hydrogen atom

showing schematically electron peaks from absorption of three,
four, and five 5-eV KrF photons.

locked, with a pulse length near the transform limit. This
indicates that the irradiance had a smooth temporal
profile without the high-irradiance spikes typical of chaot-
ic multimode beams. Thus there is no enhancement of the
ionization rate compared to a single-mode beam.

The photoelectrons originated at the intersection of an
atomic hydrogen beam and a focused laser beam. Figure
2 is a schematic diagram of the interaction region. In this
figure, the hydrogen beam flows from top to bottom, the
laser beam points out from the page, and the electron
spectrometer extends to the right. Atomic hydrogen from
an rf discharge source [18] was collimated by a 1-mm-
diam Teflon coated skimmer to form the atomic beam.
The skimmer also acted as a diAerential pumping aperture
between the source region and the interaction region. The
density of hydrogen atoms was measured with a quadru-
pole residual-gas analyzer (RGA) and agreed with esti-
mates from the measured gas flow rate.

An electron time-of-flight (TOF) spectrometer with a
2z-sr collection angle was used to distinguish between
electrons from hydrogen atoms and those from molecules
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FIG. 2. Schematic diagram of the interaction region. The
laser beam is orthogonal to this view.

H++ H+ +e (1.91 eV) + e (1.4 eV) .

Another small fraction was from photoelectrons from the
grids at the entrance of the spectrometer. The back-
ground from the grid electrons did not depend on the gas
pressure and their spectrum was simply subtracted. The
photoionization signals were measured separately by turn-
ing off the rf discharge and varying the density of H2. To
isolate the atomic contribution, we modulated the H sig-
nal by turning the discharge on and off. We scaled the
discharge-off spectrum such that the amplitudes of the
molecular peaks at 4.5 eV were the same as that in the
discharge-on case. We then subtracted the scaled spec-
trum from the discharge-on case. In this way the H2 con-
tribution in the resulting spectrum was eliminated.

The laser has been described previously [20]. During
these measurements, its output energy was typically 25
m3 with a pulse length of 600+ 50-fsec full width at half
maximum (FWHM), as determined by two-photon ion-
ization of NO with an assumed sech (t) shape. The prod-
uct of the temporal and spectral widths was two to three
times the product for a transform limited pulse. A
diffraction-limited, 50 mm diam, f/20 off-axis parabolic
mirror focused the laser beam to a spot at the center of
the interaction region. The laser beam exited through a

of hydrogen and water. The electron spectrometer was
based on the Kruit and Read magnetic bottle design [19],
but used a permanent magnet rather than an electromag-
net. The electrons were detected by a microchannel plate
(MCP) 1.087 m from the interaction region. The total
number of electrons produced in the interaction region
was calculated from the MCP signal, the detection
efficiency of the MCP, the transparencies of the grids, the
collection angle of the spectrometer, and the average sig-
nal recorded when single electrons were incident on the
MCP. A small fraction of the electrons in the H peaks
arose from multiphoton ionization of H2 and its products:

H2+4h v H+ H++ e(1.91 eV)

+hv

beam dump channel and was collected by a joulemeter so
that each electron spectrum could be averaged with others
of the same pulse energy. The width of each energy bin
was 3% of the mean energy.

The peak irradiance at the center of the interaction re-
gion was adjusted over the range 3x10' to 2X10'
W/cm, corresponding to peak ponderomotive potentials
of 0.02-1.1 eV, with beam splitters and reAective neu-
tral-density filters. This method of attenuation changed
the pulse shape and irradiance distribution as little as pos-
sible, especially since the spot size was larger than the
diffraction-limited spot size. The sensitivity of the collect-
ed electron spectra to movement of the laser focus was
tested by translating the focusing mirror in three dimen-
sions. There was no change in the spectra for displace-
ments smaller than 200 pm from the point of maximum
signal, and considerably larger displacements were possi-
ble in most directions. This tolerance results from the
large difference among the characteristic dimensions of
the focal spot, the atomic beam, and the magnetic field of
the spectrometer. It was also noted that variations in elec-
tron count that occurred from time to time with a single
configuration of the attenuation chain were frequently
greater than variations due to replacement of the attenua-
tors. Therefore, the scatter in measured electron counts at
a single measured irradiance is not due primarily to the
method of attenuation, but to changes in factors such as
the waist radius of the laser beam.

Peak irradiance was determined from the total energy
of each laser pulse, the pulse length, and the average ra-
dius of the beam waist, which was measured to be 35+ 2
pm under normal conditions. Occasionally, the waist ra-
dius grew to 45 pm, or varied between these values. Since
the radius was not measured during the collection of elec-
tron spectra, these occasions must be recognized by the
decrease in electron production rates. Calculated peak ir-
radiances were checked against the ponderomotive shift of
the electron energies, which indicated the irradiance at
which the ionization occurred. This was possible because
the time required for an electron to leave the focal volume
was much greater than the duration of the laser pulse.
The ponderomotive shift was too small to measure when
the irradiance was less than 10' W/cm, but higher irra-
diances calculated by this method agreed with the others
within the estimated uncertainties. At the highest irradi-
ance, the maximum ponderomotive shift, 0.56%-0.08 eV,
correspond not to the highest irradiance of the laser pulse,
but to a value of 1.0~0.5&&10' W/cm . This is inter-
preted as the irradiance at which the last atom in the
high-irradiance region was ionized. Irradiances at points
other than the beam waist were determined by fitting an
M model [21] to measured beam diameters at different
distances from the focusing mirror. In this model, the ra-
dius of a beam that contains transverse modes changes
with distance along the axis (z) more quickly than a
TEMpp beam of the same waist radius (Wp). The actual
radius W(z) can be described by the equation

2
M Xl~(z)l'=W' 1+ ~~2

where M =1 for a TEMOO beam, k =248 nm, and z =0 at
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FIG. 3. Comparison of measured electron production rates to

theoretical rates: a, Perturbative (Ref. 3); b, Floquet (Ref. 7);
c, Coulomb-corrected Keldysh (Ref. 1); and d, Keldysh (Ref. 1)
and Reiss (Ref. 6). Measurements are shown as unconnected
points. Each set is normalized to a hydrogen atom density of
10' cm

the waist. For each value of z, the irradiance at a distance
W(z) from the axis is less than that on the axis by a factor
of 1/e . The fitted value of M was 6.2+ 1, indicative of
the effect of the amplifier's gain on the spatial distribu-
tion.

In order to compare the experimental results with the
theoretical calculations, the calculations were folded with
the experimental parameters to predict a signal. The fo-
cal volume was divided into shells along contours of equal
peak irradiance, so that all atoms within a shell experience
the same temporal history. Some shells were truncated at
the edge of the atomic beam. Within each shell, the
theoretical ionization rates were integrated over the tem-
poral shape of the laser pulse to find the number of elec-
trons released. The sum over the entire focal volume was
compared to the measured signal.

Figure 3 shows the measured electron counts compared
to several models. Each curve has been normalized to a
density of 10' atoms/cm . The low-irradiance measure-
ments were actually taken at this density, but the density
was reduced to 10 atoms/cm for the high-irradiance
cases to avoid space-charge effects. The lowest theoretical
curves represent the Keldysh [1] and Reiss [6] models us-
ing Volkov final electron states. The model closest to the
measured points is the Keldysh model including the factor
that Keldysh derived to account for the Coulomb field of
the ion in the final state [1]. The next higher curve repre-
sents the Floquet theory of Chu and Cooper [7]. The
highest curve [3] is typical of perturbation calculations,
which differ from each other by as much as a factor of
three. The numerical integration models are not included

because the tabulations presently do not include ionization
rates at irradiances less than 10' W/cm . The total elec-
tron count is very sensitive to these rates because of the
large volume of hydrogen in the low-irradiance wings.

The error bars in Fig. 3 are "worst case" estimates, as-
suming that all errors are in the same direction. The un-
certainty in normalized electron count is thus +62 —43%,
and the uncertainty in irradiance is +30—54%. The un-
certainty in irradiance includes the possibility that the
waist radius at any time might be 30% larger than the
ideal case, which makes the error bars strongly asym-
metric. The uncertainty in electron count was mostly due
to the electron detection efficiency ( ~ 20%) and the mea-
surement of gas density (+' 20%).

Each curve in Fig. 3 increases with irradiance I approx-
imately as I until the electron count reaches 10000. At
this point, a significant fraction of the atoms in the focal
volume have been ionized, and the rate of growth de-
creases. The dependence of the highest electron counts
comes chiefly from expansion of the low-irradiance wings
of the focus. It differs from the familiar I' rule for a cy-
lindrically symmetric beam [22] because of the finite size
of the atomic beam. It is often useful to locate the point
at which the electron count versus irradiance curve
"breaks, " then apply simple approximations to check the
consistency of the various measurements. In this experi-
ment, the relatively low slope of the curve, compared to
those involving infrared and visible lasers, together with
relatively large uncertainties in the measured points,
prevents precise location of the break point. Still, one can
reasonably say that it lies between 40 and 120 TW/cm,
thus agreeing with the ponderomotive shift results. One
rule, presented in Ref. [14], is that N, =NHVi, where N,
is the number of electrons at the break, AH is the density
of hydrogen atoms, and V3 is an effective focal volume for
a three-photon process, accounting for the finite size of the
atomic beam. Taking NH as 10' atoms/cm, this rule es-
timates N, as 30000, corresponding to 120 TW/cm in
Fig. 3. Another simple rule relates the generalized cross
section a to the irradiance I, at the break and an effective
pulse length T~ which is 700 fs in this case, according to
rJI, T~=1. When I, =100 TW/cm, this estimates a
=2 x 10 cm W . One must take I, to be 20 TW/
cm to bring a into the range of perturbation-theory cal-
culations.

If one tries to match the experiment to the perturbative
and Floquet predictions by assuming that a single param-
eter was measured incorrectly, that parameter must be the
waist radius of the laser beam. The other parameters
would have to be adjusted far beyond the estimated uncer-
tainties. For example, the pulse duration must be longer
by a factor of 3, or the hydrogen density lo~er by a factor
of 25, to match the perturbative calculations. Ho~ever,
both the predicted electron counts and the calculated irra-
diances of the experimental points depend on the waist ra-
dius. The measurements can be brought into agreement
with the Coulomb-Keldysh calculations by taking the
waist radius of the laser beam to be 30% larger (45 pm
rather than 35 pm). This change is within the estimated
uncertainties. Achieving the same agreement would re-
quire increasing the pulse length or joulemeter calibration
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by 40%, or decreasing the gas density or detection eK-
ciency by a factor of 2.8. Much larger changes would be
required to match the other models, such as 8'0=75 pm
to reach the perturbative and Floquet models, or 8'0 =20
pm for the Reiss and Keldysh models.

In conclusion, the perturbative and Floquet calculations
predict larger electron counts than were measured. The
Coulomb-corrected Keldysh model is in better agreement.
The widely used Reiss and Keldysh methods underesti-
mate the rates by a large factor. These should not be used

to estimate rates of plasma heating by multiphoton ioniza-
tion.
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