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We use the field-strength eigenstates, that is, the quadrature eigenstates rotated by an angle ccphi, to
define a phase distribution of a single mode of the radiation field. A measurement procedure lies at the
heart of this operational phase distribution: A balanced homodyne-detection scheme measures, in prin-
ciple, the field-strength probability curve in its dependence on ccphi. The probability of finding a zero
electric field plotted versus ccphi constitutes the proposed distribution. For a wide class of quantum
states, this curve is in good agreement with the abstract phase probability curve obtained from phase
states, but it is free of the familiar problems accompanying the notion of a Hermitian phase operator.
The phase distribution of a quantum state has been achieved without using phase states; this can be sum-

marized as ‘“phase without phase.”

PACS number(s): 42.50.Bs, 42.50.Dv

The phase-sensitive phenomenon of the squeezing [1]
of the quantum fluctuations of a single mode of the radia-
tion field in the conjugate variables corresponding to the
electric and magnetic field, that is, squeezing in the quad-
rature components rests on solid theoretical foundations.
The same holds true for quantum effects related to pho-
ton number [2]. Why? Because there exist well-defined
Hermitian operators corresponding to these quantities
[3,4]. However, in the domain of phase, that is, the vari-
able conjugate to m, we walk on shaky ground, caused by
the problems associated with the definition of a Hermi-
tian phase operator [4—8]. In the present article we sug-
gest a phase distribution that is free of these complica-
tions and, more importantly, we relate it to a
measurement-—a balanced homodyne-detection scheme
[9]. This is in the spirit of Lamb’s operational approach
towards nonrelativistic quantum mechanics [10], which
forces us to devise an experimental apparatus for every
quantum-mechanical operator or wave function we in-
tend to “measure.” This operational phase distribution,
which we base on well-defined states—the so-called field
strength eigenstates or rotated quadrature eigenstates
[11]—we compare and contrast to the abstract phase
probability curve

p(¢,|¢>)=|<¢|¢>|2:2—
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motivated in Ref. [12] from semiclassical considerations.
We assume that the light field is in a normalized quan-
tum state

=3 ¢, lm), @)
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where |m ) denotes the mth number state. In the
definition of the phase distribution Eq. (1), we have made
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use of the phase states [5,12,13]

lp)=2m)"12 3 explime)|m) . (3)

m=0

We gain considerable insight into the phase distribu-
tion p (@, |¥)), Eq. (1), by capitalizing on the concept of
area of overlap and interference in phase space [14]. Ac-
cording to this semiclassical principle the area of overlap
between the appropriate phase-space representation [15]
of the state |4) indicated in Fig. 1 by a “blob” or a long
“cigar” and the phase state |@) shown in Fig. 1(a) by the
divergent beam determines the probability |{¢|¥)|>. To
realize experimentally such a phase state |@) is a difficult
enterprise. However, field-strength eigenstates |E(g)),
depicted in Fig. 1(b) by the thin phase-space strip, are the
essential ingredient of homodyne detection [9,11] and are
experimentally accessible. Figures 1(a) and 1(b) suggest
that the area of overlap between the state representative
|#) and the phase state |@) is close to and resembles the
zone of crossover between |¢) and the strip state
|E(@)=0). Consequently, the corresponding probabili-
ties [{@|y)|? and |(E(@)=0|y)|* are closely related.
We hence expect to approximate the abstract phase dis-
tribution p (@, [¢¥))=|{@|¥)|? Eq. (1), by the operational
phase distribution

PE(¢7’|¢'>)E./V|<(OE(¢)‘¢>‘2 . (4)

For the sake of simplicity in notation we here and in the
remainder of the article subscribe to the abbreviation
|E(9)=0)=|0g,,) for the field eigenstate of zero elec-
tric field at phase angle ¢. Moreover, in the definition of
pe(@,|¥)), Eq. (4), we have introduced a normalization
factor [16] N to ensure that

S depetolon=1.
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The above normalization condition and Fig. 1 suggest al-
ready that this distribution is m-periodic in contrast to
the abstract phase distribution p(@,|¢)) for the same
state being 2m-periodic. This effect results from the
phase-space strip of the field-strength state extending
from minus infinity to plus infinity in contrast to the
one-sidedness of the divergent beam phase state |@).
This, however, is not a serious deficiency of this distribu-
tion [17]. Moreover, when |¢) extends along a radial
direction as illustrated in Figs. 1(c) and 1(d) the similarity
in zones of crossover fails and the two distributions
p(@,|¥)), Eq. (1), and pg(e,|¢)), Eq. (4), are quite
different.

These geometrical considerations serve as a motivation
for the analysis pursued in the remainder of this article.
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FIG. 1. Phase-state overlap compared and contrasted to

field-strength eigenstate overlap. Phase information about a
state |4) springs from either the phase probability |{¢|¢)|?,
that is, from the scalar product between a phase state |@) and
[}, or from the zero-field-strength curve |{Og,|9)|* corre-
sponding to the scalar product between the zero-field-strength
state |E(¢)=0)=|0g,) and |¢). The area-of-overlap princi-

ple associates with |{@|y)|? the phase-space domain of cross-
over between the diverging beam and a “blob” or an extended
‘“cigar,” that is, between the corresponding phase-space
representatives of |@) and |¢). Likewise the stripe cut out of
the |4)-blob or |4 )-cigar by the phase-space strip, that is, by
the zero-field-strength state representative governs the quantity
[{Og,|¥)|*. The blob state |¢p) shown on the left is well locat-
ed in radial direction. It has a narrow photon distribution
|{m]¥)|? and is not influenced by the spreading of the diverg-
ing beam. In this case the beam acts almost like the phase-space
strip: The two quantities |{@|¢)(? and |{ Og |9 |? are closely
related. In contrast the elongated cigar state on the right side of
the figure containing a multitude of number states brings out
the very difference between |@) and |E(@)=0). For such a
state the idea of approximating the phase probability distribu-
tion |(@|y)|* by the zero-field-strength curve [{Og,|¥)]?
fails. The phase-space strip extends from — o over the origin
of phase space to + o« and hence the field-strength eigenstates
for E =0 are m-periodic, whereas the phase states |@) display
27 periodicity. Hence the two distributions differ in their
periods.
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The eigenstates |E(@)) of the appropriately scaled field
operator

E(p)=i[a exp(—ip)—a Texplip)], (5)
read [11]
|E(@))=(2m) 174 ﬁ [C(m +1)2m]" 12
m=0
X H, (E(p)/V2)
Xexp[ —EX¢p)/4]
Xexplim(@—m/2)]lm) . (6)

Here @, a*, H,, and T denote the annihilation and
creation operator of the field mode [3,4], the mth Her-
mite polynomial [18], and the gamma function, respec-
tively. The use of the gamma function here rather than
the usual factorial will be useful when we replace the
discrete summation variable m by a continuous integra-
tion variable. We emphasize that the phase @ of the field
appears in the eigenstate |E(p)) as a parameter and not
as the eigenvalue of a phase operator.

The probability of observing the field strength value E
for a given phase @ of the field reads [11,19]

p(E (@), |y =I[(E(@)|¥)|?. @)

Hence the operational phase distribution defined via Eq.
(4) is the curve obtained by depicting the value of the
field-strength probability distribution at the particular
field value E (¢)=0 in its dependence on the parameter ¢
as illustrated geometrically in Fig. 2. We, therefore, cal-

(a) (b)
I<E(9) =01 >2
{b) (@) ¥ (c)

{c) (d)

FIG. 2. The operational phase distribution—the zero-field-
strength curve—obtained from the field-strength probability
distribution. For various angles ¢ [(a), (b), and (c)] we record
the field-strength probability curve |{ E(g)|¢)|? corresponding
to the area of overlap between the phase-space strip state
|[E(p)) and the |¢)-blob. The value of the quantity
|{E(@)=0|¢)|? in its dependence on ¢ (d) constitutes, when
properly normalized, the operational phase distribution.
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culate the scalar product (E(@)=0[¢)=(0g)|¢) by

combining Eq. (6) for E (¢)=0 with Eq. (2), which yields

<(OE I‘@l’)_(Z’IT)WI/4 2 H (0) [F(m +1)2m]—1/2
m=0
X, exp[ —im (9—m/2)] .
The properties H,,, 1(0)=0 and H,, (0)

=(—1)"T'(2m +1)/T'(m +1) of the Hermite polynomi-
als [18] reduce the above equation to
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or

[T(2m +1) /222
T'(m+1)

(Ogpl)=02m)~1"* Z_O
X, expl—i2me) .

With the help of the Poisson summation formula [20]

—1/4 < 2m +1)
O =(27) /4 1 I'( w
< E((P)!¢> ( m m2=0 ) I'(m+1) Ef(n): 2 f dnf n)exp 277-1n»v)+_~f (9)
n=0 V=—o00
X[T(2m +1)2>"]7 2y,
Xexp[—i2m(p—7m/2)], we find [21] from Eq. (8)
J
2nq1/2
(Opplp)=2m ™ 2 S dn 2'}?;141/12)] Wanexp[ —i2n (@—mv)]+1(2m) " /4y,
or
mil/2
(Opipl)=102m S J, dm L 2D /2Ly, expl —im(g—mv)]+ 1(2m) ™ 4y (10)

(m/2+1)

Vv=— 00

In the last step we have introduced the new integration variable m =2n.
We now consider this exact result for a state |¢) with a coherent amplitude as suggested in Fig. 1. In this case the
dominant contribution to the integration over the variable m in Eq. (10) arises from m values that allow the application

of the improved Stirling formula [22]
L(m +1)=2m)"*(m +1)" " 2%exp(—m —1) .
With the help of this relation we find

[T(m +1)/2m]'/?
T(m/2+1)

which simplifies Eq. (10)

=g Vm +1)7V4

—1/2

(05(¢)|¢>=7:

V=

f dm[2(m+1)]7 4y, exp[ —im(p—mv)]+L(

77.)—1/41//0 .

1
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For field states such as the blob of Figs. 1(a) and 1(b), the function (m +1/2)1/* is slowly varying, that is, the photon
distribution |4, |2 is narrow compared to the m scale on which this fourth root varies. Hence for such states we may
replace in this term the integration variable m by an effective value 7 and factor it out of the integral, which yields

(Opl)=

V= —o0

The elongated cigar of Figs. 1(c) and 1(d) would not have
allowed such a slowly varying approximation.

In order to compare this result to the corresponding
expression

=2m)7? 3 Ppe ™

m =0

(pl)

obtained from the state |1¢), Eq. (2), and the phase state
@), Eq. (3), we again make use of the Poisson summa-
tion equation (9) and arrive at

Lom  Rm IS [ dm el —im(p— )1+ 2m) g,

(11a)

(plY)=(2m)" 12 2 f dm ¥, exp[ —im(p—2mv)]

V= — o0

+12m) "y, . (11b)

Equations (11a) and (11b) bring out most clearly the simi-
larities and differences between the phase distributions,
Egs. (1) and (4), resulting from these probability ampli-
tudes.

(i) When ,==0, as is the case, for example, when the
state |) has a large coherent amplitude, the difference in
Eq. (11) due to the rest term in the Poisson summation
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formula is minute.

(ii) The probability amplitude |y ) is periodic in ¢
with period 27 in contrast to (@E(q,,ltﬁ) which, in full
agreement with the geometrically motivated result dis-
cussed earlier, shows m-periodicity.

(iii) The prefactors of (@l¥) and (Ogy,l¥) are
different reflecting the difference in the domains of in-
tegration: a triangle in the case of {@|¢) versus a rec-
tangular shape in the example of ( O,,|¥) [23].

We now outline a strategy to measure the phase distri-
bution pz(@,|¥)). In the first step we record the proba-
bility distribution p(E (@), |#)) for various values of ¢ as
suggested in Fig. 2. For this purpose we use the balanced
homodyne-detection scheme shown in Fig. 3. Here we
superpose the signal field E; to be measured with the
classical field of a local oscillator [24] of well-defined
phase @ and well-defined amplitude &;. The operators
for the total intensities of the two output ports are

(B T+ & e ') E T+ eT9)

L
2

and

T_

LE T =G e ) E T —EeTi?),

where E (™) and E (=) denote the positive and negative
frequency components of the slowly varying signal field
operator, respectively [3,4]. Therefore, the operator of

the difference in these intensities AT =T + —T_ reads
AT=6(E Pe 9+ E e tie)
=&, i (Ge "'9—a Te'?)
=6.6.E(p) . (12)

In the last step we have made use of the relation
E {Y)=i&a, where &, denotes the electric field per pho-
ton [3,4], and the definition of E, Eq. (5). Hence apart
from an unessential scaling factor, the operator AT
defined in Eq. (12) corresponds to the field operator E
given by Eq. (5). The statistical behavior of this mea-
sured difference signal shown in the lower part of Fig. 3,
that is, its probability distribution, is essentially the field-
strength probability distribution we seek [25]. In the
second step we now repeat this procedure for various ¢
values. From each probability curve p(E(g),|¢)) for
fixed @ we only need the value of this distribution at
E =0. A plot of those values as a function of ¢ shown in
Fig. 2(d) provides this operational phase distribution. We
emphasize that the squeezing experiments reported so far
measure the second moment of this field-strength distri-
bution only. However the present scheme involves the
total distribution and hence all moments. Hence the
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FIG. 3. Experimental scheme to measure the field-strength
probability curve based on balanced homodyne detection. We
superpose on a beam splitter the signal field E; to be measured
and created, for example, by laser light sent through a nonlinear
crystal in a resonator, with the original local oscillator laser
field. The difference AI=I, —I_ between the intensities

=|EY+6.e?* and I_=|E!"'— & e'®?|* measured at the
two output ports of the beam splitter shown in its time depen-
dence in the lower part of the figure is essentially the field-
strength variable (provided the laser field is considered to be a
classical field). The probability curve P,(AI) for this difference
intensity Al (for a field measurement time) is the field strength
distribution. We vary the phase between the local oscillator and
the field and record the field-strength distribution for a different
phase.

measurement of the full field-strength distribution reveal-
ing the internal structure of the state would in itself con-
stitute a novel measurement scheme.

In conclusion we have defined in this article a phase
distribution based on the field-strength eigenstates. We
give a prescription for the measurement of this distribu-
tion using a balanced homodyne-detection scheme. For a
wide class of physical states this operational phase distri-
bution is in good agreement with the phase probability
distribution derived from ordinary phase states.
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