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We report measurements of energy distributions of electrons emitted during interactions 10q-keV
N +, and Ar~+ (q =7,8,9) ions with Au(110) and Cu(001) surfaces at grazing angles. The electron ener-

gy distributions have been measured as a function of angle of incidence, observation angle, and target-
crystal azimuth. For both Au and Cu targets, the projectile KLL Auger peak observed for the case of
the N + projectiles is seen to consist of two components whose intensities have strikingly different
dependences on incident perpendicular velocity. The main component of the KLL peak is attributed to
subsurface electron emission and is modeled using a Monte Carlo simulation of the projectile trajectories
in the bulk. The second component, observed only for the smallest incident perpendicular velocities, is
attributed to above-surface KLL Auger electron emission and is modeled using computer simulations of
the resonance neutralization-autoionization cascade that occurs prior to projectile penetration of the
surface. In the case of the Au target, NNV and NVV transitions, attributed to vacancy transfer from the
projectile K shell to the N shell of Au, are also observed. The Monte Carlo simulation of the subsurface
contribution to the electron emission is able to reproduce the observed angle-of-incidence dependence of
both the projectile and the target Auger electron intensities. In addition, it shows reasonable agreement
with the observed dependences of the projectile KLL intensity on observation angle and crystal azimuth.

PACS number(s): 34.70.+e, 79.20.Nc, 79.90.+b

I. INTRODUCTION

Auger transitions that fill inner-shell vacancies in mul-
ticharged projectiles during interactions with metal sur-
faces have been studied by numerous investigators [1—7 ]
in recent years. These studies have all found that, even
for initially fully stripped or hydrogenlike incident pro-
jectiles, the energies of the observed Auger electrons cor-
respond to Auger transitions in a projectile whose outer
shells have already been almost completely neutralized.
In addition, measurements [1,5] of the Doppler shifts ob-
served as a function of observation angle showed that the
inner-shell Auger transition occurs while the projectile is
still on its initial trajectory, i.e., prior to appreciable pro-
jectile angular scattering in the bulk material. The ap-
parent strong disagreement of the experimentally ob-
served rapid neutralization of multicharged ions with the
frequently invoked model of multicharged ion neutraliza-
tion near surfaces proposed by Arifov et aI. has been
noted in a number of studies [5,6,8]. In this model, the
primary neutralization mechanism is above-surface reso-
nant multiple electron capture of metal conduction-band
electrons into autoionizing projectile Rydberg levels.
The subsequent complex autoionizing cascade requires
time scales long compared to normal E Auger lifetimes,
and thus cannot explain the almost complete neutraliza-

tion of the projectile outer shells prior to K Auger decay.
In a recent paper [9] we have shown that this

discrepancy can be resolved by considering the contribu-
tion due to electron emission below the surface. In the
bulk, projectile neutralization by electron capture from
loosely bound target valence-band levels directly to the
projectile M and L, shells can proceed on time scales
significantly faster than those required for, e.g. , K Auger
decay. The depth in the bulk from which Auger elec-
trons can be observed at their initial Auger transition en-
ergy is restricted to the first few crystalline layers of the
target by the small electron inelastic mean free paths at
the Auger transition energies in question. Using a Monte
Carlo simulation of the detailed projectile trajectories in-
side the target material, we found that relatively little
projectile angular scattering occurs over target depths
comparable to the Auger electron inelastic mean free
path. Therefore emission occurs while the projectile
direction of travel is nearly the same as the incidence
direction, in accord with the experimental Doppler shift
observations. An analysis of the shapes of the observed
projectile K Auger emission, together with theoretical fits
of the Auger yields based on the above Monte Carlo
simulation, indicated that below inverse projectile per-
pendicular velocities of about 100 a.u. ', subsurface elec-
tron emission is the dominant contribution to the ob-

44 7214 1991 The American Physical Society



ELECTRON EMISSION DURING INTERACTIONS OF . ~ . 7215

served KLL Auger peak. At larger inverse perpendicular
velocities an additional, smaller component becomes dis-
cernible in the observed KLL peak. We ascribed this
component to above-surface electron emission, and
showed that its intensity had an angle of incidence depen-
dence consistent with that expected for the resonance
neutralization-autoionization cascade occurring above
the surface.

In the present paper, we provide additional evidence
supportive of this interpretation. After a description of
the experimental approach and procedure, followed by a
brief summary of our earlier electron spectra for 60-keV

ions incident on Au(110) at 0.5' —20 grazing angles,
in which both the projectile KLL and the Au target XXV
and XVV Auger peaks will be discussed, we will present
the results of more recent measurements of electron ener-

gy distributions for the same multicharged ion incident
on Cu(001). We find significant differences in the intensi-
ties of the electron spectra observed for the two targets,
which are also apparent for the case of incident Ar~+
(q =7, 8, 9) ions, results for which will also be presented.
In addition to studying the variation with angle of in-
cidence, we have investigated, for the case of the Cu tar-
get, the dependence of the electron spectra on observa-
tion angle, as well as on target-crystal azimuthal orienta-
tion. The above-noted target difT'erences, as well as the
measured variations with incidence angle, observation an-
gle, and crystal azimuth are analyzed using our Monte
Carlo simulation of the subsurface electron emission. It
will be seen that this model can satisfactorily reproduce
all the observed characteristics of the discrete features
present in the measured electron spectra.

II. EXPERIMENTAL APPARATUS
AND PROCEDURE

The experimental apparatus and technique have al-
ready been described elsewhere [2,9]. Briefiy, a 10q-keV
multicharged ion beam extracted from the ORNL ECR
ion source was magnetically analyzed and then collimat-
ed by passage through two small apertures to give a 1-
mm-diameter spot size on target at normal incidence,
with an angular divergence of less than 0.2'. The targets
used were clean Au(110) and Cu(001) single crystals
mounted on an x-y-z manipulator located in an UHV
chamber with a base pressure of 1 X 10 ' Torr. The tar-
get manipulator permitted independent crystal rotations
about two axes, the first lying in the surface plane (used
to select the ion beam angle of incidence) and a second
normal to the crystal surface (used to select the azimuthal
orientation of the crystal relative to the incident ion
beam). The UHV scattering chamber was equipped with
a CMA —electron-gun surface diagnostic system which
was used to verify surface cleanliness, and an ion sputter
gun. Surface sputter cleaning was performed using 1-keV
Ar+ ions, and was routinely followed by a crystal anneal-
ing cycle to repair any surface damage caused by sputter-
ing.

The electron spectra were measured using a compact
electrostatic hemispherical sector analyzer (1.82 cm ra-
dius of curvature) mounted on a second manipulator (sit-

l0

10

10O

O

100
O

(

-210

CU
O

1 0 3

10

10'
0 100 200 300 400

ELECTRON ENERGY (eV)

500

FIG. 1. Absolute experimental electron spectra observed for
60-keV N ions incident on Au(110) at five different angles.
The inset shows schematically the experimental configuration.

uated on a flange directly opposite to the target manipu-
lator fiange) which permitted proper alignment with
respect to the beam spot on the target crystal and provid-
ed the capability of measuring ejected electron angular
distributions. The analyzer was equipped with an einzel
lens which could be used to increase the spectrometer ac-
ceptance angle (i.e., signal rate). The einzel lens could
also be operated as a "zoom" lens to permit deceleration
of the electrons prior to analysis, but was not used in that
mode for the present set of measurements. The electron
analyzer had a nominal energy resolution of 2.8% and
was equipped with a multichannel plate particle detector
(operated in pulse counting mode) whose front end was
biased at +300 V to permit detection of even the lowest-
energy electrons with good efficiency. A Helmholtz coil
arrangement was used to cancel stray magnetic fields in
the region of the target crystal. The electron spectrome-
ter pass energy and data collection were controlled by a
microcomputer-based data acquisition system configured
as a multichannel sealer. The dwell time per channel was
determined by target current integration to a preset accu-
mulated charge.

The ion beam current intercepted by the second col-
limation aperture (see inset of Fig. 1) was used to normal-
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ize the measured electron spectra to the incident beam
Aux. The fraction of intercepted to transmitted beam
current (current incident on the target crystal) was found
to be almost completely independent of upstream tuning,
in large part due to the placement of an additional, slight-
ly larger aperture approximately 4.5 cm upstream of the
final electron suppressed beam-collimation —monitoring
aperture, which limited the intercepted beam to a thin
annulus surrounding the transmitted beam. The calibra-
tion factor used to deduce beam Aux incident on the tar-
get from beam intensity intercepted at this aperture was
frequently monitored and found not to vary by more than
10% at a given beam energy.

The parameters required to put the measured double
differential electron yields on an absolute scale were ei-
ther determined experimentally, or determined from the
known geometry and dimensions of our apparatus. On
the basis of a compilation [10] of published studies, the
channel plate electron detection eKciency was taken to be
a constant 40% for the electron energy range 0—500 eV
(which corresponds to 300—800-eV electrons striking the
positively biased front of the channel plate). The diame-
ter [full width at half maximum (FWHM)] of the electron
spectrometer viewing region, determined by monitoring
the measured electron count rate during spatial scans of
the analyzer across a well localized source of electrons,
was determined to be 2.75 mm when the einzel lens at the
entrance to the analyzer was not used, and 3.27 mm when
the einzel lens was optimized for maximum signal. For
an extended line source of electrons (i.e., width much less
and length much larger in spatial extent than the viewing
region of the spectrometer) the einzel lens after optimiza-
tion increased the signal count rate by a factor of 3.37.
This factor represents a gain of solid angle of a factor of
2.84 in combination with the enhancement factor of 1.19
due to the increased size of the viewing region obtained
by the use of the einzel lens.

For ion beam angles of incidence of less than about 15',
and electron detection normal to the surface, the length
of target illuminated by the 1-mrn-diam ion beam was
greater than the target region viewed by the spectrome-
ter, requiring the application of a well-defined geometric
factor in the determination of the absolute electron inten-
sity scale. For observation angles away from the surface
normal, the geometric factor was also based on the pro-
jection of the illuminated target region onto a plane per-
pendicular to the spectrometer axis.

Care was taken to properly position the target crystal
and the spectrometer with respect to the incident beam,
as well as to optimize the Helmholtz coils. In order to as-
sure longitudinal centering of the beam on the crystal tar-
get at grazing incidence angles, the crystal (with face
parallel to the incident beam direction) was translated
into the beam until the half intensity point on the beam
current intercepted by the target was reached. At this
position the 0 incidence angle setting of the manipulator
rotation drive was checked by rotating the target slightly
to either side of the nominal 0' setting and verifying a lo-
cal minimum in intercepted beam current. The align-
ment of the analyzer with respect to the ion beam spot
was performed by monitoring the intensity of high-energy

(a few hundred eV) electrons ejected by the ion impact.
With the ion beam incident at an angle close to perpen-
dicular to the surface, making a small spot size and thus a
very localized source of secondary electrons, and with the
analyzer rotated to 90 relative to the incident beam
direction, half intensity points were determined for
translational scans of the analyzer parallel and transverse
to the incident beam direction, respectively. The trans-
verse and parallel positions of the analyzer were then set
at the centers of the respective half intensity positions.
After changing the analyzer observation angle by about
45', the final translational degree of freedom of the
analyzer was fixed by determining the half intensity
points for scans in the vertical direction (i.e., towards and
away from the ion beam). This procedure usually con-
verged after two iterations. The analyzer and target thus
having been physically aligned with respect to the in-
cident ion beam by use of the high-energy electrons, the
three orthogonal Helmholtz coils were adjusted iterative-
ly by maximizing the intensity of low-energy (typically 5-
or 10-eV) secondary electrons produced by the same in-
cident ion beam. The Helmholtz coil adjustment using
low-energy electrons was performed each time the angle
of observation of the spectrometer was changed. The
physical alignment of the analyzer using high-energy
electrons was checked prior to each electron energy dis-
tribution measurement.

III. EXPERIMENTAL RESULTS

Using the approach outlined in the preceding section,
we have measured electron energy distributions for N +

and Ar~+ (q =7—9) ions incident on Au(110) and
Cu(001) single crystals. Figure 1 shows electron spectra
for 60-keV N + ions incident on Au in the range of in-
cident angles 0.5 —19.5', all observed at 90 relative to the
incident beam direction. The figure illustrates some gen-
eral features shared by all the spectra to be presented in
this paper. The measured electron spectra are dominated
by a steeply falling continuum distribution which is
strongly peaked at electron energies of a few eV. Super-
imposed on this continuum are discrete features that are
identified either as target or projectile Auger transitions.
For example, the peaks evident in Fig. 1 near 70 and 220
eV are N6 7 VV and X4 5N6 7 V target Auger transitions,
while the peaks centered near 380 eV are due to KI.I.
Auger transitions in the N projectile. The projectile
Auger peaks have associated energy straggling continua
extending to lower energies, which are especially prom-
inent when the projectile Auger transition occurs at
sufticiently high energies that there is little overlap with
the low-energy-peaked secondary electron continuum (see
Fig. 1). This feature is better illustrated in Fig. 2, where
the spectra for the different angles of incidence are super-
imposed on a linear intensity scale. The intensity of the
straggling shoulder in relation to the Auger peak intensi-
ty is determined by the magnitude of inelastic electron
energy loss in the bulk, and is therefore strongly
influenced by the depth distribution over which the
Auger electron emission takes place [11,12]. As will be
discussed in greater detail in a later section of the paper,
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the depth distribution of the emitted projectile Auger
electrons is a strong function of projectile incidence an-
gle. It is mainly for this reason that the shoulders prom-
inent in Fig. 2 do not scale with the K Auger peak inten-
sities observed at the different incidence angles.

Figure 3 shows a comparison between electron spectra
for 90-keV Ar + ions incident on Au and Cu targets at

FIG. 2. Absolute projectile K Auger electron spectra for 60-
keV N + ions incident on Au(110) at five different angles.

10', observed at an angle of 90 to the incident beam
direction. It is noted that while the intensity of the con-
tinuum is greater by more than an order of magnitude for
the Cu target in comparison to the Au target, the yield of
projectile LMM Auger electrons, equal to the integrated
intensity of the peak around 210 eV obtained after strip-
ping off the continuum contribution (see solid lines in
Fig. 3) is only about 50%%uo larger than the corresponding
yield for Au. Figure 4 shows electron spectra for
different charge states of 10q-keV Ar~+ ions (7 q 9)
incident on Au and Cu at 10' and 1'. It is noted that for
the case of the 1' incidence angle electron spectrum for
Ar + incident on Cu, the total LMM Auger electron
yield, integrated over 4~ and assuming isotropic emis-
sion, is close to 1 e /ion, the maximum possible for one
initial L-shell vacancy.

The variation of the electron spectra with observation
angle (measured relative to the surface normal) is illus-
trated in Figs. 5 and 6 for 60-keV N + projectiles in-
cident on Cu(001) at l.6' and 20', respectively. By a com-
parison of the two figures, it can be seen that the KLL
peak area decreases more steeply as the observation angle
is moved away from the surface normal for the 20 angle
of incidence than for the more grazing 1.6' case.

In order to extract KLL Auger electron yields from the
measured spectra, we developed two methods of back-
ground subtraction, illustrated by the two solid lines la-
beled 3 and 8 shown for each of the spectra in Fig. 5.
The first method (curves labeled A) estimates the back-
ground by use of a sixth-order semilogarithmic polynomi-
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FIG. 3. Absolute experimental electron spectra observed for
90-keV Ar + ions incident on Cu(001) and Au(110) at 10'.

FIG. 4. Absolute electron spectra for 10q-keV Ar + ions in-
cident on Cu(001) and Au(110) at 1' and 10 .
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al fit using as "windows" spectral regions on both sides of
the peak dominated by continuum background. In the
case of the projectile K Auger peaks, the "windows" were
set immediately outside the range of possible K Auger
transition energies for the entire manifold of possible
charge states calculated using a Hartree-Fock atomic
structure code [13]. For the N + projectiles this range
was calculated to be 320—4SO eV, which corresponds to
the 1s2s -1s transition on the lower extreme and the
series limit of the EI.X transitions on the upper extreme,
both for Li-like N. For observation angles other than
90', this energy range was suitably Doppler shifted.

I

po

Implicit in the above method is the assumption that
the peak and the underlying background have completely
different origins, which is of questionable validity if the
dominant projectile Auger emission originates from
below the surface (as assumed in our working hy-
pothesis). It is well known from solid-state Auger and
photoemission studies that electron emission peaks origi-
nating in the bulk are accompanied by energy straggling
continua on the low-energy side of the Auger peaks,
which suggests the use of a background subtraction pro-
cedure such as suggested by Shirley [14] and later
modified by Bishop [15]. This elegantly simple algorithm
is based on the assumption that the "signal" at a particu-
lar energy E contributes a uniform background at all en-
ergies lower than E, and provides a good estimate of the
background for the case of stationary Auger electron em-
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FIG. 5. Projectile E Auger electron spectra for 60-keV N +

ions incident on Cu(001) at 1.6' as a function of forward obser-
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labeled 2: background estimates obtained using polynomial fits;
curves labeled B: background estimates based on applying
modified Shirley method to extreme forward angle electro'
spectrum (see text).
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FIG. 7. Electron spectra measured for 60-keV N + ions in-
cident on Cu(001) at 5' along two different azimuths; the obser-
vation direction is normal to the surface.

itters in the bulk, provided the Auger peak is well defined
relative to the continuum tail on the low-energy side.
However, for the case of moving emitters the situation is
complicated by the fact that Auger electrons of rest
frame energy E can contribute to background at energies
larger than E, if, for example, they are emitted in the for-
ward direction and then elastically scattered in the bulk
toward the spectrometer. This effect is minimized, how-
ever, when the spectrometer is situated at the extreme
forward angles. The second method employed for back-
ground stripping of the projectile peaks in our electron
spectra entailed application of the modified Shirley
method to a spectrum measured at such a forward obser-
vation angle (e.g. , the 8, =75' spectrum of Fig. 5), and
then using the resulting background shape at other angles
as well, by scaling to match the low-energy continuum
shoulders at each observation angle. This is the pro-
cedure used to obtain the curves labeled 8 in Fig. 5. For
grazing angles of incidence, and for observation angles
close to the surface normal, the two background estima-
tion methods give projectile peak areas that agree to
within about 15%.

When extreme forward observation angle spectra were
not available, the polynomial fits were used as an approxi-
mation to the modified Shirley method. The first method
was also used in cases when the extreme forward angle
spectra were available, but the projectile Auger peak was
no longer clearly defined relative to the low-energy shoul-
der. Such is the case for the 20' incident angle spectrum
shown in Fig. 6. The lower solid line shown in that figure
is a polynomial fit obtained using the "windows" de-
scribed above, while the upper line shows the effect of an
arbitrary narrowing of the fit "windows. " The difference
between the two fits is the dominant source of uncertain-
ty in the projectile Auger peak areas at the largest in™
cidence angles.

To conclude this section on the measured electron
spectra, we show in Fig. 7 typical electron energy distri-
butions observed normal to the surface, for two different
crystal azimuthal orientations relative to the incident

beam direction. The azimuthal rotation is measured rela-
tive to the [100] direction (i.e., /=0' corresponding to
the [100] direction). The spectra were obtained with 60-
keV N + ions incident on Cu(001) at 5' along the [110]
azimuth (/=45') and along /=35'. In comparing the
two spectra it is seen that the ELL peak is slightly, yet
significantly smaller off the [110] direction than it is for
incidence along the [110] azimuth. We find similar az-
imuthal variations for the other angles of incidence as
discussed in Sec. VII.

IV. MONTE CARLO SIMULATION

We have recently suggested [9] that many of the
discrete features in low-energy, multicharged ion-induced
electron spectra observed during interactions with sur-
faces could be explained by assuming that most of the
electron emission occurs after the projectile has penetrat-
ed the surface of the metal target material. This con-
clusion was based on extensive calculations of the projec-
tile trajectories inside the solid target using the MAR-
LowE Monte Carlo simulation code [16]. We developed a
model in which the neutralization and deexcitation of the
projectile was assumed to progress in three sequential
stages. In the initial stage (projectile population 'fraction
P i ) the projectile carries a K vacancy and has an empty L
shell; in the intermediate stage (fraction P2 ) the IC vacan-
cy still survives, but the L shell has become (nearly) filled;
in the final stage (fraction P3) the K vacancy has been
filled. This three-component system is described by the
following set of coupled differential equations:

dt
d6

RI.P1 pK d
P1

dt

dP2 d6
dt I. 1 K 2 pK d 2dt

dP3 d6
dt

=R+P2+prc
d

(Pi +P2 ),dt

Pi +P2+P3 =1

(lb)

(lc)

(ld)

where Rl is the rate of I.-shell filling, and RK is K Auger
decay rate. The last terms in Eqs. (la) and (lb) represent
K-vacancy transfer from the projectile, which was incor-
porated to permit calculation of target Auger electron
production. The step function 6 is dependent on the his-
tory of the trajectory, and increases its value in unit steps
each time a collision occurs having a distance of closest
approach less than d„;,. For such collisions K-vacancy
transfer is assumed to occur with probability pK. The
time evolution of this system is determined by numerical
integration along the calculated projectile trajectories in-
side the bulk. A screened Coulomb ion-solid interaction
potential suggested by Ziegler, Biersack, and Littmark
[17] is used. The simulation is started at 3 a.u. above the
surface plane.

Using MARLOWE, sets of trajectories were generated
and followed in detail [18]. For each time interval be-
tween collisions with target atoms, the incremental pro-
jectile K Auger yield is calculated. At each collision with
apsis less than d„;„the target Auger yield is increment-



7220 F. W. MEYER et al.

ed. The observed projectile and target electron yields at a
given observation angle 0, were calculated by weighting
the respective incremental yields by the probability for
electron escape from the metal without inelastic scatter-
ing in the direction of observation, given by
(1/41r) exp[ —z/(A, cos8, )]. The variable z is the depth
below the surface, 0, the angle of observation relative to
the surface normal, and A, the electron inelastic mean free
path. No kinetic energy change or refraction effects of
the emitted electron were assumed as a result of the
work-function-related potential step at the surface, due to
the magnitude of the projectile Auger electron energies of
interest ( ) 320 eV). Isotropic emission in the laboratory
frame is assumed. Doppler broadening effects due to an-
gular scattering and straggling of the projectiles in the
bulk prior to K Auger electron emission were accounted
for by employing the local projectile velocity vector in
the transformation required to obtain the laboratory
frame energies of the electrons emitted by the projectile.
Gaussian-shaped emitter-frame E Auger electron distri-
butions with selected peak energies and widths were used
to fit the corresponding observed (i.e., laboratory frame)
electron distributions. Typically 1000 trajectories were
calculated for each set of initial conditions, which gave
yields which were statistically accurate to within a few
percent.

The L-shell filling rate RL was determined by fitting
the Monte Carlo results for the projectile Auger yields to
the experimental data for each target. For a given pro-
jectile energy, RL was assumed to be a function only of
the target material, i.e., it was assumed to be independent
of incidence angle, crystal azimuth, and observation
direction. The value of the electron inelastic mean free
path of 10 A used both in the Au and Cu target simula-
tions for the -380-eV projectile Auger electron was tak-
en from the literature [19]. The projectile IC Auger decay
rate Rz was taken to be 1 X 10' s ', a value very close to
the tabulated [20] rate for neutral nitrogen.

Figure 8 shows, for both Au and Cu targets, the depen-
dence of the calculated projectile Auger electron yields
on the L-shell filling rate, RL for one particular azimu-
thal orientation. Similar curves were generated for other
possible azimuths and assumptions of surface damage.
On the basis of the entire family of curves, a value of RL
was chosen to give the best agreement of the calculated
and measured E Auger electron yields over the whole
range of incidence angles investigated. Values of 1 X 10'
and 5 X 10' s ' were found for Au and Cu, respectively
[21]. Since the observed yield of target Auger electrons
resulting from E-vacancy transfer is low in comparison
with the observed projectile K Auger yields, d„;, and pz
could be adjusted independently of RL in order to fit the
measured dependence on incidence angle without
significantly affecting the calculated projectile electron
yields. Having determined appropriate model parame-
ters, it is possible to determine the dependence of the ob-
served projectile and target Auger spectra on projectile
angle of incidence, laboratory observation angle, azimu-
thal orientation, and crystal perfection as discussed
below.

The description of the projectile L-shell filling in terms
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FIG. 8. Calculated projectile K Auger yields for 60-keV N +

ions incident on Au(110) and Cu(001) at di6'erent angles as a
function of the assumed neutralization rate RL. The horizontal
dashed lines represent the experimental yields determined at
each incidence angle.

of a continuous, macroscopic rate, RL, instead of
discrete, binary collision events with target atoms, is a
simplifying, yet physically reasonable, approximation
that is based on the assumption that the predominant L-
shell filling mechanism is (multiple) electron capture from
only semi-localized valence-band levels of the metal tar-
get (i.e., the 3d' or Sd' bands in the case of Cu and Au
targets, respectively). Initially, capture is most likely into
the M shell of the projectile and, in later neutralization
stages, directly into the L shell. The rapid LMM Auger
decay that follows multiple electron capture into the M
shell is assumed to be contained in RL, and defines an
upper bound to the L-shell filling rate in the early stages
of neutralization. A further a posteriori justification of
using a continuous neutralization rate is the fact that, for
the investigated projectile energies, the number of binary
collisions encountered in the MARLowE simulations was
always large (i.e., always greater than 20, and more typi-
cally greater than 100), irrespective of the initial condi-
tions specified (such as target properties, incidence angle,
or crystal azimuth).

The extent to which core target levels participate in the
projectile neutralization is most likely small. Substantial
binding energy shifts of the initially empty projectile L
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and M shells are likely because of the significant screen-
ing of the projectile charge resulting from the large
"free" electron concentration inside the target bulk. This
screening has the additional effect of restricting the num-
ber of bound excited states possible inside the bulk. Re-
cent [22] linear-response-theory calculations of the bound
excited state spectrum of a hydrogenic ion of charge q in
the presence of a dynamical screening potential indicate
that for electron densities appropriate for Cu and Au, the
M shell is the highest bound excited level of N + at the
velocities relevant to the present experiment. A similar
conclusion was reached by earlier treatments [23,24] as-
suming a static screened Coulomb potential. On the basis
of these calculations, direct capture to the M shell may be
possible in the initial stages of projectile neutralization.
However, as has been pointed out in Ref. [22], the col-
lisional broadening of only weakly bound levels can be
significant. Such broadening would, of course, need to be
considered in calculating the appropriate energies and
line shapes of the subsequent LMM Auger transitions by
which the M-shell electron population is depleted. As re-
gards the total number of bound electrons possible on a
slow X projectile traversing a metallic solid, calculations
[25] using a density-functional approach show that the 2p
projectile electrons form a resonant state embedded in
the metal conduction band, implying that the M shell is
most likely unbound in the final stages of neutralization.
For these projectiles, the calculations give an effective
charge (defined in terms of its stopping power compared
to that for equivelocity protons) of about 1.5 at the
screening lengths appropriate for Cu and Au. The simi-
larities [26] between KLL transitions of second row ele-
ments observed at rest in solids and in Uacuo suggest the
possibility that the increased binding of the outer elec-
trons in the presence of a K vacancy causes the 2p shell to
drop energetically below the bottom of the conduction
band, and thus to assume a more atomic character. It is
unlikely, though that the M shell is similarly affected, due
to its significantly larger mean radius. Confirmation of
this speculation will have to await density-functional cal-
culations of bound excited states of ions in the presence
of a static or dynamic screening potential, which have
not been performed to date [27]. This possible evolution
of the M shell from an initially bound to an unbound one
toward the end of the neutralization process may explain
the missing" LMM Auger intensity that has been noted
[5,6] in the comparison of projectile K Auger and L
Auger electron yields. As was noted already in connec-
tion with the LMM Auger line shapes, theoretical evalua-
tion of the ALL line shapes for moUing emitters in solids
will also require incorporation of collisional broadening
effects, which most likely will be significant for second
row elements.

V. ANGLE OF INCIDENCE DEPENDENCE

Figures 9 and 10 summarize the differential projectile
K Auger electron yields for the Au(110) and Cu(001) tar-
gets observed at 90' to the incident beam direction, ob-
tained by integration of the K Auger peaks remaining
after background subtraction. Yields are shown as a
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directly related to incidence angle. For both targets, the
yields approach at the very smallest angles of incidence a
value that corresponds to a total (angle integrated) yield
of one electron per incident ion, if isotropic electron
emission is assumed. This is the maximum yield possible
for an incident ion with one initial K-shell vacancy. The
Monte Carlo simulation results for these two targets are
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FIG. 10. Same as Fig. 9, but for a Cu(001) target.

FIG. 9. Measured total and above-surface E Auger electron
yields, dn, /d(A), observed normal to the incident beam direc-
tion for 60-keV N + ions incident on Au(110), as a function of
inverse perpendicular projectile velocity. Also shown are
Monte Carlo simulation results for the subsurface E Auger
components, as well as two different calculations of the above-
surface neutralization components. Band labeled AI cascade is
calculation from Ref. 9; band labeled RN-AI cascade is more
rigorous treatment from Ref. [32] that includes the effects of im-

age potential acceleration on the projectile trajectories.
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also displayed in the two figures. In the case of the
Cu(001) target, the simulation results showed significant
variations with the azimuthal target orientation within
the 5' uncertainty range of the mechanical azimuth set-
ting. The band delimiting the simulation results for
Cu(001) in Fig. 10 represents the variation in Auger
yields obtained in the range of azimuthal angles within 5
of the nominal [110] crystal orientation for which the
measurements were made. In the case of the Au(110) tar-
get, the crystal azimuth was unknown. In addition, the
Au crystal was insufFiciently annealed subsequent to
sputter cleaning, as a result of which there was probably
a significant degree of surface damage present during the
Auger electron yield measurements. The band delimiting
the simulation results for Au(110) in Fig. 9 represents the
variation of yields obtained over a broad range of crystal
azimuths, and for various site-vacancy fractions in the
first two crystal layers to simulate the actual surface dam-
age.

As can be seen from the two figures, the simulation re-
sults reproduce the measured yield dependences on in-
cidence angle quite well. For both targets, the simulation
systematically underestimates the observed yields at the
largest incidence angles (I/Ui (10). The background
stripping procedure used has the largest uncertainty for
these angles, and may underestimate the "true" back-
ground for these cases. Also, the applicability of the
simplified electron transport treatment used in the simu-
lation may become questionable at the largest angles of
incidence investigated.

The significant difference between the I.-shell filling
rates giving the "best fits" for the two targets, i.e.,
1X10' and 5X10' s ' for Au and Cu, respectively, was
somewhat surprising. Part of the difference is accounted
for by the difference in target densities [28] (5.9X 10 for
Au versus 8.45X10 cm for Cu), since (at least for
amorphous targets) the rate can be written as RL =nuo,
where n is the target density, v the projectile velocity, and
o. an efFective I-shell neutralization cross section. It
should be noted, however, the two Rl 's were deduced un-
der the assumption that the two targets are characterized
by identical values (i.e., 10 A) of the electron inelastic
mean free path for -380-eV electrons. While this as-
sumption finds support in the literature, more recent
studies [29] suggest a stronger Z dependence (finding for
250-eV electrons A, =7.3 A for Ni and 5.3 A for Pt). Us-
ing in the case of Au a A, for 380-eV electrons smaller by
the same factor as the above numbers for Pt/Ni results in
an increase in RL of a factor of 2, i.e., RI would become
2 X 10' s '. That would leave the effective neutralization
cross section for Cu only about 1.75 times that for Au.
This difference might be explainable in terms of the
difFerent valence-band density of states [30] and core level
energies for the two targets.

A crucial question that still needs to be addressed in
order to validate our interpretation in terms of subsurface
electron emission is the effect of projectile angular
scattering and particle refIection on the simulated K
Auger electron spectra. If significant projectile angular
scattering were to occur prior to K Auger decay within
the first few layers of the surface, then the observed elec-
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FIG. 11. Comparison of the Monte Carlo simulation results
for the K Auger line shapes obtained for 60-keV N + ions in-
cident on Cu and Au targets at different incidence angles. Su-
perimposed on the S' incidence angle results is the assumed
Gaussian source function, arbitrarily scaled. Also shown on the
same absolute scale is the experimental electron spectrum ob-
served for 20 incidence angle on Cu{001).

tron emission would be Doppler broadened considerably,
and, furthermore, would not display Doppler shifts as a
function of observation angle consistent with emission
along the initial ion trajectory, as has been noted experi-
mentally. Figure 11 shows simulated K Auger electron
spectra for both Au and Cu targets as a function of in-
cidence angle. In order to obtain spectral shapes in
reasonable agreement with the observed ones, a Gaussian
projectile-frame Auger electron distribution was as-
sumed, peaked at 380 eV and having a 50-eV FWHM.
This "source function, " arbitrarily scaled, is shown as the
dashed curve superimposed on the simulated electron
spectra for 5' incidence angle. In addition, an experimen-
tal spectrum for 20' incidence angle is shown for Cu. As
noted above, at this angle of incidence the poorest agree-
ment between the simulation results and measured yields
was found. Even for this angle, however, the simulated
and measured shapes are in reasonable accord. To permit
additional comparison, Fig. 12 shows experimental back-
ground stripped K Auger spectra for different angles of
incidence on Au (the spectra for Cu look qualitatively
similar). Given the uncertainty in background deter-
mination, the agreement in spectral shapes is satisfactory
at all angles. Moreover, in view of the small difference
between the Gaussian "source function" and simulated
spectra evident in Fig. 11, it can be concluded that the
effects of angular scattering and particle reAection are rel-
atively subtle, and in particular do not result in
significant shifts of the peak energies of the simulated
spectra.

We conclude the discussion of the angle-of-incidence
dependence of the Auger electron spectra by considering
the dependence of the target Auger spectra observed in
the case of the Au target. The inset of Fig. 12 shows the
variation with incidence angle of the 69-eV X6 7 VV target
peak. Although not obvious from the inset, the intensity
of the 69-eV peak is maximum in the range of angles
5 —10, falling ofF slightly towards larger angles and quite
steeply towards smaller angles. The 220-eV N45N67V
Au peak is roughly a factor of 10 smaller in intensity that
the 69-eV peak, and displays an even more pronounced
intensity maximum in the angular range 5' —10 . As has
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FIG. 12. Background stripped projectile K Auger and target
NVV peaks (inset) observed for 60-keV N + ions incident on Au
for various incidence angles.

been noted above, we have modeled the production of the
%4 5 Au target vacancy by an inner-shell [31] electron
capture process to the projectile E shell, defined in terms
of a critical impact parameter within which the capture
probability is nonzero. The binding energy of the %67
vacancy, relevant to production of the 69-eV peak, is
sufficiently small that we cannot exclude other processes
which do not involve the projectile K shell (i.e., not ac-
counted for in our simulation) as being possible in its for-
mation. In Fig. 13 we show the simulation results for the
observed 220-eV Au Auger electron yields, obtained by
assuming a critical distance d„;, of 0.4 A and capture
probabilities pz in the range 0.007—0.016 which depend-
ed on the various assumptions made about details of the
Au target (see caption of Fig. 13). As can be seen, the
simulation reproduces the experimentally observed varia-
tion with incidence angle reasonably well. Also shown in
the figure are simulation results for total (i.e., unweighted
by escape probability) target and projectile Auger elec-
tron production. Comparison of the total and observed
yields illustrates the fact that the increase in observed tar-
get Auger yield for 1/U~ & 30 is due to an increase in
Auger electron escape probability as the projectile trajec-
tories (along which the target Auger electrons are
"born" ) lie progressively closer to the surface as the in-
cidence angle is decreased. This effect is also responsible
for the increase of the observed projectile E Auger yield
with decreasing angle. The reason for the precipitous de-
crease in the observed target yields at the smaller in-
cidence angles is primarily due to a progressive shift to
larger distances of the apsis (distance of closest approach)
distribution characterizing the close encounters between
projectiles and target atoms. As a result, progressively
fewer of the binary collisions are sufficiently close for va-
cancy transfer to occur. Especially at the grazing angles,

1/v (a.u. )

FIG. 13 Monte Carlo simulation results for observed projec-
tile K Auger (open symbols) and Au target XNV (solid symbols)
electron yields for different target specifications, compared to
the experimental measurements (denoted by vertical error bars).
For the simulated XNV electron yields, d„;, was assumed to be
0.4 A, and pz was taken to be 0.016 for the 0' azimuth (~ ) and
surface-damaged (0} targets, 0.009 for the amorphous target
( + }, and 0.007 for the 5 azimuth case ( A ). Simulation re-
sults for the total projectile and target NXVAuger electron pro-
duction are shown as dashed lines, illustrating the attenuation
effects at the various angles due to the varying projectile
penetration depths. The total electron production simulations
were made assuming amorphous Au.

the apsis distribution was found to depend quite sensitive-
ly on the chosen target parameters, e.g. , single crystal
versus amorphous, crystal azimuth orientation, and the
degree of surface damage assumed in the simulation. As
a result, the simulation results for the observed target
yields also depended quite strongly on the target
specification in this range of angles, as is illustrated in the
figure.

VI. OBSERVATION ANGLE DKPKNDKNCK

Figure 14 summarizes the measured and simulated ob-
servation angle dependence of the projectile E Auger
electron yields for 60-keV N + ions incident along the
[110] direction of Cu(001) at two different angles of in-
cidence. For the 1.6' incidence angle, reasonable agree-
ment is obtained between the simulation and the experi-
mental results out to observation angles of 60'. At 75 the
measured result lies significantly below the simulation.
Determination of the spectrometer viewing region correc-
tion is difficult for this combination of grazing incidence
and observation angles along the [110] crystal azimuth,
since this direction is at 45' to the edges of the rectangu-
larly shaped crystal. At 1.6 incidence angle and 75 ob-
servation angle, the beam overfiHs the crystal target, and
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der to escape in the observation direction, while the
second results from the increase in the mean depth from
which the Auger electrons originate as the incidence an-
gle is increased. It is noted that de Zwart [1] has ob-
served a similar evolution of the Auger electron angular
distribution with decreasing incident perpendicular ve-
locity.

VII. AZIMUTHAL ORIENTATION DEPENDENCE
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FIG. 14. Comparison of the experimental (solid symbols) and
simulated (open symbols) forward observations angle distribu-
tion of the projectile K Auger electron emission (0, is measured
relative to the surface normal). The solid and dashed lines are
drawn through the measured data points to guide the eye.

As has been previously noted, for some of the in-
cidence angles the simulation results showed significant
sensitivity to the crystal azimuthal orientation with
respect to the incident beam direction. Figure 15 shows
the simulation results for 60-keV N + projectiles incident
on Cu(001) at four different incidence angles, together
with the measured yields. The electron emission is in the
direction of the surface normal. As might be expected,
the simulation shows relatively little azimuth dependence
for the most grazing angle, 1.6', since the very shallow
ion trajectories in this case sample only the top one or at
most two crystal layers. For the 5' and 10' angles of in-
cidence, however, statistically significant variations (of
the order of 10—30%%uo) are found in the simulated K
Auger yields. The statistical uncertainties of the simula-

the spectrometer views a region of space that is larger
than the crystal diagonal illuminated by the ion beam,
whose length varies depending on the location of the ion
beam impact relative to the center of the target crystals.
The actual illuminated target length will be overestimat-
ed if the beam and crystal centers were not coincident, re-
sulting in an underestimation of the measured electron
yields. For the case of the 20' incidence angle spectra,
the spectrometer viewing region exceeded the size of the
target region illuminated by the beam at all observation
angles, eliminating the above uncertainty in the viewing
region correction. The difference in measured and simu-
lated observation angle dependences for this incidence
angle arises at least in part from the difficulty of deter-
mining the proper background to be stripped at each ob-
servation angle. Unlike the 1.6 incidence angle, we
could not use the modified Shirley method described in a
previous section for the background determination.
However, the polynomial fits used instead would, if any-
thing, tend to overestimate the backgrounds away from
normal observation angles, and so do not appear to be the
cause for the experimentally determined yields lying
above the simulation results at intermediate observation
angles.

Despite these disagreements with the simulations in
the details of the angular distributions, the measurements
do reproduce the general trends expected for subsurface
electron emission that are evident from the simulations.
First, for both incidence angles, the electron yields de-
crease toward grazing observation angles, and second,
this decrease is more pronounced at the steeper incidence
angle of 20. The first effect is due to the increased dis-
tance the Auger electrons have to travel in the bulk in or-
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FIG. 15. Comparison of Monte Carlo simulation results
(open symbols) and experimental measurements (solid symbols)
of the crystal azimuth dependence of the projectile K Auger
yields for 60-keV N ions incident at different angles on
Cu(001); electron emission direction is normal to the surface.
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tion results for the crystal azimuthal dependence are
smaller than the size of the data points shown.

Figure 16 gives some physical insight into the reason
behind these intensity modulations. The figure compares
simulated K Auger spectra at 20', 10', and 5 incidence
angles for two different crystal azimuths, /=45' (i.e.,
along the [110]direction), and /=35, for electron emis-
sion normal to the surface. The figure shows explicitly
two distinct components comprising the simulated spec-
tra. The first is electron emission occurring while the
projectile is traveling in the target, and the second is elec-
tron emission occurring after a reAected projectile has
left the surface. Note the interesting reversal of effects at
the two azimuths evident in the 10' and 5' simulated
spectra in comparison with the 20' spectra. For the latter
incidence angle, both the subsurface and the particle
reflection components increase when going to the /=35'
azimuth, indicating that the projectile trajectories in the
bulk are on average more shallow than for the [110]
direction. For the 10 and 5' incidence angles, on the oth-
er hand, the opposite trend is noted, in that the bulk tra-
jectories appear to be more shallow when the beam direc-
tion is aligned with the crystal [110]direction than when
it is not. Evidently, for the 20 incidence case, the

scattering cone about the incident beam direction due to
binary collisions with the first one or two crystal layers is
such as to enhance encounters with subsequent layers
when the azimuth is at 35', while for the other two in-
cidence angles encounters with subsequent layers are
more probable when the azimuth is close to one of the
low index directions. Similar azimuthal orientation
effects have been previously noted [32]. Superimposed on
the simulation results for 5 incidence angle are measured
spectra for the two different azimuths displayed on the
same absolute scale. As can be seen, the shapes of the
measured and calculated energy distributions are in good
agreement, and the variation in intensity when the az-
imuth is changed is well reproduced.

The variation in the yields over the whole range of az-
imuthal angles between the [100] and [110]directions, al-
ready shown in Fig. 15, is displayed on an expanded scale
in Fig. 17 for the 5' incidence angle case. In view of the
poorer agreement obtained for the two larger incidence
angles, the good accord seen for this incidence angle may
at first seem to be fortuitous. However, it should be not-
ed that, with increasing incidence angle, the simulation s
approximation to the electron transport to the surface by
use of the inelastic mean free path becomes poorer as the
projectile trajectories lie progressively deeper below the
target surface, due to the broad source function used.
%"hen the probabilities for electron escape without inelas-
tic scattering, calculated using the inelastic mean free
path, become less than half, the characteristics of the ob-
served electron emission are by definition dominated by
inelastic scattering. It is likely that, under such condi-
tions, our simple treatment of electron transport may be
inadequate. As has already been noted, this limitation of
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FIG. 16. Monte Carlo simulation results for the projectile K
Auger line shapes (bold histrogram) at two different Cu crystal
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to particle reflection (see text). For the 5' incidence case, the
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FIG. 17. Comparison of simulated and measured Cu crystal
azimuth dependence of projectile K Auger electron yields for 5
incidence angle observed normal to the surface. Also shown is
azimuth dependence of total measured electron yields for the
same observation direction.
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counting of the image potential. In the above model, use
of the larger value is equivalent to doubling all the au-
toionization rates in the cascade, which should take into
account, at least partially, possible underestimation of the
rates used in the calculations, as well as the possible
neglect of additional decay channels.

The second calculation [33] of the above-surface neu-
tralization component combines a more rigorous and
self-consistent treatment of the resonance neutralization
process with an autoionization cascade that includes ad-
ditional decay channels, and thus eliminates many of the
simplifying approximations inherent in the earlier calcu-
lation. In the second calculation, the resonance neutral-
ization is explicitly time dependent, and treated within
the framework of a classical over barrier model that al-
lows for multiple electron capture as well as loss. The
effective neutralization rate and the projectile effective
charge (i.e., screening effects) are calculated dynamically
and self-consistently. The calculation explicitly includes
the effect of the dynamical image potential both on the
projectile energy levels as well as on the projectile trajec-
tories. The image-potential-acceleration of the projectile
is thus accounted for in this calculation, which was not
the case for our earlier more approximate treatment. The
indicated band of results for the latter model represents a
large number of calculations, assuming different forms of
the image potentials, the screening functions, as well as
different choices of the Auger rates (see Ref. [33] for ad-
ditional details).

The experimentally obtained estimates of the above-
surface E Auger yield components for Au are in reason-
able agreement with both calculations. However, for the
Cu target, where the range of investigated incidence an-
gles extends to more grazing angles, the agreement with
the more comprehensive second calculation is
significantly better, illustrating the importance of image
potential acceleration effects on the projectile trajectories,
and consequently on the time available for above-surface
neutralization. In view of the good agreement with the
calculated trend as a function of inverse perpendicular
velocity, the premature saturation observed in the experi-
mentally determined above-surface E Auger yields would
suggest that image potential acceleration imposes a limit
on the maximum interaction time that is available to a
rnulticharged ion above a metal surface that is indepen-
dent of its initial kinetic energy or angle of incidence.
This intrinsic limit most likely makes the range of in-
teraction times needed to make the above-surface contri-
bution to the observed E Auger yields the dominant one
physically inaccessible, at least for metal surfaces. It
would be interesting to explore this effect further using
semiconductors and insulators as targets.

In contrast to the subsurface E Auger emission, which
occurs subsequently to almost complete L,-shell filling,
both calculations of the autoionization cascade predict
close to the minimum population of the L shell at the
time of the E Auger decay, implying lower E Auger elec-
tron energies than those characterizing the subsurface
emission. This displacement is in fact evident in our
measurements, where a shift of about 25 eV is noted in
the above-surface components observed for both the Au

and Cu targets. The peak positions of the above-surface
components imply [13]L-shell populations of 2 —3, if it is
assumed that the remaining electrons are distributed in
the M and higher shells. Similar differences in L,-shell
populations have been noted [34,35] for above- versus
subsurface Ea x-ray emission during multicharged ion
surface interactions.

It could be argued that the "above-surface" com-
ponents may equally well arise from reAected projectiles
that have been incompletely neutralized. However, if the
neutralization rate is indeed different by a factor of S in
Au and Cu, as the comparison of our experimental and
subsurface simulation results seems to indicate, it appears
di%cult to explain the roughly similar thresholds and
magnitudes for the "above-surface" components experi-
mentally determined for the two targets. In addition, one
would not in that case expect the appearance of a discrete
feature of fixed energy, but rather a more gradual
broadening of the K Auger peak toward lower energies.
Also, we measured in an auxiliary experiment the
rejected ion charge state distribution for 10-keV N +

ions incident on Cu at 1' and 2 . Only singly and doubly
charged ions were observed (with very low intensities), in-
dicating that, for the experimental conditions investigat-
ed, K Auger emission from only partially neutralized
rejected projectiles is not significant.

IX. SUMMARY

We have presented in this paper measurements of E
Auger electron emission observed during interactions of
N + ions incident on Au and Cu surfaces. Results of
model calculations based on a Monte Carlo simulation of
the projectile trajectories inside the target were able to
reproduce all the general trends manifested in the experi-
mental results, i.e., as a function of incidence angle, ob-
servation angle, and crystal orientation. At the larger in-
cidence angles, some of the more detailed features of the
experimentally observed trends were not as satisfactorily
reproduced. This small but growing divergence was attri-
buted mainly to the approximate treatment of electron
transport used in the model, which becomes inadequate
when the probability for inelastic electron collisions be-
comes significant. Experimental problems were also not-
ed for these larger incidence angles, such as reliable back-
ground stripping in determining the Auger yields. It is
noted that all the simulation results were obtained assum-
ing a time-independent interatomic scattering potential
and rate of L-shell filling. Specifically, the potential and
R~ were assumed to be independent of the degree of pro-
jectile neutralization, and the potential was not adjusted
for the presence of the E-shell vacancy. Studies are
presently underway to determine the possible limitations
inherent in this approach.

At the smallest incidence angles, we observe an addi-
tional component in the K Auger spectra for both Au and
Cu targets, which we ascribe to above-surface neutraliza-
tion processes. The above-surface components are com-
pared to two different calculations, which both indicate
that for inverse perpendicular velocities above about 100
a.u. ', the above-surface contribution to E Auger emis-
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sion becomes important, in qualitative agreement with
the experimental results. The more sophisticated of the
two calculations shows the same premature saturation of
the yields as is observed experimentally for Cu at the
most grazing incidence angle. This saturation is ascribed
to the eftect of the image potential acceleration on the
projectile trajectory, which limits the interaction time
available to the multicharged ion above the surface.
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