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Spontaneous parity-breaking transition in directional growth of lamellar eutectic structures
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A full study of parity-broken states in the directional solidification of lamellar eutectics is performed
within the boundary-integral formulation. Symmetric states cease to exist at a wavelength A, , which is
approximately twice that corresponding to their minimum undercooling, whereas solutions with a bro-
ken parity, drifting transversely to the growth front, appear as a forward bifurcation. Our results sug-
gest that if one e6'ectively doubles the wavelength of the initially symmetric state —a situation that can
be achieved via a sudden jump of the velocity V by a factor of about 4, since A, V= const —then tilted
lamellae should appear as extended states and not as "solitons. " We find here that parity-broken states
exist for hypereutectic as well as for hypoeutectic and eutectic compositions. We have extended the
derivation of the similarity equation derived previously [K. Kassner and C. Misbah, Phys. Rev. Lett. 66,
445 (1991)] to the present situation. This case involves additional subtleties, due to the loss of re(lection
symmetry about the growth axis. Among other results, we find that the tilt angle P should depend on
o.=dol /A. and y= I /lT only, where do, I, and IT are the capillary, di6'usion, and thermal lengths, respec-
tively, and A, is the wavelength of the pattern. At large enough growth velocities V, P=P(cr), while at
small V the dependence on g is strong. These predictions can be tested experimentally.

PACS number(s): 61.50.Cj, 05.70.Fh, 81.30.Fb, 68.70.+w

I. INTRODUCTION

When eutectics grow by directional solidification as
thin Qms, they generally form a parallel array of the two
coexisting solid phases [1—3] a and /3. Under some con-
ditions a few tilted lamellae appear [4]. Such a
phenomenon was described by metallurgists at least 20
years ago [5]. It was often attributed to the locking on
strong crystalline anisotropies. Only after the discovery
by Simon, Bechhofer, and Libchaber [6] of a similar
phenomenon during the growth of a nematic crystal from
its isotropic phase have these parity-broken states gained
renewed interest. In that system, localized inclusions of
asymmetric cells appear that drift transversely to the
growth front. Another system where parity-broken cells
were observed is the viscous fingering one of Rabaud,
Michalland, and Couder [7]. Faivre et al. [4] have fo-
cused on tilted growth of lamellar eutectics, in which we
are interested here. An outcome of their experimental in-
vestigation was that after a small jump of the growth ve-
locity a few tilted lamellae appear, drifting sideways at
constant velocity.

The fact that the appearance of domains of asymmetric
cells is common to systems that look diverse could indi-
cate that this phenomenon may be simply a disguised
form of only few prototypes. An important step was
made by Coullet, Goldstein, and Gunaratne [8] who sug-
gested that these travelling modes are localized inclusions
of a new asymmetric state, which may result from a bi-
furcation of the underlying symmetric one. They have
developed a phenomenological model that captures some
interesting features seen in the experiments of Simon,

Bechhofer, and Libchaber [6]. It remains to be shown,
however, whether the microscopic models of growth do
support parity-broken states. In this paper we are con-
cerned with the theory of asymmetric lamellar eutectic
structures. If one admits the idea of Coullet, Goldstein,
and Gunaratne [8], one should expect that there exist-
in a certain range of the physical parameters —periodic
tilted solutions which extend along the whole front. Tilt-
ed growth should then appear as a result of a bifurcation
of the symmetric solution. We have recently shown [9]
that the fully isotropic model of eutectics supports tilted
solutions with a well-defined tilt angle. Here we will de-
vote an extensive study to this phenomenon and make
new predictions that are not devoid of experimental testa-
bility. Moreover we will generalize the derivation of the
so-called similarity equation [10,11] to the present case.
Let us be more specific by summarizing the main lines
that are treated in this paper and their far-reaching
consequences.

(i) The boundary-integral equation that governs one-
dimensional deformations is solved numerically to search
for extended tilted solutions. This is a nonlinear eigen-
value problem for the tilt angle P. It is found that
parity-broken states appear as a forward bifurcation of
the basic symmetric solutions. We will, up to that point,
largely repeat, though in an extensive way, our previous
results [9]. Here we will discuss the implication of our re-
sults in experiments. In particular we suggest that, since
the bifurcation is forward, there is a simple —in
principle —experimental protocol to have access to a sit-
uation where extended domains of tilted lamellae appear
instead of localized solitary modes. Indeed, as will be
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seen here, an important result of our analysis is that the
asymmetric state appears, for a fixed wavelength A, , at a
critical velocity V, that provides a wavelength A, ;„for
the untilted state with the minimum undercooling, which
is approximately half the value of A, : A, ;„=A,/2. As a
consequence, if one imposes on the symmetric state a
wavelength that is (approximately) twice as large as the
one it naturally selects, it should lose its stability. Since
A, ;„-V ', and since phase diffusion seems to be a very
slow process, a sudden velocity jurnp by a factor of about
4 should accomplish the required situation. If the experi-
mental sample is homogeneous enough, we expect the
tilted state to appear everywhere. This is one of the im-
portant consequences of our findings.

(ii) We find that parity-broken states exist for hypereu-
tectic, as well as for eutectic and hypoeutectic composi-
tions. There has been so far, to our knowledge, no exper-
imental evidence reported for the latter two cases. More-
over, in an interesting paper Karma [12], using a random
walk model, found a tilting instability for off-eutectic
compositions only. If we believe that the tilting instabili-
ty bears on parity-breaking bifurcations, our results are
to be contrasted to those following from the random-walk
model of Karma [12].

(iii) We give another useful picture of the pattern for-
mation. Indeed we compute the average front undercool-
ing as a function of A, for both symmetric and asymmetric
states. The axisymmetric growth has been extensively de-
scribed in a recent work [11]. For axisymmetric solutions
there is a foldlike mechanism whereby solutions with a
wavelength X=2K, ;„ceaseto exist and then merge with
parity-broken states. Slightly above the fold singularity
the average undercooling (for tilted solution) takes on a
minimum. We suspect that the selected asymmetric state
operates, as seems to do the symmetric one, at that
minimum. This criterion, if it is valid, should provide the
wavelength and the tilt angle of the pattern.

(iv) We shall devote some of this work to similarity
considerations. We have extended the derivation of the
similarity equation [10] to the present case. Some addi-
tional subtleties arise. We shaH, however, avoid here go-
ing through the derivation and refer the reader to anoth-
er work [13] where an extensive treatment has been
presented.

The scheme of this paper is as follows. In Sec. II we
provide the basic equations for lamellar eutectic growth
and convert them into a closed integrodifferential equa-
tion for the front profile. %'e then briefly describe the nu-
merical strategy to solve the boundary integral equation.
Section III is devoted to the results. Section IV contains
a rather short discussion of the similarity equation and
some of its consequences. Section V discusses some as-
pects of the results and their implications. In Sec. VI we
summarize the results. Some technical details are
relegated to the Appendix.

II. BASIC EQUATIONS

The basic equations that govern the front dynamics
and the main assumptions that are used have been
presented in a recent paper [11]hereafter referred to as I.

Let u =(c —c, )/hc denote the dimensionless concen-
tration field, where c, is the equilibrium eutectic concen-
tration (Fig. 1) and b,c =c&—c, where c and c& are the
concentrations of the a and P phases, respectively, at the
eutectic temperature. Mass conservation in the liquid
phase (diffusion in the solid is ignored) implies

1 Bu 2 2 Bu=V u+—
D Bt le' (2.1)

where i =2D/V (D is the diffusion constant and V the
pulling speed) is the diffusion length. The concentration
far ahead of the solidification front is maintained at a
constant value c so that the condition on u reads

u(z~ ac )= c~ ce

hc
(2.2)

u „may be positive (hypereutectic), negative (hypoeutec-
tic), or zero (eutectic). At the liquid-solid interface
[z =g(x, t) ] mass balance across the liquid-a and liquid-P
phase boundaries takes the form:

[(1—k )u +5]u„, a phase—D [(1—k&)u +5—1]u„, P phase, (2.3)

—g/lT —do~, a phase
Q =

g/lz~+d~~a. , P phase,

where

m;Ac, p;( T

(2.4)

(2.&)

Ce C& e

FIG. 1. Generic phase diagram of eutectics. T is the temper-
ature, c the concentration of one component. The regions L, a,
and P correspond to one-phase equilibrium states of the liquid,
the solid-a, and the solid-P phases, respectively. L+a and
L +P are regions of two-phase equilibrium between the liquid
and one solid phase. c„c,and c& denote the equilibrium con-
centrations of the liquid and the two solid phases at the triple or
eutectic point.

where 5=(c,—c )/hc is the reduced miscibility gap of
the a phase and 1 —5 that of the P phase.
u„=(2D/l+()n, is the normal velocity of the interface;
the normal vector points from the solid into the liquid
[14]. k; (i =a, /3) is the partition coefficient for the coex-
istence of the solid i and the liquid phase.

For a molecularly rough liquid-solid interface it is legi-
timate to assume local chemical equilibrium. This results
in the Gibbs-Thomson condition at the two boundaries
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are the thermal and capillary lengths, respectively. m, is
the absolute value of the slope of the liquidus line describ-
ing coexistence between the liquid and the solid i, 6 is the
applied thermal gradient, y;I is the liquid-solid i interface
tension, and L, is the latent heat per unit volume [16].

Finally local equilibrium applied at the triple point,
where the three phases intersect, imposes

p+ V L + VpI. (2.6)

where y;. designates the surface tension between phase i
and phase j, which is here taken to be isotropic. If the
magnitudes of the surface tensions are known, then Eq.
(2.6) determines uniquely the contact angles for axisym-
metric lamellae (see Fig. 2). Let 0 and 0& denote these
two angles. For a tilted pattern with a tilt angle P, the
angles between the tangents at the liquid-a, /3 intersec-
tions and the horizontal axis (see Fig. 2) at the two ends
of a given lamella are different (because of asymmetry. )

Let 0,0' and 013, 0& denote these two angles for the a
and P phase, respectively. Figure 2 shows the pinning an-
gles at the liquid-a, P, and the solid-solid line intersec-
tion. It is easy to see from that figure that the pinning
angles are related to the contact angles I9 & by

FIG. 2. Illustration of the tilted pattern and the definition of
the contact angles.

0 =0 —$, 0'=0 +P,
0t3= 0t3+ p, 0 tt= 8p

(2.7)

Note that if the pattern is untilted (/=0) two of these
four conditions become redundant. The set of equations
(2.1)—(2.7) completely describes the dynamics of
solidification.

The one-sided model we are considering here allows,
via Green's functions, to convert the basic equations into
a closed nonlinear integrodifferential equation for the
front profile [17] g(x, t)

co(r)t f dt f d 1
( t, )

BG G( t, ,
)

Bco(r', t')
Bn'

—f dt' f dx'[2+((x', t')]G(r, t;r', t')co(r', t'), (2.8)

where co —= u —u, r = (x,g(x, t) ), r' = ( x' g( x', t ') ), and
G, the Green function, is given by [17]

G(r, t;r', t')= exp —[[bx +(bg+2bt) ]l4bt} .e(b, t)
4~At

(2.9)

We have introduced the abbreviations b,g=g —g',
Ax =x —x', and At = I; —t' and e denotes the Heaviside
step function. In Eq. (2.8) lengths and time are reduced
by l and l /D, respectively.

We are interested in tilted lamellae filling the whole
space. Parity-breaking results in a drift of the pattern
transversely to the growth front with a drift velocity
given by

f d I"g(r,r'), = f d I 'co(r')h (r, r'),Bco(r')
()n' r, (2.12)

where the integration is performed along the liquid-
solid-a + liquid-solid-13 boundaries; the whole boundary
is denoted by I,&

(I designates the curvilinear coordi-
nate). g is the stationary propagator and is given by

respect to the laboratory frame). Equation (2.8) can be
converted into a stationary equation. It is understood
that in order to achieve this we must make the substitu-
tion x ~x ~2t tan(P) in the integral equation (2.8).
Once this is done we can explicitly integrate over t in Eq.
(2.8). The calculation is straightforward. The result can
be written in a compact form as

vz =2 tan(P) (2.10)
—[t1$+hx tan(P)]~ P= 1

2~' cos(P)
(2.13)

measured in the same units as used in the integral equa-
tion (2.8). This means that the front profile

and

g(x, t)=g[x 2t tan(P)] . — (2.1 1) h (r, r') = ', —2[n, +n„tan(P) ]g (r, r') —
—,'5(r —r'),Bg(r, r')

n'
From now on all the x coordinates are understood to be
measured in the rest frame of the pattern (that is in the
frame moving with U& in the positive x direction with

(2.14)

where p=+(bg +Ax ), and Ko is the modified Bessel
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function of order zero.
Equation (2.12) together with the four mechanical

equilibrium conditions (2.7) completely describe the front
morphology of lamellar eutectics. Before describing the
numerical strategy to solve the boundary integral equa-
tion, we would like first to make some remarks. First
note that Eq. (2.12) is a nonlinear eigenvalue problem (of
Barenblat-Zeldovich type) for the tilt angle P. This quan-
tity is well defined; it belongs, generically, to a discrete
set as can easily be seen from a simple counting argu-
ment. Let us consider periodic solutions with periodicity

Let N=1V +Xp denote the total number of grid
points (Fig. 3) over one period, N, N& being the discreti-
zation points on the liquid-a and liquid-P boundary, re-
spectively. Below we will use an intrinsic representation
of the interface a la Maclean and Saffman [18],namely we
use the angle 0(s) between the growth axis and normal to
the interface, instead of Cartesian coordinates (Fig. 3).
We then have (N —1)+(N& 1) ang—le variables. Be-
cause the (mean) front position and the volume fraction
of the two solid phases are not arbitrary, the origin to fix
the front position is also an unknown quantity. Let us
take the coordinates of one of the triple points, (g„x,)
(Fig. 3), to be that origin. We, therefore, have N vari-
ables in total. We have in turn X equations. Indeed, we
impose the integral equation (2.12) everywhere except at
the four points where the three phases intersect. This
means that we have % —4 equations. At the triple points
we require mechanical equilibrium [Eq. (2.7)] instead.
The total number of equations is X also. So it seems as if
the present problem could be solved for arbitrary values
of the tilt angle, since we have, hitherto, made no as-
sumption on that angle. This is, fortunately, not the case.
Indeed giving the above N unknowns (N —2 angles + g,
and x, ) that solve the integral equation (2.12), subject to
the mechanical conditions, will not imply, unless acciden-
tally, that the two ends (g„gz—see Fig. 3) of the in-
tegration contour will be at the same height. Hence the
condition that our solutions be physical is satisfied by re-
quiring

(2.15)

i=N
(XN 4N) (x„q,) (xt.&t)

FIG. 3. Discretization elements of the interface. For the

discretization procedure and the meaning of the variables see

text. Note that the angle belonging to the interval between

points i and i —1 is 0; in the P phase and 8; l in the a phase.

This is a quantization condition that generically leads to
the selection of a discrete set of P values.

The numerical method to solve the steady version of
the boundary integral equation for symmetric lamellar

growth has been extensively described in I. We will,
therefore, not repeat here the method. Let us recall that
the discretization of the integral equation results (I) into a
set of nonlinear algebraic equations. This set of equations
obeying the quantization condition (2.15) is solved by
means of a Newton-Raphson scheme. As mentioned
above the tilt angle P is a well-defined quantity. The tilt
angle P can be thought of as an order parameter for
parity-broken states. Our procedure for the search of
such states consists of fixing the periodicity A, and start-
ing with an appropriate guess for the profile. This guess
includes that of the tilt angle. The Newton-Raphson
scheme then solves for the (N + 1) unknowns:Ix„(„8„9~2, $]. However, this does not always
lead to the sought after solution. Indeed the untilted
solution exists for a wide range of parameters and we
could not prevent the Newton-Raphson scheme to con-
verge to that solution, although the initial guess seemed
appropriate for tilted states. A robust alternative has
often consisted of forcing the tilt ang1e to a fixed value
and introducing the growth velocity as a variable. Once
the routine has converged, we can progressively vary the
parameters to follow the evolution of the solution in cer-
tain desired directions of parameter space.

III. THE RESULTS

Let us first define the units in which our results are ex-
pressed. In all of this section the units are chosen such
that the thermal length IT=1 and the diffusion constant
D =1. In physical units the thermal length is in the
range of millimeters and D =10 cm /s. These values
may serve to provide an estimate for the conversion of
lengths and velocities, which will be expressed below in
the aforementioned units, into physical values. In the
figures displaying interface profiles, however, we felt it
more appropriate to use the wavelength of the pattern as
a length unit. Therefore to make things clear, we will ex-
plicitly write x/A, and g/A, as a horizontal and vertical
symbol in those figures, to be reminded of the used unit.

This section is devoted to the presentation of the main
results that emerge from our numerical analysis. For a
given wavelength A, we have found a tilted solution that
appears at a critical velocity V, . The physical parameters
for the CBr4-C2C16 transparent eutectic, used in this cal-
culation, are detailed in the caption of Fig. 4. Figure 4
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OQ 50—
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(D 30—

20 — ~

~ ~ 10

o — '
I
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I

I
1 I I

I
~

I
1 I I

12 13 14 15 16 17 18 19 20

velocity V

FIG. 4. Bifurcation diagram. The parameters used here are
A, =0.012, l =l~=1, d =9X10 d~=5X10, k =0 99,
kp=1.04, u„=0.05, 6=0.3, I9 =0.9, Op=0.7.
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b. = —G(g(x)), (3.1)

where (g) signifies the mean value over one period.
Below we will consider b, /G:——( g) as a measure of the
undercooling instead of 5 itself. In an important paper
Jackson and Hunt [21] have demonstrated that the aver-
age front undercooling takes on a minimum at a wave-
length 1, ;„that is of the order of idol, which is the
geometric mean of the two competing lengths, the
diffusion and capillary lengths. In the Jackson and Hunt
theory [21] and all subsequent developments the existence
of steady lamellar eutectics could extend to arbitrary
large values of A, . Contrarily, we have demonstrated in a
recent article [11],by solving the full boundary integral

shows the bifurcation diagram. There we represent the
tilt angle P as a function of the growth velocity. One sees
that the parity-broken state occurs as a result of a for-
ward bifurcation of the symmetric one. The caption of
the figure specifies the set of parameters for which Fig. 4
is computed. We should, however, point out that we
have computed the same diagram in a wide range of pa-
rameters without noticing any qualitative change, in par-
ticular the bifurcation remains forward. Shown in Figs. 5
and 6 are the symmetric and asymmetric interface
profiles for velocities slightly above the critical one. Note
that the tilt angle reaches a finite value even close to V, .
This feature can be traced back to the disparate character
of the two competing lengths, namely the diffusion length
(of the order of a mm) and the capillary length (of the
atomistic scale). This feature of the bifurcation curve is
also met in directional solidification of dilute mixtures
[19] where the planar front undergoes a Mullins-Sekerka
[20] instability, and it expresses the importance of non-
linearities even in the vicinity of the threshold.

It should be noted here that the critical point where
the parity-broken state appears corresponds to an insta-
bility point of the symmetric state. Indeed this can be
understood from a simple symmetry argument in the con-
text of Landau theory, which can always be performed
close enough to the critical point.

Let us now give another instructive picture of our re-
sults. One of the quantities most often referred to in the
discussion of lamellar eutectics is the average front un-
dercooling as a function of the wavelength. It is, there-
fore, natural to represent what is happening in the A, , h
plane. The physical front undercooling 5 is defined as

—2.0—
rC~ —2.5—

~ —3.0—

p= 22.8
I

—3.5—

equation, that the symmetric lamellar solutions cease to
exist above a wavelength A, =2k, ;„.The solutions run
into a fold singularity. We have, moreover, found, for a
given I, (below the fold), a discrete set of solutions. Fig-
ure 7 shows —( g ) as a function of A, for both the sym-
metric and asymmetric solutions. The stars refer to the
asymmetric solution while all the other symbols corre-
spond to the symmetric ones. Two remarks are in order.
(i) The bifurcation of the asymmetric solution occurs at a
value X slightly below the one where the fold singularity
takes place. In other words the symmetric solution be-
comes unstable before it ceases to exist. (ii) The average
undercooling for asymmetric solutions takes on a
minimum, too. This minimum is close to the fold. If one
uses for the asymmetric state the Cahn argument [22], ac-
cording to which steady lamellar growth operates at the
minimum undercooling, we can predict both the wave-
length and the tilt angle P (using the bifurcation dia-
gram). For example, for the set of parameters used here
the minimum undercooling for the tilted pattern yields a
wavelength X=1.9A, ;„,A, ;„being the one providing the
minimum undercooling for the symmetric state. If one
constructs a bifurcation diagram in the plane (P, A, )

(which is basically the same as the one displayed on Fig.
4, for similarity reasons to be discussed in the next sec-
tion) and uses the value of the wavelength at the

35 — ~

x10-'
30— ~ '~ ~

R, 25—
V

X

X

x/Z

FIG. 6. The asymmetric front profile computed close above
the critical velocity (see text). Other parameters as in Fig. 5.

—2.0— 20—
»a» *

~ »*
t»

15— I
~ » ~

I

10
I

15X10

—3.5—

x/Z

FIG. 5. The symmetric front profile computed close to the
critical velocity for the appearance of tilted solutions (see text).
X=0.008, do =2X 10 ', the other parameters are the same as in
Fig. 4.

FIG. 7. Average undercooling as a function of k for four
branches of axisymmetric solutions to the model equations
(squares, triangles, crosses, and circles) and one branch-of tilted
solutions. The four branches form two pairs whose members
coalesce into a fold singularity at A, =0.0086. Beyond this A,

value, no axisyrnrnetric solutions could be found. The stars cor-
respond to the tilted solution. V=27.5, other parameters as in
Fig. 5.
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minimum undercooling, we obtain /=23'. These values
seem to be in good agreement with experimental observa-
tions. Indeed, the measured ratio of the wavelengths of
the asymmetric to the symmetric state is about 2, while
the tilt angle / =25'.

We should, however, be cautious for the following
reasons. First, the physical parameters used here suffer
from experimental uncertainties. In particular, an accu-
rate measurement of the pinning angles is most likely a
formidable task, and the strong dispersion of the experi-
mental data in the literature [23] could indicate that
difficulty. In addition, the ignorance of a precise value of
the diffusion constant prevents us from converting our
diffusion length into a precise physical velocity. Second,
we have observed in our numerics that, for a different set
of parameters, at a reduced velocity, the minimum of the
undercooling becomes less pronounced, and it is difficult
to decide whether the curve would still exhibit a
minimum at smaller V; if it does the minimum moves
very close to the critical point where parity breaking
occurs. We cannot state, at present, whether the ex-
istence of a minimum undercooling for tilted solutions is
a generic feature or not. We would like in addition to
point out that there has been until now neither a proof
that the pattern should operate at the minimum under-
cooling nor that the average undercooling is an appropri-
ate quantity for the selection mechanism.

Finally we want to say a few words on the region of the
eutectic phase diagram that we have explored. The above
results are computed for hypereutectics compositions(c„)c, ). One might think that the deviation from the
eutectic composition plays the role of some driving force
[24,12]. We are then led to ask whether the above results
would be markedly modified for eutectic or hypoeutectic
compositions. We have made a systematic study of
parity-broken states by varying u =(c —c, )/h, c from
—0.14 to 0.1. The main conclusion that we can draw is
that the overall picture, presented above, remains qualita-
tively unaltered. We will not, therefore, linger on details
and simply show how the velocity, for a fixed tilt angle,
changes with u „(Fig.8) and two front profiles for a posi-
tive and a negative value of u, namely u = —0. 1 and

I

15 ~

a ~ ~ ~ ~ ~ ~ ~ ~ ~

13—

12—

I

—0.1

FICx. 8. The velocity for a fixed tilt angle (/=28. 6') as a func-
tion of u . Other parameters as in Fig. 4.

uoci = —0.1
I

—1.0

—1.5

u =0.1
I

—o.s —(b)

x/X

—2.0

x/X

FIG. 9. Tilted front profiles computed with two different
values of u explored in the numerics. (a) u = —0. 1, (b)
u =0.1. Parameters and tilt angle as in Fig. 8.

0.1 (Fig. 9). One sees in Fig. 8 that V increases by de-
creasing u . This can be understood by first noticing
that, due to global mass conservation, the volume frac-
tion of the P phase decreases by decreasing u „(seeFig.
9). This means that its stiffness (which is measured on
the scale of its width) becomes more and more pro-
nounced. As a consequence the threshold for parity
breaking is increased.

IV. SIMILARITY EQUATION

One interesting feature of eutectic growth lies in the
smallness of the Peclet number, defined here as P=k/l.
In standard experiments P —10 . This fact allows, by
introduction of appropriate dimensionless quantities, to
scale this number out from the governing equations. As a
consequence we can write down some general similarity
laws of the pattern. In previous work we have shown
[10],by taking as a staring point the integral equation for
symmetric lamellae, that the full boundary integral equa-
tion reduces, in the smail Peclet number limit, to a simi-
larity equation containing only two dimensionless param-
eters. These parameters can be taken as o =dol/A. and
g=l/IT. The small Peclet number limit is not uniform
and care should be taken when performing it. More re-
cently [11] we have given a rigorous derivation of our
similarity equation and emphasized the main subtleties.
Our previous derivation [11]critically depended, howev-
er, on the reAection symmetry about the growth axis.
Without this symmetry, a certain integral would have
diverged in the small Peclet number limit. This means
that the extension of the derivation of the similarity equa-
tion to the present case should involve additional
difficulties. It can be shown, however, that this problem
can be resolved. To attempt to give here an account of
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the mathematical sophistication that is involved in the
derivation of the similarity equation would be tangential
to our present purposes, so we shall give the result and
simply point out some of the difficulties. The extensive
derivation is planned to be published elsewhere [13].

Let us first rewrite Eq. (2.12) explicitly by introducing
k as a length scale instead of l. We are then to under-
stand that we should multiply all the lengths in Eq. (2.12}
by P. By making explicit the normal derivative, Eq.
(2.12) takes the form

+ f dx'e ~+ """'t ' [1—g, tan(ttt)][2H(x')+P[1 —2k(x')]u(x')]It 0 P
2 P 2m cos(P}

—b,xf d i —P(a/+Ax tan(p)] + —
(

i )It P p
2& p cos(P) ' cos(P)

(4.1)

where u(x) is defined as

u = Pe(x)—[yg(x)+ @(x)oir(x ) ]=Pu (x),
with

(4.2)

1, a phase
E(x)= plz. /lr, —P phase,

(4.3)

T

1, a phase

1&~do~/lrdo, 13 phase,
(4.4)

k, a phase
k(x)= '

k&, P phase, (4.5)

5, a phase
H(x)= '

5 —1, P phase, (4.6)

f dI"h(r, r') = —1,r (4.7)

which is derived in the Appendix.

all of which are piecewise constant functions. K, is the
modified Bessel function of order one. Note that in Eq.
(4.1) u, which appears in Eq. (2.12), has been moved in
front of the integral by making use of the sum rule

Let us point out very brieAy that the limit P~0 of Eq.
(4.1) is not trivial. First, on naively taking the limit P ~0
we are faced with two divergences, one coming from
u„/P (the first term on the right-hand side) and the
second being the logarithmic singularity originating from
the small argument expansion of K0. In our previous
work [10,11] we have shown how to circumvent the
second divergence. This has consisted of adding to that
divergence and subtracting from it an integral that we
could evaluate exactly. The subtraction has served to
cancel the divergence. In evaluating the added part,
however, we ended up with a right-hand side of the form
(u +5+g —1)/P, where g is the volume fraction of the
a phase, apparently diverging as 1/P. However by real-
izing that the numerator is nothing but the diffusion layer
that forms ahead of the front, we could expect it to be of
the order of P. This has been shown by making use of the
mass conservation law on the global scale [10,11]. The
question still arose of whether we were allowed, after ex-
tracting those divergences, to simply take the limits
P —+0 of each integrand. To do so legitimately the in-
tegrals should converge uniformly as P is sent to zero.
We have discussed that issue recently [11]. For the Eo
term in Eq. (4.1) the analysis can follow, basically, step by
step the one presented for axisymmetric growth [11]. For
the K& term, however, a central point of the derivation
was based on the symmetry of the pattern about the
growth axis. As mentioned above the problem can be
resolved for nonaxisymmetric pattern, but this involves
some other mathematical details that we will avoid here.
The similarity equation for the present case reads [13]

2
[yg(x)+g(x)ot~(x)]= —f dx' [yg(x')+g(x')oa(x')] —f dx'kg[1 —g, tan(P)]H(x')

0 2 0

] sinn nx,+—f dx'[1 —g„.tan(t}It)]H(x') ln + g cos2nm x-
oo p „=i (nor)

1 1+—tan(P) f dx'g„,H(x') ln(2~sinvrbx
~

)
0

&g—4x g &(x')[gg(x')+g(x')ol~(x')] .
277 P



6S40 K. KASSNER AND C. MISBAH

We have defined here $ dx'. . .
=limz f zdx'. . . . In the limit $~0 we recover
the similarity equation derived for symmetric growth.
The first consequence of the similarity equation is that
the pattern properties depend on only two dimensionless
dynamical quantities o. and y—all other parameters are
material constants. In particular, the pattern is self-
similar under a stretching (shrinkage) of A, and (G, V) by a
positive factor n and cz, respectively. We have dis-
cussed previously the similarity of the pattern. Here we
will consider only one aspect related to the scaling of the
tilt angle. From Eq. (4.1) we see that the tilt angle
P=P(o,y). We can then test our results by integrating
the original equation (2.12). Figure 10 shows the results.
The triangles represent the tilt angle for a fixed o. value
and a fixed thermal gradient (or thermal length). This is
the usual experimental situation [4]. It is clear that the
tilt angle is approximately constant for large enough ve-
locities (more precisely for IT ll of a few unities; the phys-
ical units in that figure are recalled in the caption), which
is in agreement with experimental observations [4]. For
smaller V we obtain a drastic variation of the tilt angle
with V. Although, as mentioned in Sec. IV, ignorance of
precise values of some physical parameters prevents us
from a complete numerical comparison with experiments;
we believe that the range of V values where
significantly decreases is safely in the accessible experi-
mental range. The squares in Fig. 10 represent the tilt
angle for fixed o. and g. Fixing the value of g is not the
usual experimental procedure, but its realization poses no
specific challenge. It is clear in Fig. 10 that the tilt angle
P is approximately constant in a wide range of the growth
velocity. We hope that this simple prediction constitutes
a call for an experimental check.

The reason why the tilt angle P decreases with V when
o. and IT (rather than y) are fixed is easy to understand.
Indeed, due to the similarity properties a decrease in V
implies a variation of the parameter y which is equivalent
to an increase by the same amount in the thermal gra-
dient. When V has appreciably decreased, the (virtual)
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~ aaa I ~ ~ ~ ~ ~ ) I I I a

4

~ ~ ~ ~

I
I

I

10 20
velocity V

FIG 1Q Tge fjlf a gl p as a fu etio of the
material parameters are the same as in Fig. 4. The data
represented by squares correspond to Iz. =l)=1.0. V and A,

were varied simultaneously such that A, V=const (and hence
o.=const, because d o

~ were kept fixed). In this way, A, was
varied between 0.0074 and 0.025. To obtain the data drawn as
triangles, V and A, were chosen as before, but lT = lT = lT was
varied as well to keep I/lr constant.

increase of the thermal gradient becomes so strong that it
acts against the development of parity-broken states,
which are always accompanied by a distortion of the in-
terface pushing the solid (liquid) towards the hot (cold)
contact. In other words the thermal gradient suppresses
the tendency of tilting. As a result the tilt angle should
decrease. This is expressed by the triangles in Fig. 10.
Other consequences of similarity in tilted growth are
planned to be discussed elsewhere [13].

V. DISCUSSION OF THE RESULTS AND SOME
IMPLICATIONS

Here we have considered a situation where parity-
broken states fill the entire front. However in different
systems [4,6,7] parity-broken states appear as localized
inclusions. These observations have led to the denomina-
tion solitary modes. An important question thus arises.
Does parity breaking necessarily imply solitary or local-
ized states? This is, in our opinion, far from true. In par-
ticular we have seen here that the birfurcation of the
symmetric state into the asymmetric one is forward. This
bifurcation occurs if one approximately doubles the
wavelength of the symmetric state, which is assumed —as
seems often to be the case in experiments —to operate at
the minimum undercooling. How could one double the
wavelength of the symmetric state? An answer to this
question is provided by first noticing that the wavelength
of the pattern k scales with the growth velocity V ask- V ' . Hence, if we suddenly multiply Vby a factor
of 4 (or so), we will temporarily force the whole front to
have a wavelength twice as large as the one it would have
selected if that velocity were adiabatically achieved. Our
results then tell us that the symmetric state should under-
go a parity-breaking transition as a whole.

Previous experiments [4] observed only localized in-
clusions of tilted lamellae after a small velocity jurnp.
This is, in view of the results that have emerged here, not
surprising as a small velocity jump can, at best, cause
only local wavelength fluctuations, most likely close to
grain boundaries. How the localized asymmetric domain
then evolves with time, or more precisely, what is the
driving force that leads to the spreading or collapse of
that domain is a question that is beyond the scope of the
present study. Our main message is that for the asym-
metric lamellae to fill the front as a whole one should
double the wavelength of the symmetric state. An impli-
cation of our study is that the soliton notion should de-
pend on the experimental protocol.

Had the bifurcation been subcritical, then we would
have legitimately expected, a priori, the soliton notion to
be related to an intrinsic feature of the system in the me-
tastability domain. However, as parity breaking occurs
as an interplay between two competing lengths (the
diffusion and capillary length) which have two very
different scales, one expects any possible metastability
domain to be extremely narrow, beyond experimental
resolution.

Finally we would hke to make some remarks related to
the stability of the upper branches for symmetric patterns
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(Fig. 7). We have seen that parity-broken states emerge
close to the fold of the lower pair of branches associated
with the symmetric state. The picture in Fig. 7 conveys
the strong impression that close to the upper fold another
branch (with a higher undercooling) should exist. We
have not yet attempted to investigate this question and
hope to deal with it in the near future. Let us assume, as
we suspect, that indeed that branch exists. The point
where it bifurcates should, therefore, correspond to a loss
of stability of the symmetric state. This would imply that
the lower branch of the upper pair for symmetric states
should be—at least close enough to the critical point for
the emergence of the (hypothetical) branch for tilted
solutions —stable. This is a purely bifurcation-based ar-
gument. If our speculation is confirmed then the lower
branch of the upper pair for symmetric solutions should
be most likely metastable (when this notion has a mean-
ing) rather than unstable as we could expect by looking to
the front profile [ll]. It is imperative to perform a full
linear-stability analysis, not only to settle the above ques-
tions, but also to draw a general picture for all types of
instabilities of both the symmetric and asymmetric states.

VI. CONCLUSION

Here we sum up the main results that follow from the
present analysis.

(i) We have shown that the fully isotropic model of
directional growth of lamellar eutectics supports solu-
tions with a broken parity. These solutions appear, for
the range of parameters explored so far as a forward bi-
furcation of the symmetric state. Bifurcations are, gener-
ically, accompanied by the loss of some symmetry. In the
present case it is parity breaking that accompanies the bi-
furcation. In order to destabilize the symmetric state,
and provided that it operates at the minimum undercool-
ing, its wavelength should be (approximately) doubled.

(ii) The fact that the wavelength of the asymmetric
state is about twice as large as that of the symmetric one
combined with the approximate scaling law A, —V
tells us that a sudden jump of the growth velocity by a
factor of 4 (or so) should lead to parity breaking of, virtu-
ally, the whole front. If such is the case then the denom-
ination soliton will not be legitimate.

(iii) We have demonstrated that tilted solutions exist
for off-eutectic as well as for eutectic compositions. Until
now experimental investigations [4] considered only the
situation with hypereutectic compositions. We hope that
this work will call for new experiments with the aim to
investigate the possibility of tilted growth at eutectic and
hypoeutectic compositions.

(iv) Finally, because of the smallness of the Peclet num-
ber in standard experiments, we have been able to derive
a general similarity equation. The limit of small Peclet
numbers is not uniform. We have mentioned the main
difficulties encountered when performing this limit. It
was not appropriate in our case to go through the
(lengthy) mathematics of the derivation of the similarity
equation, which otherwise would have been done at the
expense of other results whose presentation is closer to
the spirit of this article. We have confirmed the similari-
ty consequences by numerically integrating the original

equations. We have shown that, in particular, the tilt an-
gle P depends on the combinations A, V only for large
enough growth velocities but should drastically depend
on the combination 6/V (6 being the thermal gradient)
also, for smaller velocities. We hope that these predic-
tions will incite new experiments.
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APPENDIX: THE SUM RULE IN TILTED GROWTH

There have been various derivations of sum rules for
the Green's functions used in the description of dendritic
growth or directional solidification [17,25]. We found
that the previous approach using the asymptotic expan-
sion of Bessel functions to reduce the sum rule of a sta-
tionary system to integrals of Gaussians [25] does not
work, if the motion of the interface is not parallel to the z
axis. It should, of course, be possible to specialize the
general sum rule for the time-dependent case [17] to the
present situation. We prefer, however, to give a direct
derivation for the current stationary system on the basis
of the properties of the modified Bessel functions. This
allows us to more clearly see that in the stationary case
there is no need to move most of the integration contour
to infinity.

We start from the fact that u =uo=const solves the
diffusion equation and hence also the integral equations
(2.8) for any closed contour I . This entails

f dr a(r, r )=0. (Al)
r

For our purposes, the most useful contour is obtained by
adding to I » a piece I z running from x'= ~ to
x' = —~ at a value z' =Z )0 and joining it to I » at the
infinitely far endpoints by pieces I

~~,
and I

~~z
which are

parallel to the z axis (see Fig. 11). Written out explicitly,
h(r, r') reads

—{z —z') /I —tan{ P)(x —x ') jlI', I = e

X —[n,'+ tan(P)n']Eo /r —r'/

cos I

n'(r' —r) ~r —r'~

cos(P) ~r —r'~ cos(P)lK)

(A2)

We require that r [ = (x,z)] does not lie on I z, i.e., z&Z,
so we can omit the 6-function term in the integral on con-
tour I z. Introducing new variables b,z = (z ' —z) /l
= (Z —z)/I and y = (x' —x )/I, we obtain for that integral

I

I'biz ~

I

I'si
FIG. 11. Integration contour used in the derivation of the

sum rule.
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f dI"h(r, r')= e 'f dy e""'~'~ K
~z 2m' cos(P)

bz +y +M
cos(p)t/y +b,z cos(P)

(A3)

where for I z, d I"= —I dy, n,
' = —1, and n' =0. ~e call the first integral on the right-hand side of (A3) I, the second

Ib. Both integrals can be evaluated exactly with the help of the following [26]:

(A4)

which holds for a & 0, W(p) & —1 and is written here for real z. From this formula, we obtain a series expansion for the
integrals in (A3):

f dx e "K,(a+x +z ) =2f dx cosh(bx)K, (a+x +z )
+(x +z )" +(x +z )"

2" ' I ln+ —,')
(2n)t an+1/2~

~

—n —i/2 (A5)

where we have set p =n —
—,
' to generate the series expan-

sion of coshbx. The right-hand side of this equation can
be simplified via the recursion relation [26]

w =(az), the exponential operator can be reduced to a
simple translation operator, whose action is easily evalu-
ated:

d
zdz

m

[z K (z)]=(—1) z K (z), (A6) exp bz ' —f ( w ) =f ( w bz '
) . —

dw
(A8)

which leads to (z= ~z~ )

K „,,(a )=(—1)"(a )" d
z dz

n

This leads to the final result for the integral (A5)

f dx e "K (a(/x +z )
V(x +z )'

Noting that

X [(az ) Kz i/2(az )] (A7) &2m. 2 b2[
[ )

—1/2
(az')'
XK i/2(+a b~z~ ), — (A9)

2"+'/ I (n+ —,
' )/(2n)! =&2~/(2"n!),

&2m
zexp —b z'

(az ) 2ez diaz

we can write the right-hand side of (A5) as

where a sufficient (and for some values of v necessary)
condition for convergence is that a&A(b) In order to.
evaluate I, and Ii„weneed (A9) for v=0 and v= l. But
then the formula generates half-integer order Bessel func-
tions which are elementary. In particular,

X[(az) ' K~, /2(az)]
Z'=Z

K+ i /p (z) =&(77/2z )e

which leads to

(A 10)

where the introduction of z ' was necessary to avoid the
differential operator acting on its prefactors containing z.
Otherwise one would have had to write an infinite sum
instead of the compact representation by the exponential
of a differential operator. By substitution of variables,

f dxe K (a+x +z )= e
oo 2 b2

(A 1 1)
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K, (a"» x +z )
4j' 2 2

dx e" a —b z

V'x z+z' ~ Iz I

(A12)
1 if Z)zdI' r, r' = 'O (A15)

(A13)

I =+me I 'l (A14)

In I, and Ib, a= I/cos(P) and b =tan(P), which gives
')v a b2—= 1. Therefore, we obtain

Since the used form of the integral equation is valid for a
normal vector pointing into the domain encircled by I,
the integration contour should be closed aboue I,I, so we
have Z & z. Because the integral on the complete contour
I is zero and there is no contribution by the contours I

~~
&

and I'lz (which have finite length), due to the exponential
decay of Ko and E, for x'~+ ao, we end up with

where the sign of Ib is equal to the sign of Az. Inserting
these results back into (A3), we finally arrive at [27,28] f dl 'h(r, r')= —1 .I,(

(A16)
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