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Collisions between pnlses of traveling-wave convection
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The first nonlinear state of traveling-wave convection in binary Auids with moderate negative separa-
tion ratio in a narrow geometry consists of "pulses": localized patches of convection whose spatial shape
is fixed, and that drift at a velocity that depends on the local Rayleigh number. I present the results of
two kinds of experiments on traveling-wave pulses. First, I study the behavior of pulses as they drift past
narrow, fixed peaks in Rayleigh number. The pulses are sensitive to the Rayleigh number in a spatial
domain that extends far ahead of the main body of the pulse. Second, I study collisions between pairs of
counterpropagating pulses as a function of the velocity with which they approach one another. At high

approach velocity, only one pulse survives the collision. At low approach velocity, a persistent double-

peaked structure is formed. Under certain circumstances, this structure can be interpreted as a weakly

bound state of two pulses.

PACS number(s): 47.25.Qv, 47.20.Ky

I. INTRODUCTION

In recent years, a great deal of experimental and
theoretical effort has been directed at the problem of con-
vection in a thin, horizontal layer of a binary Auid which
is heated from below. The initial stimulus for the resur-
gence of interest in this classical problem came from the
observation that, for a wide class of binary Auids, convec-
tion takes the form of traueling waues (TW's) [1]. Further
experimental work revealed a fascinating feature of
traveling-wave convection: the tendency, even in a nar-
row, quasi-one-dimensional geometry, to form confined
states —that is, spatially restricted convecting regions
which coexist stably with nonconvecting regions in a uni-
formly heated experimental cell [2—9]. A number of
different steady [2—7] and dynamical [8,9] confined states
of TW convection have been documented in recent exper-
iments.

In this paper, I present the results of experiments on
one particular type of confined state of TW convection:
TW pulses. Pulses are confined states with a fixed spatial
structure which are the first nonlinear TW state observed
in a narrow experimental geometry for separation ratios
4 in the range —0. 12~ 4 ~ —0.07 [4—7]. Pulses exhibit
two important experimental properties. First, their am-
plitude profile bears a strong resemblance to a solitonlike
solution of the lowest-order subcritical complex
Cxinzburg-Landau equation (CGLE) [4,10—12]. Second,
in a cell of sufficient uniformity, pulses are observed to
slowly drift in a direction parallel to that of the underly-
ing TW, with a velocity that exhibits a shifted square-
root dependence on the local stress parameter e(x) [7].

The fact that the shape of experimental pulses resem-
bles a solution of a CGLE raises the hope that the wealth
of theoretical understanding of solitons and the CGLE
that has been developed over the past two decades can be
applied to explaining pulse dynamics as well. While the
CGLE is used to model many nonequilibrium pattern-
forming systems [12], it is especially attractive in the case

of binary-Quid convection because the coefficients of all of
its linear terms and some of its nonlinear terms can be
calculated using a perturbation analysis of the full
Navier-Stokes equations which describe convective
motions in the Boussinesq approximation [13]. Substan-
tial theoretical [13,14] and experimental [15,16] work has
established a quantitative connection between this model
equation and the actual physical system, at least in the
linear and weakly nonlinear regimes.

However, TW pulses are not weakly nonlinear struc-
tures. Recent numerical integrations of the full Navier-
Stokes equations have shown that the mechanism of
confinement in this state is a large-scale concentration
circulation which is manifestly not an infinitesimal per-
turbation of the diffusive, nonconvecting state seen below
the onset of convection [17]. Thus a quantitative ac-
counting of the dynamical behavior of TW pulses may
also require the full Navier-Stokes equations and may not
be possible using a model-equation approach. Nonethe-
less, the similarity between experimental pulse shapes and
solutions of the CGLE suggests that a phenomenological
CGLE model may be useful in this regard, even if a quan-
titative understanding is not to be expected. The object
of the work described in this paper and in Ref. [7] is to
present well-characterized experimental results which
can test such a phenomenological CGLE model.

The second important feature of pulses —the depen-
dence of their drift velocity on the local stress
parameter —has an important practical application: it
offers a conveni. ent and accurate method for measuring
and correcting accidental nonuniformities in the experi-
mental convection cell. Thus, continuing the develop-
ment of the diagnostic and calibration methods described
in Ref. [7], I have installed an array of adjustable point
heat sources on the underside of my convection cell and
used pulse-drift information to correct thermal inhomo-
geneities to the level of a part in 10 . I believe that this is
now by far the most stable and uniform system available
for the experimental study of pattern formation in one di-
mension.
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The ability to create TW pulses, vary their drift veloci-
ty and control the local stress parameter e(x) has made it
possible to perform two kinds of experiments on the
dynamical behavior of pulses. First, I study the drift of
pulses past shaped profiles of e(x ). I have examined the
effect of single, narrow peaks in c(x), double peaks of
various separations, and of broad, smooth features. Such
experiments could be easily recreated using a model-
equation approach. Second, I have produced pairs of
counterpropagating pulses in a uniform e(x) profile, set
their velocity to a desired value, and observed their col-
lision. Such collisions have already been the subject of
numerical experiments based on coupled subcritical
COLE's with nonlinear-gradient terms [18].

The rest of this paper is organized as follows. Section
II gives a brief description of the experimental apparatus
and techniques. Section III describes the adjustments
used to remove thermal inhomogeneities from the experi-
mental cell. Section IV brieQy describes experiments on
the interaction of drifting pulses with spatial nonunifor-
mities created by local heating in an otherwise uniform
cell. Section V concerns collisions between pairs of coun-
terpropagating pulses, and Section VI is a discussion.

II. APPARATUS

The apparatus used in these experiments has been de-
scribed in great detail in Ref. [7], and so the discussion
presented here will be brief. The cell consists of an annu-
lar channel of height d =0.258 cm, radial width 1.876d,
and mean circumference 92.0d (cell C in Ref. [7]). This
channel is defined by a plastic disk and ring which are
clamped between an electrically heated, mirror-polished
silicon bottom plate and a water-cooled, polished sap-
phire top plate. The cell assembly is surrounded by foam
insulation and sits on a vibration-isolated, level table.
The geometrical uniformity of the cell has been carefully
assessed: the radial width exhibits a fractional variation
with azimuthal angle of better than 7X10, and the
fractional height variation is better than 3 X 10 . The
typical temperature difference applied across the cell dur-
ing these experiments is 6.1'C and exhibits variations of
typically 1.5X10 'C on short and long time scales.
Thus the cell as constructed exhibits a Rayleigh number
which is stable to 3 parts in 10 in time and to which
geometrical nonuniformities contribute variations of
about one part per thousand in space.

In order to compensate for spatial nonuniformities in
the Rayleigh number, a set of twenty-four —,'-W, 100-0,
resistors has been pressed up against the underside of the
silicon bottom plate of the cell, arrayed in a circle just
outside the edge of the 9.55-cm-diam thin-film heater
which provides the main heat flux in the experiment.
The 24 "trim" resistors are wired in parallel with the
main heater; each is connected in series with a variable
adjustment resistor. Thus trim heating with an adjust-
able azimuthal profile and an amplitude proportional to
the main heater output can be applied across the cell.
Importantly, the spacing between adjacent trim resistors
is 0.86 times the bottom-plate thickness, which in turn is
5.9 times the cell height. Thus the component of heat

Qux at the azimuthal spatial frequency of the trim-
resistor spacing is reduced at the top surface of the sil-
icon by a factor exp(2n. /0. 86) —1500 by thermal
diffusion. Since the total heat Qux added by the trim
heating is only about 1% of that of the main heater, the
"washboard potential" caused by the spatially periodic
trim heating is undoubtedly of negligible importance to
the convection.

The main diagnostic used in these experiments is Qow
visualization by shadowgraphy. An afocal optical system
projects white light onto the cell from above, and a re-
duced image of the reQection from the bottom plate is
directed onto a circular camera, which consists of an an-
nular array of 720 photodiodes. A small computer scans
the camera at regular time intervals, displays the shadow-
graph image intensity in real time, and stores the data for
later analysis. As described in Ref. [7], this optical sys-
tem exhibits such a low level of distortions that it can be
used to measure lengths, and thus pulse velocities, with a
precision exceeding 1%. The most useful processing per-
formed on pulse data consists of computation of the pulse
amplitude profile using spatial demodulation at the mea-
sured mean wave number. The position of the pulse is
measured by computing the first moment of the ampli-
tude profile, and this is differentiated in time to obtain the
drift velocity. Velocities are scaled by i~/d, where d is the
cell height and ~ is the thermal diffusivity of the Quid. In
cases where counterpropagating pulses are studied, the
two amplitude components are first separated using full
complex demodulation [19]. Their positions can then be
followed separately. These techniques have been de-
scribed in great detail in Refs. [7] and [19]. The fiuid
used in these experiments is 2.8 wt % solution of ethanol
in water at a mean temperature of 28.2'C. This Quid has
separation ratio 4= —0. 123, Prandtl number P =7.00,
and Lewis number L =0.0088 [20].

III. DRIFTING PULSES AND THE QUEST
FOR THE PERFECT CONVECTION CELL

The experiments described in this paper begin with the
determination of the temperature difference applied
across the cell AT„, which corresponds to the onset of
convection. As described in Ref. [7], this measurement
consists of servoing the applied temperature difference
AT so that linear TW's exhibit a vanishing temporal
growth rate. The stress parameter e associated with oth-
er values of AT is defined with respect to this threshold:
e= (b, T b, T„)/b, T„. I—n—a nonuniform cell, e may be a
function of spatial position x; in this case, the fractional
amount by which AT exceeds AT„corresponds to the
spatial average of e(x) and is denoted F.

With the onset of convection thus determined, TW
pulses can be produced using techniques described in Ref.
[7]. The physical phenomenon that is the basis for the re-
sults reported in this paper is illustrated in Fig. 1, which
shows the drift velocity vd, of noninteracting TW pulses
as a function of e. Figure 1 corresponds exactly to the
data reported in Fig. 15 of Ref. [7]; however, the
refinements in cell uniformity described in this section
have led to such an improvement in the precision of the
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where hJ. is the power applied to the jth resistor. Com-
pensating the nonuniformities in e;(x) requires adjusting
the h so that e;(x)+e&(x) exhibits as small a spatial
variation as possible. This problem is solved in two steps.
First, the function he'(x —x ) must be calculated. For
the present purposes, I have found it entirely satisfactory
merely to compute the temperature profile in the plane of
the top of the silicon plate that would be due to a point
source of heat in an infinite conducting medium:
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FIG. 1. The drift velocity of isolated T& pulses is plotted as
a function of the stress parameter e. The data points are mea-
surements, and the smooth curve has the form
Ud& ( c)= Up +Q (6+ E'p ) . The least-squares-fit parameters
found for these data are U0=0.028, a =0.682, and co=0.0133.
Note that the error bars have been magnified by a factor of 5 for
clarity.
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data that the error bars in Fig. 1 have had to be
magnified by a factor of 5 for visibility [21]. Typically,
Ud, can be measured at a particular value of e with an un-
certainty of +0.0002 to +0.0013. This level of precision
has been crucial in experiments on interacting pulses, as
described below.

As shown by the smooth curve in Fig. 1, the depen-
dence of Ud, on e can be inverted using a parabolic fit to
e(ud, ). Thus local measurements of u~, (x) can be used to
map the spatial variation of e(x), and this procedure was
discussed in some detail in Ref. [7]. Figure 2 illustrates
how this stress-parameter diagnostic can be used to
correct nonuniformities in e(x). Figure 2(a) shows the
spatial dependence of the pulse drift velocity u, (x) mea-
sured with no power applied to the trim resistors. As
shown by the calibration on the right-hand axis of Fig.
2(a), the broad dip in u;(x) centered near location 270' in
the cell corresponds to a peak-to-peak variation of about
0.005 in the stress-parameter profile e;(x). In light of the
estimate above that geometrical nonuniformities in the
cell can only account for a variation in e(x) of about
0.001, it seems likely that nonuniform heating of the bot-
tom plate of the cell is its dominant cause. Thus compen-
sation by adjustable local heating seems quite a reason-
able cure.

I denote the change in the stress-parameter profile
caused by applying a unit electrical power to the jth trim
resistor at location x by b,e(x —x~). This function ex-
hibits a peak at x —x - =0 which has a spatial width com-
parable to the thickness of the bottom plate of the cell.
With this, the total change in e, (x) caused by energizing
the entire resistor array is

ei, (x)=gh he(x —x~),
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FIG. 2. (a) Drift velocity profile measured for a state of two
right-going pulses (symbols X and o) at e= —0.0006 with no
trim heating. The stress-parameter profile e;(x), which is cali-
brated along the right-hand axis, exhibits a dip near 1ocation
270 . (b) The increase eh(x) calculated using Eq. {1), using
coefficients based on the profile e;{x) in (a). This trim heating
produces a local peak in e(x) near location 270 to match the
dip in (a}. (c) Drift velocity profile measured at @=0.0018 with
trim heating corresponding to the profile eq(x) in (b). The
nonuniformity in the stress-parameter profile is much reduced
from that in (a). (d) Full curve: difference ez(x) —e;(x) between
the stress parameters profiles measured (c) with and (a) without
the trim heating. This difference profile measures the pulse
response to the trim heating profile in (b}, which is reproduced
as the dashed curve. The response is shifted latera11y because
the pulse responds to the stress parameter ahead of its center.
A shift in the opposite direction would be obtained from mea-
surements using left-going pulses.
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4e(x —xj ) =a/~x —xj ~. Here the vector notation in the
denominator is used to indicate that the relevant distance
is the length of the vector connecting the local of the
resistor on the bottom surface of the silicon plate and the
location x on the top surface; the constant a has been es-
timated from the thermal properties of silicon. The
second half of the problem consists of computing the con-
stants h. , and this, unfortunately, constitutes an inverse
problem without an analytical solution. However, the
following solution is adequate. I start by smoothing the
measured profile e, (x), shifting a distance 5 (5 is initially
set at 4.4 times the cell height d, a somewhat imprecise
result obtained in Ref. [7]), and setting

h =P[e,„—e, (x —5)] .

Here e,„ is the maximum value in the profile e;(x), and
p is another thermal constant which can be estimated.
Figure 2(b) shows the function in Eq. (1) computed using
these values for h . Aside from the small-scale wiggles in
the measured drift velocity u;(x), it is clear that adding
this profile to that in Fig. 2(a) will improve the uniformity
of the stress parameter. And, as shown in Fig. 2(c), this
is indeed the case. The profile ef(x) measured with the
resistor array energized according to the prescription of
Eq. (2} is already improved by a factor of 4.

The spatial shift 5 has so far been set to 4.4d, and the
product aP has only been roughly estimated. The veloci-
ty profiles shown in Figs. 2(a) and 2(c) can be used to
determine both of these parameters quite precisely. The
full curve in Fig. 2(d) shows the measured difference
5E(x):ef(x) e;(x) co—mputed —from those profiles. 5e(x)
is the response of the pulse to the additional heating
pz(x) from the trim resistors —this is reproduced as the
dashed curve in Fig. 2(d). Not surprisingly, 5e is found
to be linearly related to a laterally shifted version of e&.
5e(x)=a +bE&(x —5'). The parameters a and b are
determined using a simple least-squares linear fit, and 5'
is varied until the rms error of this fit is minimized. Be-
cause of the details of how the bottom-plate temperature
is controlled in the apparatus, the offset a has no mean-
ing. The parameter b is the factor by which the initial es-
timate of the product ap was in error, and 5' is the true
spatial shift. I find that the correct spatial shift is 5'= 3.8
times the cell height. In comparing this result with the
initial estimate of 4.4d, it should be recalled that the pre-
vious result came from experiments in a different fluid in
which the profile corresponding to e;(x) was compared
with the profile deduced from measurements of the state
of linear TW's seen at onset. The present result is a much
more direct and reliable one. Also, the profiles in Fig.
2(d) show the response of the pulse velocity to a broad
feature in Ei, (x). Experiments on the drift of pulses past
sharp peaks in ei, (x) are described in Sec. IV.

The velocity profile shown in Fig. 2(c) is in fact the end
result of the iterative procedure just described, and a
peak-to-peak nonuniformity of about 0.0015 is still evi-
dent. The compensation is imperfect because the
prescription in Eq. (2) is only an approximate solution to
the inverse problem. However, now that the parameters
ap and 5 are accurately known, the e(x) profile corre-
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FIG. 3. Drift velocity profile measured for a state of two
pulses at @=0.0016 after further hand optimization of the trim
resistor powers. This cell exhibits nonuniformities of 1 —3 parts
in 10, depending on whether the high-spatial-frequency com-
ponents are included. This extreme uniformity can be main-
tained for weeks, and it can be further improved.

sponding to an arbitrary set of heater powers h. can be
calculated easily using a short computer program, and it
is not too time consuming to improve the compensation
obtained above by adjusting the h by hand. This pro-
cedure could also be performed using an optimization
routine. With some experience, the adjustment can be
done so well by hand that a rms variation of as little as
2X 10 in the computed ef(x) profile is obtained. With
the series resistances in the apparatus adjusted according
to this optimized prescription, a substantially improved
experimental homogeneity is obtained. Figure 3 shows a
typical example. In this case, the variation in e(x} con-
sists dominantly of high-spatial-frequency wiggles; there
is practically no nonuniformity at low spatial frequency.
I do not know the true cause of the wiggles in this veloci-
ty profile. The results of Sec. IV, in which it is shown
that the pulse velocity has an attenuated response to
sharp features in e(x), suggests that real nonuniformities
in the cell are not the cause. Part of this high-spatial-
frequency component is reproducible from run to run and
is likely to be the result of residual distortions in the opti-
cal system. However, the pulse shape also tends to exhib-
it small asymmetries and modulations [6,7], and these
affect the first moment of its amplitude profile and hence
the velocity measurement. My estimate is that most but
not all of this high-spatial-frequency component is an ar-
tifact. The rms variation of e(x) for the run in Fig. 3 was
3.4X10; filtering out the wiggles by convoluting e(x)
with the measured pulse amplitude profile [7] reduced
this by a factor of 3. My best attempt at compensating
nonuniformities exhibited a rms variation in e(x) of
6X10 after lopass filtering. The long-term stability of
these results is the subject of ongoing measurement; how-
ever, my experience so far is that the rms spatial varia-
tions in e(x) do not grow worse than 2 to 4X10 in the
course of a week or two. For all but the most sensitive
experiments on low-velocity pulse collisions, the nonuni-
formity of this cell is unimportant and remains so.
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IV. INTERACTIONS OF PULSES
%'ITH LOCALIZED NONUNIFORMITIES

IN RAYLEIGH NUMBER

The techniques described in the preceding section
make it easy to study the response of pulses to shaped
profiles of e(x). The simplest such experiment that can
be performed consists of changing the heating power dis-
sipated by a single one of the trim resistors, and then
measuring the velocity of pulses which drift past the re-
sulting narrow feature in E(x). Figure 4 shows the result
of two such experiments. The dashed curve in Fig. 4(a)
shows the e(x) profile imposed on the system by increas-
ing the heat dissipated in one trim resistor. This profile
was calculated assuming, as in the preceding section, that
the temperature field in the silicon bottom plate is simply
proportional to the inverse of the distance between the
source and the measurement point. Clearly, this approxi-
mation neglects the effects on the temperature field of the
insulating boundaries at the edge of the apparatus and of
the different thermal conductivities of the materials of
which the cell is constructed. Including these effects in
an analytical or numerical calculation of the temperature
field would be straightforward. However, because of the
limited reproducibility of the results in the section, I do
not think that such an effort would be justified.

The response of two left-going pulses which drift
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through the peak in e(x) is shown by the full curve in
Fig. 4(a). This profile was computed by measuring the
drift-velocity profile vd, (x) and using the curve in Fig. 1

as a calibration. The dominant feature of the pulse
response e(vd, (x)) is that the drift-velocity profile is no-
ticeably broader than the imposed stress-parameter
profile e(x). This is also clear in Fig. 4(b), which shows
the result of one of several experiments in which pulses
drifted past pairs of peaks in e(x) at various spacings.
Consistent with the broadening seen in Fig. 4(a), the
depth of the valley between the two peaks in e(x) is sub-
stantially reduced in the pulse response e(vd, (x) ).

I have characterized the response of pulses to features
imposed in e(x) by assuming that the measured response
profile e(vd, (x) ) is equal to the convolution of the applied
profile e(x) with a kernel function k(x). The kernel has
been computed for each of seven runs by dividing the
Fourier transforms of e(ud, (x)) and e(x), removing the
high-frequency part of the ratio with an adjustable filter,
and performing an inverse transform. The high-
frequency filter has several parameters, and an optimiza-
tion algorithm is used to adjust them so that the rms
difFerence between e(ud, (x) ) and the explicitly calculated
convolution of e(x) with k(x) is minimized. Figure 5

shows that this procedure works very well. There, the
full curve shows the response e(ud, (x) ) for the run in Fig.
4(b), and the dashed curve shows the convolution of the
applied e(x) profile with the computed kernel.

The full curve in Fig. 6(a) shows the convolution kernel
computed for a run in which right-going pulses drifted
past a double peak in e(x). For comparison, the dashed
curve shows the amplitude profile of a right-going pulse
measured at e= —0.0084 [7]. The kernel consists of a
narrow central peak and several sidelobes. The centroid
of the kernel is displayed noticeably ahead of that of the
pulse. The run-to-run reproducibility of the details of the
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FICz. 4. Results of two experiments in which left-going pulses
were allowed to drift past sharp features in e(x). The dashed
curve in (a) shows the input e(x) profile computed for a run in
which excess power was dissipated in one of the trim-heating
resistors underneath the cell. The full curve shows the pulse
response e(vd, (x) ) computed from the drift-velocity profile
vd, (x), using the calibration in Fig. 1. (b) shows the result of ap-
plying excess heat at two points separated by 31d. The pulse
responds to a spatially lopass-filtered version of e(x), resulting
in a broadening of the single peak in (a) and a filling-in of the
dip between the two peaks in (b). The dashed curves have been
displaced vertically for clarity.
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FIG. 5. The full curve repeats the response profile e(vd, (x))
in Fig. 4(b). The smooth, dashed curve shows the convolution
of the applied e(xl profile [dashed curve in Fig. 4(bi] with the
kernel computed by the deconvolution algorithm. The horizon-
tal axis has been shifted for clarity.



COLLISIONS BETWEEN PULSES OF TRAVELING-WAVE CONVECTION 6471

shape of the convolution kernel —for example, of the
spacing and height of the sidelobes —is only fair. What
is striking and reproducible is that the sidelobes contrib-
ute substantial weight far ahead of the centroid of the
pulse. One measure in which this is apparent is the width
of the kernel, as parametrized by its second moment. In
Ref. [7], I defined the second-moment length L2 as the
square root of the ratio of the second and zeroth mo-
ments. The computed kernels exhibit Lz values in the
range 4. 3d —5.4d, while L2 = 1.9d for a pulse at the mea-
sured spatially averaged stress parameter e= —0.005 [7].
I cannot discern systematic differences between kernels
measured with single peaks in e(x) and those measured
with double peaks (the spacing between peaks was varied
from 22d to 35d).

Figure 6(b) shows the kernel which represents the pulse
response to broad features in e(x). This kernel was com-
puted using the two curves in Fig. 2(d), and its shape is
strikingly different from the kernel obtained from experi-
ments on sharp features in e(x). Here, a very broad,
double-humped shape is obtained. The first moment 3.Sd
matches the value of the shift 5' obtained in Sec. III, as it
must. While the main body of this kernel is much
broader than that of the kernels obtained with narrow
peaks in e(x), the lack of far sidelobes causes its second
moment to be somewhat smaller: L2=3.6d. But the
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FIG. 6. (a) The full curve shows the convolution kernel com-
puted for a run in which right-going pulses drifted past a pair of
peaks in e(x) separated by 22d. For comparison, the dashed
curve shows the amplitude profile of a right-going pulse mea-
sured at e= —0.0084, taken from Fig. 16 of Ref. [7]. The kernel
is shifted to the leading edge of the pulse and has substantial
weight at distances far ahead of the centroid of the pulse. (b)
Full curve: kernel computed from the drift of right-going pulses
past the broad e(x) profile in Fig. 2(d). The kernel exhibits a
striking broad, double-humped shape. Again, much of the
weight of the kernel is found at distances far ahead of the cen-
troid of the pulse.

main feature seen in the preceding paragraph still ob-
tains: the pulse is strongly sensitive to the conditions far
ahead of its centroid.

V. COLLISIONS BETWEEN PULSES

The ability to set the drift velocity of TW pulses by ad-
justing F now offers the opportunity to study controlled
collisions of pairs of counterpropagating pulses. Several
such experiments have been conducted, under conditions
of good to excellent uniformity of e(x). The nature of the
collisions seems to depend only on the velocity with
which the pulses approach each other. As a conse-
quence, I quote the drift velocity as the principal in-
dependent variable in this section, rather than e. In addi-
tion to appearing physically reasonable, this choice has
the experimental advantage of being directly and quickly
measurable before and after pulse collisions (the experi-
mental control parameter F for specific runs will be quot-
ed in the figure captions). However, since interacting
pulses are observed to accelerate, decelerate, and even
coexist without moving, it is necessary to be precise: In
this section, the term "drift velocity" is reserved to indi-
cate only the "bare" drift velocity each pulse would have
under the conditions of the experiment in the absence of
the other pulse. The propagation of interacting pulses,
which may move at a velocity different from the bare
drift velocity, will be characterized by other terms, such
as "approach velocity" or "separation velocity. "

Another point of nomenclature is in order. This sec-
tion describes interactions between pairs of adjacent
counterpropagating pulses, that is, the vector phase veloci-
ties of the underlying TW point in opposite directions. If
the phase velocity vectors of the two pulses point towards
the space in between the two pulses, they are referred to
as forward facing. Absent interactions, forward-facing
pulses would move apart at negative drift velocity and
would move together at positive drift velocity. The oppo-
site situation, in which the phase velocity vectors of two
adjacent pulses point away from the space in between
them, is referred to with the term backward facing
Backward-facing pulses move apart at high enough posi-
tive drift velocity.

As a final point of clarification, the reader should note
that the quantitative results presented in this section were
obtained in experiments on fully developed pulses, which
interacted over periods of many hours. Thus these re-
sults pertain to pulses whose amplitude profiles in isola-
tion are well described by the results in Fig. 17 of Ref.
[7]. & have not felt that experiments on interactions be-
tween pulses in different stages of evolution could be con-
trolled well enough to merit quantitative attention. The
reader may note that some of the runs presented in this
paper began with pulses that had not quite equilibrated.
For example, a difference in the initial pulse shapes is no-
ticeable in Fig. 9. Since the time scale of the evolution of
the pulse amplitude profile is about an hour, the interac-
tion in even this run was between fully developed pulses.
More importantly, the qualitative features of the interac-
tion in the run of Fig. 9 (as well as in the pulse interac-
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tions illustrated in Figs. 7 and 13) are not difFerent from
those seen in other runs which began with fully developed
pulses.

Figure 7 illustrates the interaction between two
forward-facing pulses which approach at a moderately
high, positive velocity. As shown in the hidden-line plot
in Fig. 7(a), the pulses drift together and experience a ca-
tastrophic interaction whose result is a single pulse of
right-going TW which drifts oF to the right. The phase
plot in Fig. 7(b) shows the nature of the interaction in
greater detail: after the pulses come together, the left-
going pulse shrinks away and vanishes. This leaves a
broad packet of rapidly propagating right-going TW
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[note the increased phase velocity at times 17 000—22 000
sec in Fig. 7(b)], which gradually evolves back into a nor-
mal right-going pulse. A destructive interaction of this
type is always the result of a collision at high approach
velocity; a similar collision was reported in Fig. 5 of Ref.
[7], for a Quid with 0'= —0.072. In Ref. [6], Fig. 15, a
somewhat similar interaction between adjacent counter-
propagating pulses was observed, using a Quid with
4 = —0.069. There, we observed that the interaction was
accompanied by the emission of a burst of linear TW's.
In the present case, it is not possible to say whether the
same emission takes place. For the present separation ra-
tio, the low drift velocities required for controlled pulse-
collision experiments are achieved so far below the onset
of convection that linear TW's disappear too quickly to
be observed.

Figures 7(b) and 7(c) show the left- and right-going TW
components during the interaction, computed using com-
plex demodulation. Using these separated peak profiles,
it is possible to plot the path of each of the pulses in
space-time during their interaction. This is shown in Fig.
8. Initially, the two pulses drift together with velocity
0.0014+0.0002. At t =17400 sec in Fig. 8, which corre-
sponds to the beginning of the plots in Fig. 7, the Ray-
leigh number is increased, and the pulses begin to move
together with an average approach velocity of about 0.02.
The space-time plot reveals quite clearly that the pulses
begin to decelerate when their centroids approach within
about 10d of each other, leading to a brief period
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FIG. 7. Destructive collision between two counterpropagat-
ing TW pulses at F= —0.0088. (a) Profiles of the total demodu-
lated wave amplitude computed at successive instants in time
are displaced vertically to produce a hidden-line plot. As indi-
cated by the horizontal arrows underneath the lowest profile,
these pulses drift together at positive velocity, i.e., parallel to
the direction of the underlying TW. (b) Lines of constant TW
phase are plotted in space-time to produce a phase plot of the
interaction in (a). The interaction of the pulses causes the left-
going component to shrink and disappear over the course of
about 2000 sec. This leaves a broad pulse of rapidly propaga-
ting TW, which evolves back into a normal, right-going TW
pulse. (c) Right-going component of the interaction in (a), ex-
tracted using complex demodulation. (d) Left-going com-
ponent.
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FIG. 8. The space-time paths of the centroids of the right-
going (full curve) and left-going (dashed curve) pulses during the
interaction in Fig. 7. The vertical arrow of length 7.5d has been
included as a distance reference. Initially, the pulses drift to-
gether at velocity 0.0014+0.0002 (e= —0.0115). The initial
slight drift of the average of the two pulse positions seen here
and in Fig. 14 below is caused by a very weak residual gradient
in e(x). At time t =17400 sec, corresponding to the beginning
of the plots in Fig. 7, F is changed to —0.0088, causing an in-
crease in the approach velocity to approximately 0.02. After a
brief deceleration at separation -7.5d, the pulses rush together
and interact, leaving a right-going pulse which drifts away at ve-
locity 0.0180+0.0003.
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(t =28000—33000 sec) in which the distance between
pulses is stuck at about 7.5d. This is to be compared
with the pulse width of about 4.6d full width at half max-
imum [7]. Then, at t =34000 sec, the separation between
pulses rapidly collapses as the left-going pulse is des-
troyed. The subsequent drift of the remaining right-
going pulse provides an accurate calibration of the drift
velocity which characterizes the interaction:
Ud, =0.0180+0.0003.

Annihilation of one of the pulses is not the only out-
come of a collision between forward-facing pulses at posi-
tive drift velocity. Figure 9 shows a collision of two
pulses which approach at Ud, =0.0107+0.0006. At this
reduced drift velocity, the pulses simply come to a stop,
forming a double-peaked structure which will persist
indefinitely if the experimental parameters are left un-
changed. The spacetime plot in Fig. 10 shows the rather
abrupt deceleration of the pulses in this collision. The
distance between pulse centroids in the two-pulse struc-
ture is 8.05+0.02 times the cell height.

Once this double-peak structure has been created, it
can be probed by varying the Rayleigh number or,
equivalently, the drift velocity Ud, each pulse would have
at that Rayleigh number in the absence of the other
pulse. Figures 11(a) and 11(b) show the result of increas-
ing and decreasing Ud, . In Fig. 11(a), the initial drift ve-
locity is 0.0149+0.0008, and the initial spacing between
pulses is 7.905d+0.017d. Increasing Ud, to
0.0176+0.0010 causes the pulses to move closer together,
and the Anal increase, to Ud, =0.0195+0.0008, precipi-
tates a destructive interaction of the type in Fig. 7. In
Fig. 11(b), initially separated pulses are brought together
at Ud, =0.0095+0.0007. After the structure has stabi-
lized, Ud, is gradually reduced, and the separation grows.
With the final drop to Ud, = —0.0003+0.0005 at
t =137600 sec in Fig. 11(b), the pulse separation in-
creases without stabilizing.
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FIG. 9. Nondestructive collision between two counterpro-
pagating pulse s which approach each other at velocity
0.0107+0.0006 (e= —0.0101). (a) Hidden-line plot showing the
demodulated pulse amplitude profiles. (b) Phase plot showing
the propagation of the underlying TW.
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FIG. 10. Space-time paths of the pulse centroids during the
interaction of Fig. 9. The pulses drift together at constant, posi-
tive velocity and then abruptly slow down and stop, at a separa-
tion of 8.05d+0. 02d. The beginning of the plots in Fig. 9 cor-
responds to t =33000 sec in this graph.

In Fig. 12, the results of several runs like the ones in
Figs. 11(a) and 11(b) are brought together in a plot of
pulse separation vs drift velocity. The pulse separation
diverges at a drift velocity consistent with zero and drops
monotonically with increasing drift velocity, forming
something of a plateau at a separation of about 8d. At a
velocity of about 0.02, the pulse separation drops to zero
as one pulse is destroyed. The fact that the pulses
separate when their drift velocity is reduced below zero,
combined with the absence of a minimum in the depen-
dence of separation on drift velocity, implies that the
double-pulse structures do not constitute true bound
states. Rather, the pulses behave as if they are being
pushed together against a mutual repulsion by a force
proportional to the drift velocity. The repulsion is over-
come if the pulses are pushed closer together than about
7.5d; in this case, they interact catastrophically.

Because of the region of negative drift velocity in Fig.
1, it is possible to collide backward-facing as well as
forward-facing pulses. Figures 13 and 14 show the re-
sults of a collision at Ud, = —0.0104+0.0008. The
hidden-line plot of Fig. 13(a) shows that only one pulse
survives in this case, as in Figs. 7 and 8. However, in-
spection of the phase plot in Fig. 13(b) shows that the
destructive interaction in this case is qualitatively
difFerent than that seen for fast forward collisions. In-
stead of a gradual decay of one of the two pulses in favor
of the other, the entire double-peaked structure loses sta-
bility abruptly, and a new, single pulse appears after a
short delay. The suddenness of the destructive interac-
tion is more apparent in hidden-line plots of the individu-
al left- and right-going components [Figs. 13(c) and
13(d)]. At the instant of destruction, each component ex-
hibits a pulse-shaped burst of amplitude at the location of
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the oppositely-propagating pulse. These bursts are
caused by transient leakage through the demodulator
filters. This is numerical artifact, typically seen at the
ends of data series, where the outputs of the digital filters
have not yet settled. The appearance of such a transient
at the moment of pulse destruction means that the event
is accompanied by a 100/o change in signal amplitude
over the course of one or two time steps. This represents
a time of less than one oscillation period. The sudden
collapse of the two pulses is also seen in the space-time
plot shown in Fig. 14. The pulses approach one another
at essentially constant velocity until their spacing de-
creases to about 7.5d. They then quickly collapse and
form the output pulse.

9d

(a)

As in the case of pulses which approach at positive ve-
1ocity, backward-facing pulses which approach at a
sufticiently small negative drift velocity can form a corn-
posite, double-pulse state whose amplitude profile is time
independent. Subsequently making the drift velocity
more negative again causes the pulses to move closer to-
gether and then to annihilate. Such an event is shown in
Fig. 15. Remarkably, even though the run in Fig. 15
started with two motionless adjacent pulses, and even
though the increase in the magnitude of the drift velocity
was quite small the collapse of the double-pulse structure
was just as abrupt in this case as in the run of Figs. 13
and 14.

Figure 16 shows the distance between pulse centroids
in a state of two backward-facing pulses as a function of
the drift velocity each would have if isolated. As in the
case of forward-facing pulses, I find a monotonic depen-
dence on drift velocity which exhibits a weak plateau at a
separation of about 8d. Now, however, the existence of
persistent double-pulse states at positive drift velocity
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FIG. 11. (a) The distance between pulse centroids in the
structure in Fig. 9 is plotted as a function of time as the ap-
proach velocity is slowly increased. Initially,
uz, =0.0149+0.0008. At t =25 200 sec, the velocity is increased
to u&, =0.0176+0.0010, and the pulses move closer together.
At t =50 400 sec, the velocity is increased to
u&, =0.0195+0.0008, and the pulses collapse as in Fig. 7. (b)
Distance between pulses vs time for another pulse pair. Initial-
ly, the pulses approach at u&, =0.0095+0.0007. At t =48100
sec, the velocity is decreased to u&, =0.0069+0.0003, and the
pulse separation increases slightly and stabilizes. Subsequent
decreases in u&, to 0.0045+0.0005 at t =73300 sec and to
0.0019+0.0003 att =98 500 sec cause further increases in pulse
separation. Following the Anal decrease to
uz, = —0.0003+0.0005 at t = 137 600 sec, the pulses drift apart.
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FIG. 12. The distance between pulse centroids measured in
runs like those in Fig. 11 is plotted as a function of drift veloci-
ty. The scale along the top horizontal axis of the graph gives
the value of e which corresponds to the drift velocity on the bot-
tom horizontal axis, as determined from the calibration in Fig.
1. As indicated by the vertical-arrow symbols, the pulses drift
apart for uz, -0 and collapse at u&, -0.02. In between, the sep-
aration is a monotonically decreasing function of drift velocity.
Several of the data points have vertical error bars which are too
small to be displayed. The curve is a guide to the eye.
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suggests that a bound state has been formed, in contrast
to the previous case of forward-facing pulses, which
moved apart when the drift velocity was decreased to
zero.

However, the extremely small velocities and long time
scales encountered in these experiments necessitate a
more careful examination of the evidence for a bound
state. Figure 17 shows the time history of the pulse sepa-
ration during part of the run on which Fig. 16 is based.
At time t =0 [indicated by the arrow marked (a)], the
drift velocity was increased from —0.0027+0.0006 to—0.0002+0.0003. Following a transient, the pulse sepa-
ration settled to 8.62+0.03 times the cell height. Such
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FIG. 14. The paths of the two interacting pulses in Fig. 13

are plotted in space-time. Because of a very slight nonuniformi-
ty in e(x), the incoming pulses do not exhibit equal and opposite
velocities. However, their initia1 approach velocity is essentially
constant until they collapse at time t =44000 sec. A vertical ar-
row of length 7.5d has again been included as a length refer-
ence. The time origin of the graphs in Fig. 13 occurs at time
t =28 250 sec in this graph.
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FIG. 13. Destructive interaction of two backward-
propagating pulses at approach velocity —0.0104+0.0008
(F= —0.0127). (a) Hidden-line plot of total demodulated wave
amplitude. (b) Phase plot showing the propagation of the indi-
vidual TW. At time t =15750 sec, the composite double-pulse
structure abruptly disappears, to be replaced by a left-going
pulse. (c) Right-going component of the TW in (a). (d) Left-
going component. The transient appearance in the plot of each
separate amplitude of a pulse at the location of the other is a nu-
merical artifact which indicates that the destruction of the
pulses occurred in a time as short as only one or two time steps,
which is comparable to one oscillation cycle.
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FIG. 15. Phase plot of the destruction of a state of two
motionless, backward-facing pulses. Initially, the pulses coex-
isted at constant separation for many hours, at
vd„= —0.0062+0.0005 (F= —0.0123). This caused the two
pulses to move slowly together and to collapse at t =9000 sec,
leading to the creation of a new pulse as in Fig. 13. Despite the
extremely slow approach, the collapse of the double-pulse state
was again essentially instantaneous.
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transients typically last between 1 and 2X10 sec and
necessitate extremely slow experimental measurements.
The next increase in drift velocity in Fig. 17, to
+0.0010+0.0003 [arrow (b)], caused a further increase in
pulse separation. Now, however, the separation settled
not to a constant value but to a constant, slightly positive
separation velocity of magnitude 0.0002 (measured from
times 4.3 to 5.8X10 sec in Fig. 17; the corresponding
data point in Fig. 16 was also based on this time period).
Because the pulses were moving slowly apart during this
period, it cannot be claimed that a stable bound state had
been formed. However, the velocity with which the
pulses were separating during this period was extraordi-
narily small and was in fact significantly smaller than the
velocity each pulse would have had if the other had been
absent. Thus I conclude that the pulses were attracting
one another. This was also the case following the next in-
crease in the drift velocity, to 0.0022+0.0004 at arrow

-0.0118
I I

-0.0122 -0.0114-0.0126
11d

LtJ

I—
CO

C3
I

~ J ISd—

I

-0.004
I

—0.008 0.004
DRIFT VELOCITY

FIG. 16. The distance between the centroids of two
backward-facing pulses is plotted as a function of drift velocity.
As in Fig. 12, the scale on the top horizontal axis of the graph
gives the value of e corresponding to the drift velocity on the
bottom horizontal axis. The arrow at ud, = —0.0085+0.0005
represents the interaction in Fig. 15. As explained in Fig. 17,
each of the two data points for ud, )0 represents an unequili-
brated state of two pulses which are drifting apart at a velocity
that is less than that represented by the abscissa. The arrow at
ud, =0.0028+0.0004 represents a state in which the two pulses
are drifting apart at the same velocity each would have if alone
and are thus to be considered as noninteracting. The curve is a
guide to the eye.

(c). The subsequent separation velocity first assumed the
value 0.0010 and then dropped to 0.0007. Both of these
values are again significantly smaller than the drift veloci-
ty of an isolated pulse. Only after the last increase to
ud, =0.0028+0.0004 at arrow (d) did the pulse separation
velocity increase to a value consistent with vd„ indicating
that neither pulse was slowing the drift of the other.

On the basis of the slowly increasing pulse separation
seen at positive drift velocity in Fig. 17, it might be ar-
gued that the smooth curve in Fig. 16 has been drawn in-
correctly, with its divergence at too positive a value of
vd, . Thus, because of the increasing pulse separation seen
between arrows (c) and (d) in Fig. 17, one might insist
that the corresponding data point in Fig. 16 should really
represent a divergence in pulse separation at Ud, =0.0022.
However, such an argument would be much weaker for
the data point at v&, =0.0010 and absolutely contradicto-
ry to the data at vd, = —0.0002. Thus it appears that the
curve in Fig. 16 really does cross the Ud, =0 axis with
finite slope and diverges only at a truly positive value of
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FICx. 17. The distance between the centroids of the two
pulses represented in Fig. 16 is plotted as a function of time as
the drift velocity is increased in steps from a slightly negative to
a positive value. At time (a), ud, is increased from
—0.0027+0.0006 to —0.0002+0.0003. After a transient lasting
about 2 X 10 sec, the pulse separation settles to a constant value
of 8.62d+0. 03d. At time (b), ud, is further increased to
+0.0010+0.0003. After another transient, the pulses are seen
to separate at an average velocity of 0.0002. The fact that this
separation velocity is smaller than the drift velocity each pulse
would have in the absence of the other suggests that the pulses
are experiencing a mutual attraction, even though they no
longer exhibit a strictly constant separation. At time (c) vd, is
increased to 0.0022+0.0004. In response, the pulse separation
velocity increases to 0.0010 and then drops to 0.0007; both
values are still lower than the drift velocity of an isolated pulse.
Finally, at time (d), ud, is increased to 0.0028+0.0004. The final
separation velocity is the same (0.0031), suggesting that the
pulses are no longer interacting.
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vd„ in contrast with the divergence at vd, =0 observed in
Fig. 12. There does indeed appear to be a bound double-
pulse state in this experiment. However, it must be ap-
preciated that the binding which holds the pulses togeth-
er is extremely weak. Changing vd, from 0.0010 to
0.0022 is accomplished by increasing e by only
1.5X10 . The force of attraction between the two
pulses barely exceeds the limit of detectability.

VI. DISCUSSIQN

This paper has described experiments which probe two
aspects of pulses of traveling-wave convection: their in-
teractions with localized features in the Rayleigh number
and their behavior during binary collisions. Both of these
series of experiments have been made possible by the sen-
sitivity of the pulse drift velocity to the local Rayleigh
number. Because of this behavior, the spatial profile of
the stress parameter can be measured and corrected with
extreme precision. With this technique, I have been able
to fabricate a system which is uniform to parts in 10 in
time and to parts in 10 in space. At present, the stability
of the spatial uniformity appears to be limited by thermal
drifts in the components in the trim-heating circuit.
Modifications may allow further improvement.

Experiments on the interaction of drifting pulses with
spatial variations in e(x) have yielded poorly reproduci-
ble results for the interaction kernel. Part of the reason
for this may be that the assumption that this interaction
can be characterized by a simple convolution of the
stress-parameter profile with a kernel of fixed shape is a
poor one. Since the pulse changes shape as it drifts
through regions of differing e, the kernel which
represents its behavior probably changes. It may also be
simply unreasonable to try to represent the behavior of a
nonlinear structure in this inherently linear manner.
Nonetheless, these experiments appear to reveal a strong
sensitivity of the pulse to the stress parameter far ahead
of its own center of mass. This is an observation which
might be easily reproduced in numerical calculations
based on model equations.

The second subject of this paper has been collisions be-
tween pairs of traveling-wave pulses. These collisions are
destructive if the approach velocity is too high. In the
case of forward-facing pulses which collide at positive ap-
proach velocity, this interaction takes the form of one
pulse gradually decaying in favor of the other. In the op-
posite case, two adjacent backward-facing pulses disap-
pear abruptly and simultaneously, and a new pulse ap-
pears in their place after a short delay. In both cases,
however, a double-pulse state can be created and main-
tained indefinitely by bringing two pulses together at ex-
tremely small velocity. Once formed, both forward-
facing and backward-facing double-pulse states exist over
a narrow range of Rayleigh number, and the typical pulse
spacing is about Sd —somewhat less than twice the pulse
width —in both cases. The monotonic dependence of
pulse separation on Rayleigh number (or, rather, on the
bare drift velocity corresponding to the Rayleigh num-
ber) suggests that two adjacent forward-facing pulses do
not form a true bound state. Rather, the state appears to

be stable only because each pulse is drifting against a bar-
rier presented by the other. The same situation seems to
obtain in the case of adjacent backward-facing pulses,
with the intriguing difference that, over a very narrow
range of Rayleigh numbers at which the pulses slowly
drift apart, they appear to attract each other weakly.

Interactions between pairs of TW pulses have been re-
ported in two previous publications [6,7]. In both of
these reports, the experimental control had not yet
evolved to the level required to prevent destructive in-
teractions. In Ref. [6], we suggested that the fate of a
pair of adjacent pulses depends primarily on the pertur-
bation each causes in the phase structure of the other.
Phase perturbations at the trailing edge of a pulse seemed
to be especially dangerous, because these are advected
into the main body of the pulse and destabilize it by dis-
torting its phase structure. Thus, in an adjacent pair of
copropagating pulses, the leading pulse was seen to be
rapidly destabilized, while forward-facing pulse pairs, in
which there is no source of phase perturbations at the
trailing edge of either pulse, seemed to be much more
stable. From this point of view, one would predict that
backward-facing pulse pairs ought to be less stable than
forward-facing pairs, and this is indeed consistent with
the observations presented in this paper. Forward-facing
pulse pairs can be maintained over a range of drift veloci-
ty that is almost twice as wide as that over which
backward-facing pulses persist —compare Figs. 12 and
16.

Barten, l.iicke, and Kamps [17] have recently pub-
lished the results of numerical integrations of the full
Na vier-Stokes equations which govern convection in
binary fluids. For conditions near to those of the present
experiment, they have been able to obtain a stable, pulse-
shaped solution which appears to account very well for
the properties of experimentally-observed pulses [7].
These calculations also reproduce quite well the proper-
ties of the confined states of arbitrary length seen at more
negative values of the separation ratio [22]. One of the
most interesting phenomena that has been revealed by
this theoretical work is that nonlinear traveling-wave
convection is accompanied by a large-scale lateral con-
centration flow. In the upper half of the fluid layer, the
convection drives a flux of solute in the direction parallel
to the roll propagation. A balancing flux is driven in the
opposite direction in the lower-half of the fluid layer, so
that there is no net transport of solute, in agreement with
recent experiments [23]. In an extended state of
traveling-wave convection in an infinite system, the
large-scale concentration flow has no obvious physical
consequences. However, the effect of this flow on a
confined state such as a pulse is profound. In the quies-
cent region just ahead of the leading edge of a pulse, the
advected concentration fluxes enhance the preexisting
vertical concentration gradient caused by the Soret effect.
This decreases the buoyant force in this region, stabiliz-
ing it against convection and causing the front between
the convecting and nonconvecting regions to propagate
into the latter region much more slowly than the speed of
the rolls behind the front. This process has recently been
visualized directly [24]. Conversely, the quiescent region



6478 PAUL KOLODNER

just behind the trailing edge of the pulse is destabilized
against convection, so that this region is "filled in" with
rolls as they pass into the body of the pulse. These efFects
are responsible for the slow propagation and fixed shape
of traveling-wave pulses.

The observation that pairs of forward-facing pulses
behave as if they repel one another is not surprising in
light of these theoretica1 results. If a large-scale concen-
tration circulation acts to stabilize the region ahead of an
isolated pulse, this effect could only be enhanced in the
region between two forward-facing pulses. However, the
observation of persistent backward-facing pulse pairs is
somewhat of a surprise in this context, because one would
expect that the region between two such pulses would be
even less stable to convection than it would be if only one
pulse were present. In practice, backward-facing pulse
pairs are observed to annihilate at a slightly larger pulse
spacing than forward-facing pulse pairs (-8.0d vs
-7.6d, from Figs. 12 and 16), and this is what one would
expect in light of the theory. However, the difference be-
tween these two numbers is very slight. The observation
of a weak attraction between pairs of very slowly moving
backward-facing pulses would also appear to run counter
to intuition based on the theoretical results. Clearly,
these experimental results pose interesting problems for
further theoretical work based on numerical integrations
of the Navier-Stokes equations.

Model equations such as the CGLE offer the possibility
of explaining the dynamical behavior of pulses using
simpler numerical tools than those required for the study
of the full Navier-Stokes equations. In this approach, the
fast variations associated with the propagation of the un-
derlying TW are averaged out, yielding a theory for the
amplitude of convection [12]. Thus the evolution of the
fast phase structure seen in some of these experiments
cannot be described by a model of this type. Nonetheless,
such models still have a term containing the group veloci-
ty, which is related to the TW phase velocity. In the case
of counterpropagating pulses, there is no frame of refer-
ence in which this term vanishes, and the direction of
propagation of the underlying TW retains its significance.

Two approaches to understanding pulse interactions on
the basis of model equations have recently been taken.
Malomed [25] has studied the interactions between over-

lapping pulses in a comoving frame using a perturbation
analysis of coupled subcritical CGLE's. In his theory,
nearby pulses are found to experience a weak attractive
potential in the limit of vanishing nonlinear dispersion.
In the opposite, nonlinear-Schrodinger-equation limit,
true solitons which bind weakly are observed as well.
However, this theory is not directly applicable to case of
counterpropagating pulses addressed in these experi-
ments. Indeed, controlled experiments on collisions be-
tween copropagating pulses would be quite difficult, since
such pulses could be made to approach one another only
by applying a precisely controlled gradient in e(x).
Deissler and Brand [18] have studied collisions between
truly counterpropagating pulses in numerical integrations
of coupled subcritical CGLE's which retain the group-
velocity terms. The inclusion of nonlinear gradient terms
introduces parameters which change the shape and prop-
agation velocity of the pulses. Comparison of these
changes with the measurements presented in Ref. [7]
may allow the definition of a theoretical parameter which
has the same effect on pulse properties as the Rayleigh
number does in experiment. In the experimentally
relevant case of stabilizing cross-coupling, binary col-
lisions between pulses have been observed to have only
two outcomes in these calculations: both pulses either
die during the collision or survive it, passing through one
another and propagating as before. Neither of these
cases matches the experimental observations. However,
these computations explored only a rather narrow region
of a wide, multidimensional parameter space. It may be
that, if the numerical parameters are adjusted so that the
computed static properties of isolated pulses explicitly
match the experiments in Ref. [7], then their collisions
will better duplicate the results presented here. The
correct description of the shape and drift of isolated
pulses as well as the nature of various types of pulse col-
lisions would constitute a major success for a phenome-
nological model of traveling-wave pulses.
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