PHYSICAL REVIEW A

VOLUME 44, NUMBER 9

1 NOVEMBER 1991

Density-matrix equations and photon recoil for multistate atoms

Juha Javanainen
Department of Physics, University of Connecticut, Storrs, Connecticut 06269-3046
(Received 27 June 1990)

We derive a Fokker-Planck equation (FPE) for the center-of-mass Wigner function of an atom with an
arbitrary level structure, moving in a given three-dimensional light field. This FPE is obtained by elim-
inating adiabatically the internal degrees of freedom from the expansion of the equation of motion of the
atomic density operator into a power series of photon momentum. The force and the diffusion tensor in
the FPE may be computed by solving a set of differential equations closely related to the time-evolution
equations of the density matrix for the internal state of the atom, as encountered in the conventional
recoilless spectroscopy. By studying spontaneous, induced, and free-evolution terms in the equations of
motion of the density operator for various level configurations, we devise algorithms that enable a com-
puter to build all the required equations automatically for an arbitrary atomic level scheme.

PACS number(s): 32.80.Pj, 42.50.Vk, 42.50.Hz

I. INTRODUCTION

Tunable lasers have fostered a surge of interest in the
mechanical manifestations of light, and facilitated such
landmark achievements as laser cooling of a single
trapped ion [1], efficient longitudinal cooling of an atomic
beam [2,3], optical molasses [4], optical trapping of neu-
tral atoms [5], and crystallization of trapped ions [6,7].
At that time, until 1988, theory was thought to be ahead
of experiments, in that the essential concepts of light
pressure on a two-state atom [8—16] had been laid down
by the early eighties. A comprehensive review of this
work is given by Stenholm [17].

However, a major surprise was still forthcoming. All
two-state cooling theories for which it has been possible
to work out the final temperature unanimously agree that
a lower limit for the achievable temperature is set by the
linewidth ¥ of the optical transition used for laser cool-
ing,

T, =%y /ky (1.1)

to within a possible geometric factor close to unity. The
experimental observation of temperatures nearly an order
of magnitude below this Doppler limit by Lett ez al. [18]
and the subsequent confirmations [19,20] squarely chal-
lenged the prevailing theoretical understanding of light
pressure.

It is now generally accepted that the temperatures
below the Doppler limit result from the interplay be-
tween the position-dependent polarization in optical mo-
lasses and the internal level structure of real multistate
atoms [21,22]. A quick argument says that multistate
atoms possess an optical-pumping time scale 7 much
longer than the relaxation time of a two-state system
71, and 77! should replace y in the expression of the
Doppler limit. More quantitative graphical models of
polarization-gradient cooling have been presented
[21,22], numerical studies have elucidated the effect of
the optical-pumping. time scale on the optical force [22],
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analytical theories including both the force and the asso-
ciated stochastic diffusion [21] have demonstrated tem-
peratures far below those predicted by Eq. (1.1), and a
spherical-tensor formalism for calculating the cooling
force has been given [23]. Nonetheless, the original ex-
perimental configuration, three-dimensional optical mo-
lasses formed by three orthogonal pairs of counterpro-
pagating laser beams, has remained beyond the reach of
both analytical and numerical theories.

The purpose of the present paper is to outline a theory
of light pressure with virtually no a priori restrictions re-
garding the level structure of the atom, the light field, or
the motion of the atom. At all stages of our work we
keep in mind the ultimate implementation of the theory
on a computer.

Sodium, as prototypical for quantum optics experi-
ments as is the two-state atom for theory, has a compli-
cated level structure. For instance, if optical pumping is
to be avoided in an experiment involving the D, line, two
different-frequency laser beams may be needed. The
number of Zeeman sublevels of the hyperfine states in-
volved in optical transitions then becomes 24, and in the
worst case 242=576 density-matrix elements are needed
to completely describe the internal state of the sodium
atom. In quantum-optics experiments a lot of effort,
tricks such as optical pumping, goes into keeping the
multistate level structure from complicating the outcome;
and conversely, some investigations account theoretically
for the realistic Zeeman level structure of an atom
[23-25]). However, no general scheme for handling the
density-matrix equations for an arbitrary atomic level
structure seems to have been formulated.

Alongside a comprehensive treatment of photon recoil,
we therefore aim at the widest possible generality also in
the case without recoil. It turns out that the convention-
al algebraic notation does not easily lend itself to cas-
cades and V- and A-type configurations of atomic levels,
and whatever combinations one might conceive of. In-
stead, we shall describe algorithms for creating  the
density-matrix equations of motion for any given atomic
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level structure. The key idea is that we think of the time
evolution of the density matrix as being generated by a
Liouville operator or ‘“‘supermatrix,” and fill in the ele-
ments of the supermatrix by working our way through
the list of all possible couplings (spontaneous and in-
duced) between the states. We have coined the attribute
“coupling driven” for our approach.

Sections II and III concentrate on spontaneous and in-
duced processes, respectively. We describe manifesta-
tions of light pressure, and devise coupling-driven algo-
rithms for constructing the density-matrix equations of
motion. In Sec. IV the focus is tighter on light pressure.
We expand the atomic density operator into a power
series of photon momentum, and eliminate adiabatically
the internal degrees of freedom. As is well known, such a
procedure leads to a Fokker-Planck equation (FPE) for
the center-of-mass (c.m.) motion, which in turn identifies
the light-pressure force and the diffusion that accounts
for quantum fluctuations in the motion of the atom. We
show how the computation of force and diffusion is re-
duced to solving a surprisingly simple set of differential
equations closely related to the equations of motion of the
density matrix of the atom in the absence of recoil.

Although the present paper is geared toward the FPE,
we have occasionally given full sets of intermediate re-
sults that might serve as points of departure for alterna-
tive treatments. Moreover, to render the presentation
reasonably self-contained and (hopefully) accessible to a
reader who is not thoroughly familiar with the formal
theory of light pressure, we have on some occasions
presented explicit details of the derivations instead of just
listing the (often subtle) differences from the earlier treat-
ments. The price we have to pay is the bulk of the paper,
which forces us to stop short of detailed discussions of
the actual numerical calculations and their results. In
Sec. V we briefly summarize the present paper, and
sketch the follow-up work that will be reported in future
presentations.

II. RECOIL IN SPONTANEOUS EMISSION

Even if an atom is left on its own without any external
driving field, it still is coupled to the vacuum of quantized
electromagnetic fields. The ensuing spontaneous emis-
sion rearranges the internal state of the atom. Equally
important for our purposes is that the departing spon-
taneous photon leaves behind a recoil kick that changes
the c.m. motion. In this section we analyze the interplay
of spontaneous emission, internal state, and c.m. motion
for an atom with an arbitrary level structure.

Section II A starts from the microscopic Hamiltonian
of the atom in the quantized radiation field. We derive a
coupled set of Heisenberg equations of motion for suit-
able field and atomic operators, and subsequently elimi-
nate the field operators with the aid of the conventional
Markov and Born approximations [12,14,26,27]. We as-
sume that the electromagnetic field is initially in the vac-
uum state. By taking the expectation values of the equa-
tions of motion for the atomic operators, we find relaxa-
tion terms for the reduced density operator that incorpo-
rates the internal state and the c.m. degrees of freedom of
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the atom, but no more quantized fields.

The conventional algebraic notation is not well suited
for writing down the relaxation terms in their full gen-
erality. Instead, in Sec. II B we discuss algorithms to
streamline the generation of spontaneous-emission contri-
butions to the density-matrix equations of motion.

In Sec. IIC the development of recoil effects is
resumed. Whereas in Sec. II A the c.m. motion is
specified in the wave-vector representation (basically, the
momentum representation), we now transform to the
Wigner representation [11,14,28,29]. The density matrix
is thereby converted into a form resembling a collection
of distribution functions in the classical position-
momentum phase space. Finally, as the thrust of this pa-
per is toward the limit of small photon recoil, in Sec. II D
we work out the expansion in photon momentum of
spontaneous relaxation terms.

This Sec. II introduces two generalizations of the
theory of spontaneous emission, as compared with the
literature known to the author. First, we describe an ex-
plicit procedure to deal with an arbitrary atomic level
scheme. Second, we retain the photon recoil for such an
arbitrary level scheme. We arrive at Egs. (2.27) and
(2.41) below, which embody the randomness in the
motion of the atom owing to the random directions of
spontaneous recoil kicks. Only special cases of these re-
sults for certain field polarizations [13] and one-
dimensional atomic motion [21] have been discussed be-
fore. For illustration, a few simple examples of spontane-
ous emission are given in Appendix A.

A. Relaxation terms in wave-vector representation

Our starting point is the atom-field Hamiltonian with
dipole coupling [29]

A=A,+A,-3E® .

We label internal atomic-energy eigenstates with dou-
blets jm, where j incorporates angular momentum and
possibly other quantum numbers such as the principal
quantum number n in hydrogen, and m stands for the
quantum number of the projection of the angular
momentum onto the direction of the quantization axis.
We refer to j as the “level,” and the doublet jm specifies a
“state.”” We distinguish between states both by adding
primes as superscripts to j and m, and by subscripting j
and m with numbers 1 and 2. The subscripts are a rem-
nant of two-state notation: a level carrying the subscript
2 is assumed to be higher in energy, i.e., spontaneous
emission always proceeds in the direction 2—1. On the
other hand, the c.m. motion of the atom is represented
using the wave vector k. The unperturbed atomic Hamil-
tonian thus reads

A, /8= 3 [e,()+ellimk){jmk] .

Jjm,k

(2.1)

(2.2)

We tacitly assume that the magnetic field B (if any) is in
the direction of the quantization axis, so that the
internal-state eigenfrequencies can be written in terms of
the zero-field value w; and the Landé factor g (j) as
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The frequency associated with the c.m. motion is given
by the ordinary dispersion relation for a massive particle,
#ik*

BT oar (2.4)

Em(j)=0; (2.3)

The unperturbed field Hamiltonian is just

A,/5=3 0,55, . 2.5)
q

It is understood that the sum runs over both the wave
vectors q and the two polarizations ef; (A=1,2) associated
with each wave vector. To conform to our operator nota-
tion we have equipped even the creation and annihilation
operators of the photon modes g =(q,A) with roofs. The
corresponding electric-field operator at the position r is

written

E(r)= 3 (g e, +H.c.),
q

(2.6)

where the expansion coefficient has the conventional ex-
pression in terms of the quantization volume and vacuum
permittivity,

#iQ,
2¢0V

172

et . (2.7)

g, = q

The spectral representation of the dipole interaction is
easily worked out to be

;a%ﬁ:@z_ 3 (X058, (@), 1jam ak+a){ jgm k]
»q
Jarmarigmp
+H.c.], (2.8a)
with
X, (@)= a3, igmp) (2.8b)

]
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However, while no such difference is as yet apparent in
(2.8a), the rotating-wave approximation (RWA) makes a
distinction between the upper and lower level of a transi-
tion. For instance, a photon annihilation operator will
only appear in conjunction with atomic dyads that have
the upper state of a transition to the left and the lower
state to the right. Within the RWA, the interaction thus
reads

—d-E®)

&m)

~— 3 WL @b,limk+q){jim k|

k,q
Jpmysdysmy

+H.c.]. 2.9)

Here the sums are interpreted as coupling-driven: They
run over all pairs of states with a dipole coupling, and the
level with subscript 2 is taken to be higher in energy than
the level with subscript 1. We have not adopted any spe-
cial notation for such a concept, but it is implicit in our
subsequent calculations.

For our purposes {l the crux of the dipole interaction is
that the field in —d-E(%) is evaluated at the c.m. position
T, which is a dynamical operator within the present
theory. The interaction (2.9) therefore contains terms
that change the c.m. wave vector. Photon recoil is in-
cluded at the outset in our formalism.

We next define Heisenberg picture operators O that at
the (arbitrary) initial time ¢ =0 coincide with certain
dyadic products of the atomic states,

mk, ;t= (2.10)

6(jpmpkp;-’q g%g> =0)=|j,m,k, ) j;mk,| -
Because the RWA makes a difference between the upper
and the lower level of a transition, there are three basical-
ly different types of Heisenberg equations of motion for
the operators O. First consider levels j, and j| both

occurring as lower levels of some transitions,

6(j1m1k1;j'1m'1k'1)=i[€ml(f1H‘Ek —5,,,'1(]1 —E, ]0 jim kg jimiky)
- 3 [)(j,f,;:nl(q)é(jzmzkﬁ-q,j,m,k'l)bq~ “’,2 (q)B O m kpjymoki+q)] . (2.11a)
Jymynq
Second, suppose j, and j} are both upper levels of transitions,
Ojym ks jm k) =ilem, (J2)FEm, €, (j2) =8 JOUomokstjzm ks)
—i 3 (@B 00U m K, —aj5m ks — XJZ{l (@)0(jymokyjim ky—q)b,].  (2.11b)

Jypmpq

Third, consider coherences between levels j; and j,,

A . . . . .
O im kg jamaky)=ile,, (i) teg —e, (jo) e,

0
Jyms.q

10(j,m ky;j,m,k,)

J A ~
X, (@0 Gim ki + @ jamsko)b, +1 3 X2 (@0 m ks im ik~ )b, ]

]1 ml,q

(2.11¢c)
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Finally, there are the Heisenberg equations of motion of
the photon annihilation operators

b,=—iQb,
+i 3 0 @06, m ik fmok+a) .
k
j]ymlyjzvmz

(2.12)

The key idea of the derivation of spontaneous decay
J

OGjym ki jim k) =ile, (i) +eg —

L0
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terms is that each transition sends out a field that reacts
with the atom, both at the same transition and at other
(nearly degenerate) transitions. The first few steps are
quite standard [14,26,27,30].

(i) (2.12) and its Hermitian conjugate are formally
solved, and the results are inserted into (2.11).

(ii) Presently we assume that at the initial time 1 =0
the field is in the vacuum state; all terms with b (0)
furthest to the right or bl 4(0) furthest to the left are
dropped because in the end they will not contribute to
the expectation values of the operators O.

(iii) The result now contains terms such as

€, (/1 )—ek,l]é(j,mlkl;j;m',k;)+. ..

+ S Xj,,f;l,,l(q )(]‘,.2 ,,(q)O(jzmzk +q;jimiki;t)

kqu,mz
Ty
11 ymy y./z :m2

X fordt’e

A . . . . .
O(jymaky;jimik)=i[e,, (j;)teg, —¢€, (i

iy o, it
- 3 X ,,(q)xjn'{in (@ [ dre’

k,q,j,m}
0oL ”n

.11 smy, oy g

As usual, we argue that the sums over g are rapidly oscil-
lating and only times ¢ ~ ¢’ contribute inside the integrals
(Markov approximation). Hence, inside the integrals we
replace the true evolution of O(t') by the free evolution
such as described by the first terms on the right-hand
sides of Egs. (2.13) (Born approximation).
(iv) The resulting equal-time products of two operators
O can be combined into one O by using product rules ob-
tained from the definition (2.10) and from the orthonor-
mality of the states |jmk). The rules are derived easily
at t =0, and the Heisenberg picture time evolution sus-
tains them for all times.
(v) We use the familiar decomposition
[ edr=ms(x)+ip- . (2.14)
0 x
(vi) In the resulting 8 functions and principal-value in-

tegrals we ignore the magnetic and c.m. energies in com-
J

d , s
2 | pUimikjimikp=m 3
sp q
Jpsmyiy.my

[8(Q,—

where we have adopted the obvious notation w; ; =@

JaJy jz_

and 21 are analogous, such as

-—iﬂq(t t') A

IRER (O W02, (@pliam ok, +a;ism ki + @)X,

O(jiimik;jymyk+q;t’), (2.13a)
)—ek ]6(j2m2k2;j1m1k1)+. ..
_tl)a(j'z'm’z'k-l-q,_]lm, k;t')
XO(jimik,—q;jm kgt) . (2.13b)

—
parison with the optical-level energies #iw;.

(vii) Under the stated assumptions, the (infinite) level
shifts derived from the principal-value integrals implied
by (2.14) turn out to be the same for all Zeeman states m
within a given manifold j. From now on we assume that
the level shifts are absorbed in the internal-state energies
[31].

In the next step we take the expectation values of the
resulting Heisenberg equations of motion of the atomic
operators O. There is a simple connection between the
Heisenberg operators O and the Schrddinger picture (re-
duced) density matrix p for the internal and c.m. degrees
of freedom of the atom, e.g.,

(2.15)

We thus obtain spontaneous relaxation terms for the den-
sity matrix. For instance, a double-lower-state contribu-
tion becomes

(OGjym kg jim k)Y =p(jimiki;jym k) .

12.11 (q) ,

(2.16a)

@) - The relaxation terms of density-matrix elements 22, 12,
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d . s ! ’ r’
dr SpP(sz Ko jomaoky)=

We are now faced with the numerous directions in the
problem: outgoing photon, c.m. wave vectors, quantiza-
tion axis, and so forth. Our first step toward a resolution
is to introduce spherical components of an arbitrary vec-
tor V and spherical unit vectors (slightly unconventional-
ly) as

1 .
Vi=s(VitiVy), Vo=Vs;

(2.17)

ei=T/%—(e1iic2), ey=e; .

An arbitrary vector V may be decomposed in the form

V=3 V,e_,. (2.18)
o=-—1,0,1

By virtue of the Wigner-Eckart theorem, spherical ma-
trix elements of the dipole operator can be factored in the
form

(j2m2]20|j,m1)=Dj2jl(m2|am1)jzjl , (2.19)

where Dijl( :Djljz
reduced matrix element of the transition j; —j,, and the
bracketed factor is a shorthand for a certain Clebsch-
Gordan coefficient [32], except for a o-dependent sign,

), always chosen real, stands for the

—(jm,lolj1j,m,), o=1

(mylom,) o=—1lor0.

(2.20)

i1 T (jim 1o lj 1j,m,),

We write either (m,lom,); ; or <<7m1|m2)j1j2 as it
suits us best, and mostly omit the angular-momentum
subscripts as well. The coefficient (m,|om,) character-

|

JiJ Jj ]
Ty 8(Q —a)jzjl))(,,,‘lfnz(q) 2,1 (q)
Alql
3/2
_ 95,4,

=3
6

. 20T 50 JaJy
Ky ~

> Q- ))(

mml

T Oy pljamoky;jamy'k
271

sgn(D;,; D, (T ;T )12 S (myolmy){mio’'|Im5)[8,,
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(q "’2 e (@)p (jamy ky; jomsky)

.12.11 ]1];
D @ (@)

(2.16b)

izes the transition from state m, to state m, caused by
o-polarized light, and is nonzero only if the indices satis-
fy m,+o0=m,. However, injecting this piece of infor-
mation into our notation would bring no particular ad-
vantage.

Combining (2.7), (2.8b), and (2.17)-(2.19) we have, say,
the result

Q,D; ;D..
jl-’2 JZJI _ -11-12 12.11
Xm ’"2( ) ( - 2ﬁ€0
X 3 Amyo|lmy){mj|lmic’)
o,0’
X (e, eh)e_,-ep) . (221

Comparison of (2.21) with Egs. (2.16) shows that the ex-
pression on the right of (2.21) should basically be multi-
plied by a 8 function that dictates the photon energy,
summed over the two polarization directions A, summed
(i.e., integrated) over photon energies, and summed over
the directions of outgoing photons. We define the wave
number of resonant photons

W; —W;

Ja J1
9,i, = B (2.22)
and the Einstein A coefficient
_ JaJ11J20y
rjzjl = ——377%60 (2.23)

for the transition j; —j,, and carry out all but the final
integral over the direction n=q/|q| of the photons. The
result is

—(e,-n)e_, - n)], (2.24)

where sgn stands for the signum function. This form is immediately useful when tackling the ground-state-type relaxa-

tion (2.16a).

To make further progress with the excited-state relaxation term (2.16b) it is expedient to note the angular integral

——fdzn[ém,—(n e, )(ne_,)]=8,,

(2.25)

and a sum property that follows from the orthonormality of the Clebsch-Gordan coefficients,

E (m2|0'm1)j2j1(0m1|m'2>j1j2=5m2m,2 .
ml,a

(2.26)
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With these ingredients, the final relaxation terms become
L pGiymikgjimik)= 3 sga(D,; D, Ty T, )
dr spP]l 1X15J 1M 1 Ky ‘ .« T2 554 Jad1™ j5j4
JyrMysdamy
2 pdiiniini} . YT
de nKmlmz;m;m;(n)p(]zmz,k,+qj2j1n,]2m2,k1+qj;j,ln) , (2.27)
d . ! ’ ’ 4
a pliamykyjomyky)=— 3 [C Jampiil ,,,"P(]zmz ky;jamaky) tpljamaky;jimyky)C, ” 'z'v'é'"'z] ) (2.28)
sp N
Jzmy
4 pl k k,) k k,)C (2.29)
dt Jim ik jamok,) 2 pljym kg jamak, Jombsigmy .
Sp Jaamy
4 (jomokyjimk)=— 3 ,ap(jomskyjimiky) . (2.30)
dt SpPlz 2K J 1M1 Ky 2 SiymyjymyP2M X i X
Jasmy
The angular-distribution kernel for spontaneous emission X is defined as
K )= 3 Cmiolmy ) (mblmi0)[8,,—(n-e, e )] 2.31a)
o,o0’
and the coupling chain C as
Cj,zm;;jzm2=% 2 sgn(DijlD,. )(l"jzle‘ ])1/2<m'2lm10><m101m2> (2.31b)
0,j,my

In practice, cross-relaxation terms are significant only

for level pairs for which @), @i holds true on a
271

characteristic frequency scale (spontaneous damping rate,
detuning, Rabi frequency) of matter-field interaction; oth-
erwise, the radiation sent out by the transition j; —j, is
far off resonance and inconsequential for the transition
J1—Jj5 Such a restriction is always understood in the
sums in (2.27) and in (2.31b), and we have therefore
dropped factors of the form (qul'l/qj;j'l 372 [cf. Eq.

(2.24)].

B. Algorithmic considerations

Our notation so far implicitly associates relaxation
terms with atomic states that are one or the other of two
alternatives, namely an upper or a lower state of a transi-
tion. Unfortunately, the notation does not easily lend it-
self to, say, cascade configurations, in which the inter-
mediate level is simultaneously an upper and a lower lev-
el.

Instead, it is useful to ascend one level of generality,
and rather describe an algorithm for generating the relax-
ation terms. The equation of motion of the density ma-
trix is linear, and may be specified by giving a “superma-
trix.” The elements of the supermatrix are labeled with
pairs of density-matrix indices, which in turn consist of
state pairs of the type (j,m,,jgmg). Our aim is to inter-
pret (2.27)-(2.30) as a template for building the
relaxation-term elements of the supermatrix.

An inspection of (2.27)-(2.30) and their derivations
[one particularly relevant detail is given explicitly in Eq.
(2.13b)] reveals that in the most general case there are
two different types of relaxation terms: (i) those for
density-matrix elements in which the left or right state
(or both) is treated as an upper state of a transition; (ii)
those for density-matrix elements where both states are
treated as lower states of transitions. The intermediate
state of a cascade must simply receive both treatments.
We therefore formulate an algorithm that loops over
transitions rather than states, as follows.

(i) Specify all levels of the problem, and their coupling

coefficients DJ Jy for any coupled pair of levels retain a

marker indicating which level is the upper one in this
particular transition.

(ii) Divide the level pairs in groups such that the tran-
sition frequencies within each group are (nearly) degen-
erate. Notice that the statement “transition frequencies
are nearly degenerate” can be taken to define an
equivalence relation. The division is thus unique, and
will destine each pair of levels to precisely one group.
While forming the coefficients C and K, only transitions
within the same group need be combined.

(iii) Working through all transitions, find all density-
matrix elements whose left or right state is an upper state
of a transition. For each such density-matrix element,
form relaxation terms analogously to (2.28)-(2.30) and
add them to the supermatrix. Notice that (2.28) is just a
special case in which the substitution rule apparent in
(2.29) and (2.30) is applied to both excited-state labels ap-
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pearing on the left-hand side of (2.28).

(iv) Working through the equations of motion of the
density-matrix elements whose left and right states both
constitute lower states of some transitions, form the re-
laxation terms as in (2.27) and add them to the superma-
trix.

In practice, in our coupling-driven approach this algo-
rithm is turned inside out. The way it works can be ap-
preciated by looking at, say, (2.29),

d , .
E; SlDP(Jlm 1Ky j2m,k;)

2 pljimky;jom3yk,)C. '’
)

.12’m2

23J2m;

Basically, from the known couplings D~2 i, We first gen-

erate all nonzero chains of coupling C + +.. . Next, we

JaM a3 My
generate a list of all possible states of the problem j,m,,
Looping through all states j,m, and all chains
o .., we take the relaxation-term coupling of the
J2Ma3JaMy
density-matrix element p(j,m k,;j,m,k,) to the density
J
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matrix element p(j,m k,;j5,m5,k5), namely C. il
Jam i, 2
and add it to the supermatrix element
JaMasjamaysjomy,joms.  The relaxation terms for

pljsmyky;j,m k,) are handled in exactly the same way.
The remaining relaxation terms, rates-in with both states
acting as the receiving states of transitions, are generated
analogously from the list of coefficients K.

C. Transformation to Wigner representation

It is common in light-pressure theory to express the
density matrix in the Wigner representation (Refs.
[8,9,11,14,28,29,33]) instead of the wave-vector represen-
tation (essentially the momentum representation) we have
employed so far. Given an arbitrary function of two
wave vectors f(k;,k,), the corresponding Wigner func-
tion (WF) is defined through the transformation

1
(r,p)= digeiarf| 244 P_ 4 2.32
S e i Ll - Wl (2.32)
By simple manipulations the relaxation terms
(2.27)-(2.30) are transformed to

d Jriasisiy
rl p(],ml,jlml,r p= > sgn(Djzlelz,)(l"jzle o l/zfd nkK ‘12 2 ', ,(n)p(jzmz,jzmz,r ptfig; ; n),
]2m
sz
(2.33)
d . Y ’, — .1 ot ’, . REYZ T
a SPP(]zmz:szzyr,P)"— j,,zm,,[cfz'"z:/'z""'z'p(“mz sJamast,p)tpljamyjymy J»P)Cj'zrmér;j;m;] ) (2.34)
22702
d (jymy;jamq;r,p)= ijm ;Jamap)C. ) (2.35)
dt P 1M 15]2M3; 1mijams; JomYiiymy
Jymy
d . L o 2.36
2 | pUamysjimynp)=— 3 C, . pljam);jimn,p) . (2.36)
sp S~
J2,My

The advantage of the WF is that it is the closest coun-
terpart of the classical phase-space density permitted by
quantum mechanics [34—37]. The WF technically has
the problem that it is not guaranteed to have the positivi-
ty properties of a true phase-space density. An interpre-
tation along the lines of the probabilistic interpretation of
the classical distribution function is therefore not permis-
sible. Nonetheless, Egs. (2.33) and (2.34) suggest the in-
terpretation that an atom, while it decays from an excited
state, receives a recoil kick opposite to the momentum of
the photon. An atom starting in the excited level 2 with
momentum p will thus wind up in the lower level 1 with
its momentum distributed over the sphere p-+7#ig iy I
Here n is a unit vector, whose direction is random and
whose probability distribution is contained in the kernel
K.

The new feature of multistate atoms, as opposed to the

traditional two-state model, is that during spontaneous
emission a complicated change of the internal state takes
place as well. The angular distribution in K depends on
the states involved, indicating that the direction of the
recoil photon and the rearrangement of the internal state
are correlated. This might have been anticipated on the
basis of conservation of angular momentum: the net
change of the internal and c.m. angular momentum must
compensate for the angular momentum taken away by
the departing photon.

D. Expansion in photon momentum

In the final step of our development of spontaneous-
emission terms we assume that the photon momentum is
small compared to the scale of momentum over which
the WF’s change considerably [8,9,11,14,33]. We carry
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out the expansion

ppttg; ; n)~= |1+4#g; ; lél ni—a%

Py
+%(ﬁqj2jl)2%ninjw+ p(p)
(2.37)

inside the integral in (2.33), whereupon the integral
operator turns into a differential operator whose
coefficients are deduced from the moments of K.

Using the explicit definition of the K coefficients,
(2.31a), we find the zero-order moment of K

Jank

]1]2 /2]1

_ L
m my;mym | _§<m10'|m2)(m2|m10).

(2.38)

The first-order moments vanish by inversion symmetry,
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TABLE 1. Twenty-four independent coefficients £Y . that
govern the correlations of the i and j (1, 2, or 3) components of
the c.m. recoil and changes of the z component of internal angu-
lar momentum by o and o’ (—1, 0, or +1) in a process of spon-
taneous emission. These quantities are defined in Eq. (2.39b),
and the remaining 57 coefficients £7,- may be generated by util-
izing the symmetry relations (2.40).

1 —3 1 1 —_ 1 11_2
++ = 10 +0 5— 0 &oo 5
12— 12 — 12 — ! 12
£+=0 +0— +~_—E §06=0
[ R— B _ 1 3= 13 _

7= +0= = = 0

10v2 oo
22 3 2 = 2 1 222

§¥ =1 0 =5 =%
23— 23 1 23 23
++7 F0= = 0

5 10v2 5- §oo
33 _2 — 33 331
++7 %5 =0 §%— [

The coefficients £ obviously have the following sym-
metries:

and the second-order moments are ga,:g{ja, , (2.40a)
ey [ — ]
fd nKrjnllJrzni,zmlzm f'l, i 2<m10'|m2)(m2‘m10 ) go' t;'a—‘(gl] ’)* (240b)
9 (EY )* . (2.40c)
(2.39a) o
) Only 24 of the 81 coefficients are independent. A full set
with of independent £ coefficients is given in Table I.
. 1 3 ) When expanded up to second order in photon momen-
Ja’zisaa'sij_g fd n(n-e,)(n-e_,)n;n; . tum, the relaxation term for a density-matrix element in-
volving a pair of lower states of transitions, (2.33), finally
(2.39b) becomes
J
172 )2 3’
hadil i .7’ . = 1
ar SIDp(jlml,]lml,r,p) UEU sgn(Dlz]lD . ,)(I‘jzlej;J,l) o t3lfg; ;) zgw o:p,;

. o
Jymaiig.my

X{miolmy)p(jymyijmy;n,p)mylmio’) .

Other relaxation terms do not involve recoil at all, so
(2.34)—-(2.36) apply as they stand.

III. RECOIL IN INDUCED PROCESSES

We now turn to induced absorption and emission in
the equation of motion of the density operator, and also
keep track of the free evolution of the internal states of
the atom that persists even in the absence of electromag-
netic fields.

In Sec. IIT A we write down the equations of motion of
the density operator of the atom, internal and c.m. de-
grees of freedom included, for the case of a classical light
field. To simplify the notation, we initially assume that
there is only one laser frequency present in the system,
and that the laser drives transitions between nearly de-
generate sets of upper and lower levels. We convert the
density-matrix equations into the Wigner representation,
and again carry out an expansion in photon momentum.

Algorithms to build the free-evolution terms and the

(2.41)

[
induced terms of the density-matrix equations on a com-

puter for an arbitrary atomic level structure are described
in Sec. III B. Perhaps surprisingly, the RWA and the
free evolution prove more delicate than the induced tran-
sitions themselves. Finally, in Sec. III C a few remarks
are made on the connection between induced and spon-
taneous processes.

In addition to the algorithms, the main new result of
Sec. III is Eq. (3.13), which turns out to be the key to the
unexpectedly simple final results of the paper. In Appen-
dix B we therefore discuss Eq. (3.13) from another
viewpoint.

A. Derivation of induced recoil terms

For the time being we consider transitions driven by a
classical external field between a nearly degenerate set of
lower levels enumerated by the index j;, and a nearly de-
generate set of upper levels labeled by j,. We factor out a
representative average field frequency , and write the
field as a sum of plane wave modes,
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i(q, r—ot)

E(r,1)=1 3 [E (t)e,e +c.c.]

=1[&8(r,t)e """ +c.c.] . 3.1

Here E,, e, and q, are the amplitude, polarization vec-
tor, and wave vector of the mode «a. &(r,t) is the
positive-frequency part of the field, except that the dom-
inant oscillations at the frequency » have been factored
our.

The atomic Hamiltonian is exactly the same as in our
study of spontanequs emission, viz. (2.2), except that in
the present case E(f) is an operator only through its
dependence on the quantized c.m. position T. The in-
teraction Hamiltonian is, again in the RWA,

—ED—— > W @
k,a
Jpmyiy,my
X |j,m,k+q,){j mKk]|
+H.c.] . (3.2)
7
pliamykyjym k)= —i[A) ; te, (o) ey, (ji)te,—¢

+i

jl,ml,aa
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The Rabi frequency for the transition j,m,—j,m, ow-
ing to the field mode a is given in close analogy with
(2.8b), (2.19), and (2.20) by

)(j,,fjl,,l(a)= % 3D, (mylm0)Eqece_, (3.3a)

and

X @)=, (@] (3.3b)
A representative component in the Liouville—von Neu-

mann equation

p=-L18.p] (3.4)

i#

for the density operator of the internal and c.m. degrees
of freedom of the atom, in the wave-vector representation
for the c.m. motion, runs as follows:

K, Ip(iymaky;jim ky)

In the customary way we have factored exp(tiwt) out of density-matrix elements 12 and 21, so that, for instance,

pliamaky;jim k) =e'(jom, Ky |pljm k) .

As a result, the detunings
—@

A, =9,

b pliymaky;jsmak, +qa)x’2" (@)
jz,mz,aa
(3.5)
(3.6)
(3.7)

take the places of transition frequencies in the equations of motion.
In the next step we transform the Liouville—von Neumann equation into the Wigner representation using (2.32). The

full set of WF equations reads

d . . ’ .r . Y ’. . ]112 —iqa-r . Y . + ﬁqa
2 PUIm B im )= —ile, (G —e, (GDIpUimjimnp)+i 3 X m (@e " p |\ famayijimynpt+ —
Jprmy,a
: : . i, | ) iqT
—i 3 plimihmyutpt— X (@e (3.8a)
Jprmy,a
. 7iq
qar ; . 5! '
dP(szzyjzmzyr p)=—ilg, (jy)—¢ '(12 loGamysjamayr,p)+i 3 Xinzilnl( Je * p|jimy;jamy,p— 2a
Jpmysa
. ﬁq N —igr
—i 3 plhmuiimunp=— (X, (e , (3.8b)
jppmypa
d( m my;rT, —i[A; (j,)—¢,, (j)]pljamy;jim;t,p)
dtPJz »j1im L, p)= j]l E€m,\J2 m \J1)1P\J2Mo5 ] M5 T,
+i 3 Xjnfi,lnl( )elqarp Jjimyjymynp— 2a]
j;,m'l,a
—i E p |Jamy;jamyit,pt —— Xinzflm( e %, (3.8¢)

szmzya
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d . . .
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mz(jz)]P(j1m1;j2m2§r,P)

4“4
7iq,
Jamy;jamy;t, P+_2_
1’1.12 4,
)(m,lmz(a) (3.8d)
(3.9)

is the convective derivative that accounts for the free flight of the center of mass. For instance, the position derivative
in (3.8c) originates from the transformation to the Wigner representation of the part in (3.5) proportional to g, , €k

Recoil effects in induced absorptlon and emission enter with the momentum displacements *
. Under the assumption that #iq, is small compared to the characteristic momentum

the somewhat peculiar factor 1

1#q, in (3.8), including

scale of the WF’s, we may expand the WF’s in photon momenta just as in the case of spontaneous emission. For in-

stance,

d . 0 _ ) L7
PUImBimynLp)= - =i 3 +3

Jprmy,a

Xp(jimy;j,msy;r, p)X

= ... > 1211

Jprmy

We have made use of (3.1), and defined the Rabi frequen-
cy of the field as it acts on the transition j,m, —j,m,,

ernzfrlnl(rt 2h2 D; ; {mylmio)e_, 6(r,1)
(3.11a)
and
X2 (=X (10" (3.11b)

mlm

Position and momentum of the center of mass,
represented by the r and p arguments of p in Egs. (3.8),
are quantum-mechanical dynamical variables. Nonethe-
less, we shall to an increasing extent think of them as
classical parameters. Thus, apart from the positivity pit-
fall of the Wigner functions, we may formally interpret
the set of Wigner functions {pjuma’j[]mﬁ(r,p)} as the com-

ponents of the density operator for the internal state of
an atom that resides at the phase-space point (r,p).
Throughout the rest of this paper we will use the tilde to
emphasize the viewpoint that the operator in question
pertains to the internal degrees of freedom of an atom
residing at r,p. For instance, we define the dipole in-
teraction operator through its matrix elements as

Vom0V = —AX528 (£,0) . (3.12)

mamﬁ

With the new notation, the expansion of density-matrix

2 9ai

a2
— +
ap + EQa,lqaj aplapj
211 )eiqa'r
0 iy} d . ,
-— =t .. ; ;0,Pp) .
~ | 3r, “mam’ | 3p, pljimy;jamy;1,p)

(3.10

equations in photon momentum becomes

4,05 _Lpy AV p , p 3V
aP 5P|, "7 VP 22 ar, ap, | ap, or, ]
237 2 25 A2
_Hﬁz o'V 93 _ dp oV
8 %7 | 9r0r; dp;0p;  Op;0p; Or;0r;
+... . (3.13)

The first term on the right stands for the time evolution
of the internal state in the absence of electromagnetic
fields, i.e., for the time evolution due to the internal-state
energies. In this formulation photon recoil enters via po-

sition derivatives of the interaction operator 7, i.e., ulti-
mately via the derivatives of the electric field.

B. Algorithmic considerations

The development of the induced terms so far assumes
that the transitions take place between (nearly) degen-
erate sets of lower and upper levels. We have thus been
able to pull out a common frequency of the light, imple-
ment the RWA for all transitions at once, and write
down the induced contributions to the WF equations
without notational difficulties that would arise for, say,
an intermediate state in a cascade.

The major complication in an attempt to generalize the
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calculations to an arbitrary atomic coupling scheme has
to do with RWA and free-evolution terms of the internal
degrees of freedom of the atom. The idea associated with
the RWA for a transition j,—j, is to subtract the
characteristic “laser photon energy” #iw(j,,j;) from the
energy of the upper level. Thus, if the lower level is
redefined to have the energy O, the upper level will have
the energy #A Jyi determined by the detuning. If there is
yet another level labeled j; on top of level j, and the cor-
responding transition is driven by a laser with frequency
o(j3,j,), we may repeat the RWA: the energy of level j,
will now lie by the amount #A Jad above the energy of lev-

el j,. Thus, if the energy of level j, is fixed as O, after the
RWA'’s the energy of level j; is #( A!zl'l +Aj3j2).

The way this process can go wrong may be appreciated
in a scheme in which another independent intermediate
level j) is present, and two more optical fields drive the
cascade j,—j;—j;. Carrying out the RWA’s along
both branches separately, we obtain two energies for the
final state j;,

E3=ﬁ(Aj2j1+A ) (3.14a)

J3Jy
and

E}=#(A, +A ). (3.14b)

21 J3/2
Unless these energies coincide, we have come to a con-
tradiction, and the RWA is not consistent. In fact, the
energies coincide if and only if the explicit laser frequen-
cies subtracted in conjunction with the RWA’s satisfy
w(jsj) teljrj)=wljsjz)+wliy) . (3.15)

Given the levels and the induced couplings between
them, an algorithm to find the energies of the levels after
the RWA might go as follows.

(i) Start from an arbitrary initial level, and call it a
newly found level.

(ii) For all newly found levels, find all levels that are
directly coupled to the newly found levels by a laser field.
Two possibilities may arise. First, it may be that all ensu-
ing coupled levels have been considered earlier in the pro-
cess. In such a case all levels that can be coupled via in-
duced processes to the initial level, directly or in multiple
steps, have been found already. Second, new levels may
be found that have not yet been encountered during the
previous rounds of the algorithm. In such a case execute
another round of the algorithm by using those coupled
levels as the newly found levels.

(iii) If there are levels present that are not accounted
for after the process of part (ii) has exited, choose one of
the remaining levels as the new initial level and repeat the
procedure (i), (ii).

In the end we will have divided the levels into groups
so that there is a path of induced emissions and absorp-
tions between every pair of levels within a group, and
there are no induced-coupling pathways between the
groups. As far as induced processes and RWA are con-
cerned, each group is treated separately. The algorithm
may now continue.
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(iv) Within each group, arbitrarily assign the energy of
one level as, say, 0.

(v) Starting from each newly assigned level, find all
coupled levels that are accessible from the newly assigned
levels by an induced one-photon transition. One of three
possibilities arises regarding each coupled level thus
found: First, the coupled level may have an energy as-
signed already, and the energy is incompatible with the
result of the RWA starting from the current newly as-
signed level. In such a case the RWA is inconsistent, and
the procedure is terminated with an error. Second, the
coupled level may have an energy assigned that is compa-
tible with the result of the RWA. In such a case the cou-
pled level is skipped. Third, the coupled level has not yet
been assigned an energy. In such a case, it is assigned
the energy calculated from the energy of the current new-
ly assigned level using the RWA. The coupled level then
becomes a newly assigned level for the next round of the
iteration.

The procedure terminates after assigning a unique en-
ergy to every level, or fails if the RWA cannot be made
consistently. However, the expansion coefficient &(r,?)
in (3.1) is permitted to depend on time, so the average
laser frequencies [denoted by w in (3.1)] can always be
redefined in such a way that a global RWA can be made.
On the other hand, if each transition in the atom is
driven by a monochromatic field, it may be possible to
choose the average frequencies in the RWA in such a way
that they absorb all time dependence of the fields. In the
“rotating frame” the atom-field interaction matrix V then
becomes independent of time. Unless otherwise noted,
we tacitly assume this in everything that follows.

In comparison with the free evolution, the induced
contributions in the equation of motion of the density
operator are easily handled. We consider the recoilless
case only. We have, for instance, terms of the form

A i)
dtPJl 1:J1mM

. . . Jadt
= =i 3 (pUymyiam)X )
Jprmy B
X2 oimyiim )] (3.16)
mlmzp Jamasjm g . .
This turns out to be a special case of the general rule: a
given p(j,m,;jgmg) is coupled to all density-matrix ele-
ments of the form p(j, m,;jgmpg) via the coefficients
in’na:’?%, and to all p(j,m,;j,m,) via the coefficients
—iX ,j,{jfj,ﬁ. This observation immediately translates into a

coupling-driven algorithm to build the induced terms in
the equation of motion of the density operator, no matter
what is the configuration of atomic levels.

C. Induced versus spontaneous processes

In the spirit of semiclassical theory of laser spectrosco-
py we assume that, whether a classical driving field is
present or not, spontaneous relaxation is described by the
same decay constants. This approximation presumably is
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good at the laser intensities used in laser cooling and
trapping, but it interferes in a subtle way with the general
RWA.

The RWA is an issue in connection with induced pro-
cesses, but ostensibly not so with spontaneous emission:
One has to account for the frequency of the external driv-
ing field, while for the purpose of discussing atomic relax-
ation terms, spontaneously emitted radiation may be re-
garded as having the resonance frequency of the transi-
tion. The redefinition of level energies accompanying the
RWA for induced processes in itself does not invalidate
spontaneous relaxation terms. For instance, an excited
state may clearly be taken to decay to a lower state at the
same rate before and after the redefinition.

However, spontaneous relaxations of nearly degenerate
transitions are entangled, and how this interference mani-
fests itself depends on the differences of the transition fre-
quencies. The redefinition of level energies that goes with
the RWA must preserve the differences of the transition
frequencies within each group of transitions whose fre-
quencies are treated as nearly degenerate in spontaneous
emission. For example, if one lower level and several
upper levels make a set of near-degenerate transitions,
the same photon energy must be subtracted from all
excited-state energies.

IV. ADIABATIC ELIMINATION OF INTERNAL
EVOLUTION

We are ultimately interested in the position and
momentum distributions of an atom, and their slow
modifications brought about by photon recoil. Our plan,
then, is to eliminate adiabatically the evolution of the
internal degrees of freedom of the atom, and thereby ob-
tain a closed evolution equation for the center-of-mass
Wigner function.

We start in Sec IV A by defining a projection super-
operator 7 that selects the c.m. WF out of the collection
of all WF’s p, and the complementary projection
@=1—7. We then write down the equations of motion
for Pp and @ p, and eliminate @ p adiabatically. The re-
sult is a closed operator equation for the projection 7p,
valid to second order in photon momentum.

The operator formalism pursued in Sec. IV A is handy
in systematic derivations, but not immediately useful for
practical calculations. The goal of our subsequent ma-
nipulations is to relate the complicated operator objects
encountered in Sec. IV A to solutions of differential equa-
tions. The general plan is introduced in Sec. IV B, while
the application to the equation of 7 p and the additional
approximations made to simplify the outcome are de-
tailed in Secs. IV C and IV D.

In Sec. IVE we are ready to write down the Fokker-
Planck equation (FPE) for the c.m. WF of the atom. The
force and the diffusion tensor in the FPE are indeed ex-
pressed in terms of solutions of certain differential equa-
tions, which are variants of the density-matrix equations
one has to solve in the conventional recoilless theory of
atom-field interactions. Finally, in Sec. IVF we discuss
the FPE in detail.

The main new result of this Sec. IV is the method to

JUHA JAVANAINEN 4

calculate the force and the diffusion tensor expressed in
Egs. (4.63)—-(4.65). It may be noted that the present sec-
tion is closely patterned after Refs. [15] and [38] con-
cerned with a trapped two-state ion. The key new inno-
vations are the form of the projector 7 in Eq. (4.1) and
the recoil expansion in Eq. (3.13), which together lead us
to the unexpectedly compact results. Nonetheless, the
added generality of the present paper calls for an exten-
sive fine tuning of the previous argument. We have
therefore written this Sec. IV from the ground up, so that
familiarity with Refs. [15] and [38] is not assumed.

A. Formal equation of the center-of-mass motion

Inasmuch as recoil effects are concerned, the quantity
of immediate interest is the sum of the populations of the
internal states of the atom. To gain access to it, we define
the superoperator 7 that acts on an arbitrary atomic
operator 0 in the following way:

1

Po N Tro . (4.1)
Here, like in everything that follows, the operators acting
on the internal degrees of freedom of the atom are denot-
ed by tildes, and the conventional operator product,
trace, etc., are implied. In particular, 1 is the unit opera-
tor for the internal degrees of freedom of the atom.
These are quantum operators acting on atomic state vec-
tors whose components are labeled by level-state doublets
JaMg, so that in practice the components of operators
could be labeled by state pairs such as j,m,,jgmg. The
components of a superoperator acting on operators are
then labeled with pairs of state pairs, and the superopera-
tor P reads in its full glory

_ 1
?jama’jﬁmﬁ;jémb’jymy - N JaMarigmpismesi,m, (4.2)
N is the total number of internal states included in the
description of the atom.
P is a projector, i.e., its own square,

PP=P . (4.3)
By the same token we define the projector
Q=1-7, (4.4)

whose effect is to render its argument operator o traceless
by subtracting Tr(o')/N from each diagonal element. Of
course, QP=PQ=0.

Now consider the action of the superoperator 7 on the
matrix of atomic WF’s, p(r,p). (Pp=1Trp/N is an
atomic operator proportional to the unit operator 1, and
carries information worth just one real number. But this
piece of information is exactly what we are after, for
Tr[p(r,p)] is the WF of the c.m. motion of the atom at
the phase-space point r,p, irrespective of the internal
state.

The equation of motion of the atom up to second order
in photon momentum formally reads

_a_~:(i)+c£(0)+£(l)+c£(2))»p« ,

Y (4.5)
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where we have defined

H=—_P .3 )
M or

For notational convenience we have elevated the com-
bination of position derivatives in (4.6a) to a status of a
superoperator. This simply entails that, with respect to
the matrix structure inherited from the internal states of
the atom, 2 is proportional to the unit superoperator. In
other words, D treats all components of its argument
operator the same way,

—=_P 08
M 3r Jamawlipmp

(4.6a)

(DB, (4.6b)

;j/gmﬁ
The expressions of the remaining superoperators may be
deduced from the previous sections, but we do not write
them down because we will simplify the formulas as we
go along. For the time being it is sufficient to bear in
mind that .L?’ corresponds to pth order in recoil effects.
We use the recoil velocity of a transition, v,, as a symbol-
ic expansion parameter, so that £ '?’ <p?. To simplify our
notation we assume that none of the Liouville operators
L'?) depends explicitly on time, which is tantamount to
the assumption that the RWA has absorbed all explicit
time dependence of the driving fields.

We next insert the identity Pp+@p=p into the
right-hand side of (4.5), and multiply the result from the
left by 7. To simplify the expressions further we first
note that £? is the time-evolution operator of the inter-
nal state in the absence of photon recoil, so that the
time-evolution equation for the internal-state density
operator reads

p=L%F. .7

Since the trace of the density operator is preserved in the
evolution governed by L9 we obtain

% Tr(p)=Tr(p)=Tr(L' Y p)=0 ,

for all density operators p. But by linearity we then have

(4.8)

7{[“”5=% Tr( LD 5)=0 (4.9)

for all atomic operators 0, not just density operators. All
told, we have proven the superoperator identity

PLO=0 . (4.10a)

Similarly, by (3.13), the second-order recoil contribu-
tion from induced processes preserves the trace of the
internal-state density matrix, so that only the spontane-
ous contribution survives the trace in 7 and gives

PLY=PLY . (4.10b)

Next, as it comes to the internal state, (3.13) shows that
L'VP is proportional to the dipole operator. But in an
atom parity is a good quantum number and the dipole
operator is traceless, so we obtain

PLYVP=0 .
Noting that

(4.10¢)
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[,D]=0, 73,% —0, (4.10d)
we finally have
%?ﬁ=7’i)?7’p’+?£“’(9 Qp+PLYPPp
+PLIQQp . 4.11)

In an analogous manner, by multiplying (4.5) from the
left by @, we obtain

2 0p=0D0Q5+aLYPPp+QLVQ 0P

+QLVYPPF+QLYQQp . (4.12)

We have written (4.12) up to first order in v, only, be-
cause the coupling of @ p back to P p in (4.11) already in-
volves at least one power of v, and our final results below
will come out consistent to second order in v,.

We are now going to embark on increasingly compli-
cated maneuvers with operators and superoperators. It is
useful to bear in mind that, barring mathematical patho-
logies which are fortunately infrequent in physics, the
usual rules of algebra, analysis, and calculus apply to
operators just as they apply to scalar quantities. The im-
portant exception is that any manipulation depending on
the commutativity of different operators is forbidden, un-
less the operators actually commute. Another common
technique, already used above in the derivation of (4.10a),
is to demonstrate operator equations by showing that the
action of the presumably equal operators on an arbitrary
argument vector is the same.

Thus, by direct insertion it is easy to show that, given
arbitrary time independent operators F(r,p) and U(r,p),
the quantities formally defined as

Pp=e'"F | (4.13a)

~(0) ~
@p-_et@(1)+.L )(Q[(

o —yp (0) ' ~
+ [fodt 1 ~RD+LONC ) [ (O)p, PDP | F

(4.13b)
satisfy Eqs. (4.11) and (4.12) to zeroth order in v,. We
will frequently use the shorthand notation

_ +.410)
cz-(t)_et(i)(fl) L )(’2’

4.13¢)
M(1)=ePDP ¢

for the two oft-repeated operator exponentials.

Conversely, if we let F and U depend on time and at-
tempt to write an ansatz of the form (4.13) for the solu-
tion of (4.11) and (4.12), the time dependence of F and U
must be at least of the order v,. Indeed, Egs. (4.11) and
(4.13a) give right away

%=e A’P{D?[?L(l)@@ﬁ‘i‘?iég)(?ﬁ‘f'(Qﬁ)] A

We next insert (4.13b) into (4.12). Using (4.14), and
without any other approximation than restriction to first
order in v,, we find the equation

(4.14)
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|%—7€ U= [“T(—t) [@L‘”?M(t)Jr(Q,L‘“@fo’dt"r(t-t')(Q.,L<°’?>J1/L(t')]
= [ar T(=)QLOPme —0PLVQ [ 'ar T —H@L Py |Fo (4.15a)
with
R=T(=0) [@LYQ~ [dr' Tt ~)QLOPM —0PLVQ | T(r) . (4.15b)

In order to proceed without entering the probably ex-
tremely tedious mathematical proofs, we at this point
make a few heuristic arguments inspired by the proper-
ties of the exponential functions of ordinary scalar vari-
ables. First, by (4.12), T(t)=e'@D+LQ would be the
time-evolution operator for the traceless part of the
atomic density operator if there were no recoil and no
coupling to the conserved trace. We assume that 7(z) is
a “shrinking” superoperator that reduces every traceless
operator to zero on a time scale 7 as t — oo; 7 might be
the spontaneous decay rate for a two-state atom, or the
time scale of optical pumping for a multistate atom.
Hence T(—t) is an ‘“‘expanding” superoperator that
tends to increase its argument exponentially. Finally, the

superoperator 72 is bracketed by T(—t) and T(z), and
has an expression analogous to the exponential
exp[ — (¢ —t') /7] inside the integral. We therefore as-
sume that R is a “bounded” operator that does not ex-
pand its argument without a bound as ¢ — oo.

The right-hand side of (4.15a) is proportional to v,, and
at least with zero initial conditions so will be the solution
to (4.15a). But then the assumedly bounded operator
R «<v, on the left would give a correction to U propor-
tional to v?, inconsistent with the accuracy of our ap-
proximations. We thus omit the superoperator /2 on the
left-hand side of (4.15a), and integrate the resulting equa-
tion to give a solution that presumably grows exponen-
tially,

To=T(—0 [" dt"Z'(t—t')‘ [ecPman+eore f* ar T e orme |

— " @ T —eLOPM — L YQ [t T — 1L OPM) |F(r') .

We aim at a solution over times much longer than the
longest time scale of internal evolution 7. The lower lim-
its of the integrals have been moved from O to — o be-
cause for ¢ >>r7 the difference is immaterial by virtue of
the shrinking character of the superoperator 7(z). Also,
we have assumed that the homogeneous solution carrying
the initial conditions has become insignificant compared
to the terms retained in (4.16). Finally, as one more
consequence of the shrinking character of the internal-
evolution superoperator, the dominant contribution to
the integral comes from the vicinity of the upper limit of
integration. Since the time variation of F is proportional
to v,, consistent with the order of accuracy of (4.16), we
replace F(t') by F(t) in all subsequent calculations.

But the expression (4.16) is formally first order in v,.
By inserting U from (4.16) into (4.13b) we obtain an ex-
pression for @ 5 in which the growth of U(t) is curbed by
‘T(t), and which is correct up to first order in v,. By in-
serting this @ p in its turn into (4.11), we obtain a closed
equation for the quantity 7 p that is correct to the order

2
v,

(4.16)

9 _
at

@]?5=7>1;“>@f_’ dt'T(t —t)QLOP

XM(t'—t)Pp+ - -
(4.17)

We introduce the c.m. distribution for the atoms ir-
respective of the internal state,

f=Tr(p)=Tr(Pp) , (4.18a)
and conversely write
__f=
=-=1. 4.18b
P N 1 ( )

By taking the trace of (4.17) and using Egs. (4.18), the
equation for 7 p may finally be rewritten as the following
closed equation of motion for the c.m. distribution func-
tion f =f(r,p,t):
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L [* dt"r(t—t')[(QL‘l’?+@L‘1’@f_" dt" T(t'—t")QLOPM(t" —1")
—[" @ T =L OPM" — 1) PLYQ
xf_' dt"‘T(t’—t")CQ.L(O)‘P./I/l(t”—t')]-/Vl(t'—tﬁ}f
(4.19)

+L ~ Tr [,L‘z’ [1+f dt'T(t —t")QLOPM(t'— 1)1 ] ]f

As a notational point it should be noticed that, while
all matrix structure of (4.19) is confined within the traces,
position and velocity derivatives in D, LV, and .,C(sf,)
reach outside and act on f(r,p,?), too. The first trace on
the right-hand side is proportional to v,, while the other
two are proportional to v2. The last trace is obviously as-
sociated with the angular distribution of spontaneous
emission, while we for the time being leave the interpreta-
tion of the other traces open.

B. Connection to internal time evolution

In order to unravel the operator formalism in a manner
that facilitates a concrete scheme for numerical computa-
tions, we first look at the operator

S -
M or

e™P=

=exp (4.20)

By Taylor’s expansion, the action of ¢™ on an arbitrary
position- and momentum-dependent argument function
or operator is to shift the position by —7p/M:

e™f(r,p)=f(r—1p/M,p)
E-f‘l'(l-’p)Ef'(l-’p”'rz.frr

This equation also serves to define the ““r shift” operation
denoted by the subscript 7 in the function f.
As long as the matrix M(r,p) is proportional to the

unit matrix so that 2 M =M, the only effect of the opera-
J

(4.21)

[

tor e on it is the same shift of the position argument.
Similarly, the only effect of e™@DQ o a traceless matrix is
the shift of position.

We next focus on the operator eTADHLONE, Usually
the Liouville operator depends on position, so that the
operators £© and D in the exponent do not commute.
We want to find a Baker-Campbell-Hausdorff formula of
the type

+PDP

(t—t')0(1)+_£(0))@=(9(t t)elt —1@DQ
, .

e (4.22)

By taking the derivative of (4.22) with respect to ¢ one
can see that the new operator O satisfies the equations

%(O(t,t')_@(t’t,)eu—:')@maz@a[(m@e ——ene

o', t')=1. (4.23)
But the Liouville operator in the middle is a function of
position and, in some approximations, maybe a function
of momentum too. We arrive at the equation

——(O(t t')=—0O(r,p;t,t')

a
=0(r,p;t,t')QLO(r—(t —t')p/M,p)Q

ow=1+ [dneLf 0+ [ dtlf d,QLY QLY .Q+ -

=. +f dtlf d1,60(t, —1,)QLY. QLD .Q+ - -

=.. .+f'dt1f,dt2

_1+f dt, QLY @+ ftfdtlft,ldtz(Q,CﬁQ, L, o+ -

In the second step we have introduced the Heaviside step
function 6; in the third step we have changed the integra-
tion variables from ¢; to t +¢'—¢;; and finally we have re-
versed the numbering of integration variables.

On the other hand, let us fix the coordinates (r,p) and

2~ 1LY, LD, @+ -+

=0(t,t")QLY ,.Q , (4.24)
whose formal solution may be found by iteration,
(4.25)
[
time ¢, and consider the differential equation
9 (4.26)

—UOFG)=0L QU T;t)+ QLY PT .
at t—1t

The Green’s function for the initial time ¢’ of this equa-



5872

tion satisfies

—9(: t;0=QLY Q9T 't ); 91", t0)=1, (427
with the solution
AT, t'5t —1+f LY, @
+ft’dt1ft, d,QL?, oL, @
(4.28)

In terms of the Green’s function, the general solution of
(4.26) reads

1)U Ozy;1)
+f dr'9(1,t;0) QLY PT

U O(F;1)=9(T,10;1)

(4.29)

where the initial condition has been specified at time ¢,.

We are interested in the case when the initial condition
is given in the distant past, and in the special time for the
solution 7=¢. As e™@P+LC s 16 be a shrinking su-
peroperator, we surmise the same of the closely related
Green’s function. In the limit ¢,— — c any traceless ini-
tial value therefore vanishes from the result, and we ob-
tain

z7<°’<z;t)=f' dt'S(4,t";)QL Y . PT . (4.30)

To gain more insight into the meaning of Eq. (4.30), we
note that for fixed r, p, and ¢ the operator .L 20_7 is the
generator of time evolution for the internal state of
an atom whose trajectory has taken it to (%)
=r—(¢t—7%)p/M at time 7. Denoting the density opera-
tor for the internal state of such an atom by g, we have
the time-evolution equation

(4.31)

We project out separately the total population and the
traceless part of the density matrix, and find the equa-
tions

——?
of

—(Q =QLY

(4.32)
) QQp+QLO PPp

t—t t—t

=QL© (Q(Qp+_ﬂL(QL

t—t

Except for the overall factor N ™ 'Tr(p), the solutlons of
(4.26) and (4.32) coincide. Hence, the operator U ‘°
Eq. (4.30) is essentially the traceless part of the dens1ty
operator for the internal state of an atom that has started
out in the distant past and whose straight-line trajectory
has taken it to the phase-space point (r,p) at time .

For the special case 7=t a comparison of (4.25) and
(4.28) shows that S(t,t';t)=0(t,t'). The solution of Eq.
(4.26) for the special choice F=1t with any traceless initial
conditions in the distant past may therefore be written

JUHA JAVANAINEN
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T ;0= [" drowmeL®, 1. (4.33)
The significance of this result may be appreciated after
noting that (4.22) enables us to write the operator inside
the first order (in v,) contribution in (4.19) as

[' ar T —HeLOrme —ni

=[" aroumeL® Pi=0 ;0 . (4.34)
The exceedingly abstract object on the left can be evalu-
ated simply by solving the tangible differential equation
(4.26), and the result is basically just the traceless part of
the internal density operator of the atom whose straight-
line trajectory has brought the atom to the phase-space
point (r,p) at time z. The plan of our upcoming develop-
ment is to express similarly all the complicated operator
functions in (4.19) in terms of solutions to differential
equations.

C. Force in the Fokker-Planck equation

To make further progress we need the explicit form of
the first-order Liouville operator from (3.13). When £V
acts on an arbitrary atomic operator o(r,p), the result is

aV 90 | 00 aV
7 E

s — 1
L0 ar, dp;  op, or;

(4.35)

Here V is the interaction Hamiltonian between the atom
and the light field, granted that the position of the atom
is a parameter and not a dynamical variable anymore.

Using Egs. (4.34) and (4.35), the term linear in v, on
the right of (4.19) may be written

1 t ’ ’ ’ T
NI evef! arTi—reLrrme ol s

-1 OV 9 [ #oy,.
NEi‘,Tr or, 3 i[U (£;0)f]
——3 2 (Fs) (4.36)
i dp; ! )
where we have defined the functions
1 v -
F' 13 41 =——T © .
(r,p,t) N or, — U s, t)] (4.37)

When taken up to first order in recoil effects only, Eq.
(4.19) reads

+ P a

at M ar =0. (4.38)

3

This is exactly the Liouville equation of the phase-space
distribution of a particle subject to the force F. The
quantities F;(r,p) may be interpreted as the three Carte-
sian components of the light-pressure force acting on an
atom at the phase-space point (r,p).

In view of the discussions after Egs. (4.32) and (4.4),
the quantity
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Pa= [T Oe;0+T] (4.39)
N

is exactly the internal density matrix of an atom whose

free flight has taken it to the phase-space position (r,p) at

time ¢. Since the interaction operator ¥ is traceless, we

may write

_ oV

F;=—Tr Pay,” (4.40)

This is the obvious quantum-mechanical analog of the net
force of the electromagnetic field on a dipole [17]. While
Eq. (4.40) may not have been derived at the present level
of generality before, for an arbitrary number of atomic
states and driving fields, the two-state form of this equa-
tion is one of the starting points of a well-known version
of light-pressure theory [12].

D. Diffusion in the Fokker-Planck equation

Now that light pressure has been successfully extracted
from the unwieldy looking Egs. (4.19), we may obviously
implement a similar strategy for higher-order recoil
terms.

Let us consider as an example part of (4.19), a term

called Ty, |
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T1=7lv—Tr [.L(“(Qf_tmdt"l'(t-—t')CQ.C(“‘P./Vl(t'—t)T f.

(4.41)
We open the manipulations by applying the last shift
operator /i on the c.m. distribution f. Thus,

T1=%Tr £ arTu—1eL Pl

Xf(r—(¢t'—t)p/M,p,t)

(4.42)

Using the definition of the projector 2, (4.1), and Eq.
(4.35) for the operator LV, we find

AV 1 9Tr(e) , 3Tr(@) 1 3V

(1) =1 - 7

L7Po= 2 ar N 9p; dp; N or;
2 14 aT;(a ) (4.43)

This operator is traceless since ¥ is, and further action of
@ -on it is an identity. Application of these observations
to (4.42) gives

T1=71v_Tr £ [* arTi—1 >2§K 9 2y /= DR/M 1)
1 Do [ g A3V | of t—t' 3f
= — - . | A +_ ’
¥ ZTr|L Qf' arTu ar | e T3 o e | | (4.44)

where the subscript in, say, df /dp; denotes the partial derivative of the function f(r,p,?) with respect to p; at the ap-

propriately shifted position argument. Equation (4.22) yields

of 1
ap;

-1 W [ e 14
T=yZTr|L (Qf_wdt@(t,t)ar’ ,

In (4.45) the partial derivatives of f are taken at the
original arguments (r,p), and ¢, so that they are multipli-
cative constant as far as the rest of the integrand is con-
cerned. Second, exactly like (4.33) gives a solution to
(4.26), we find that

T =" aro ¥
oiten=[" ar One )5 (4.462)
and

t—t’
t—t' M

(4.46b)

o= dt’@(t,t’)ia’rz

are the solutions at time 7= to the respective equations

=L QU (T, t)+ﬂ

p N or |,y @47

M ar,’

— 3 (4.45)
I
and
9 g ©_@@ 12T ;14 t—7
— (T;0)=QL,”" QU " (T;0)+— —_—.
8? ( ar,‘ (-t M
(4.47b)

Analogously to the discussion after Eq. (4.32), these are
solutions for the internal state of a moving atom, albeit
with some quite counterintuitive driving terms and trace-
less initial conditions specified in the distant past. In the
final step we use (4.35), and find that

=1 9 (L, 07 | 3
T, 2 o, Tr U (t; ”ari %,
- vV | d
(1,2) 4.y 7 [ Y
+Tr U; (”’)ar,. arj ]f’

(4.48)
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To reduce the number of terms we will have to deal
with, we at this point introduce two approximations.

(i) As before, we denote by 7 the internal evolution
scale of the atom, and estimate the derivatives as

N N

4.
dr; Ar’  9p; 4.49)

Equations (4.47) show that, to the order of magnitude,
the ratio of U (%2 and T &1 is 7/M, and hence the ratio
of the 3/0r and 9/9dp terms in (4.48) is

Ap T

(4.50)
Ar M

ry~
We assume that »; is much smaller than unity, and ignore
the position derivatives of f in (4.48).

(ii) We develop the remaining terms in (4.48) further as

1 9’ - oV
T, =— T U(-l’l)t‘t—_
1 N % ap,apj ! 7 ( ’ )ari f
L (1) 14
2 ap’ -Tr |U ;e ’)ar,. (4.51)

The second term is of the same form, a force in the FPE,
as (4.36). Qualitatively, the ratio of the force in (4.51) to
the force in (4.36) is

1 F:) (7 (1,1)
2T oo o

(4.52)
|

= T [L0 [ ar T —eLe [* a T —eL®rmi—oi |f .

With minor rearrangements we find
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But dimensionally U ©~ 1, whereas by (4.47a) U &'V is
obtained by integrating an expression of the form
oV /dr; ~F, the force, over the time 7. We write

U V~Frg (4.53)

where ¢ is a dimensionless function. The rate of change
of U ‘! with momentum comes from the Doppler shift
qp /M, and the natural scale with which the Doppler shift
should be compared is 7~ !. Thus ¢=¢(gp7/M), and the
estimate (4.52) becomes

(4.54)

We assume that 7, <<1, and ignore the second term in
(4.51).

With the two approximations we rewrite the term 7',
(4.48), as

oV
U(ll
(¢; t)a

Tr f (4.55)

_1
n=y323

ap J i
As far as T, is concerned, we are dealing with momen-
tum diffusion.

Unfortunately, the preceding example does not exhaust
the list of complications met in an attempt to develop

[f_' dt"T(t—t')(Q.,C(l)(Qf_t’ dt"T(t'—t")QLOPM(t" — 1)1 ]f

=f_' dr'T(t—1t')

various terms in (4.19) to a more tractable form. This is
illustrated by another contribution

(4.56)

(QL(“CQf,'v,ftl dt"T(t' —t'")QLOPM(t"—t)T , (4.57)

since the net translation of the position argument of f inside the second integral is independent of "' and since the unit
operator is insensitive to all position translations. But by Egs. (4.22), (4.23), and (4.30) the second integral on the right
of (4.57) is just the object U ©, except that the “final time” is called ¢’ instead of . We write the second integral as
U Or,p;t';t'), and obtain

= T [LVe " arTu

¥ QLYQSf (r-+(t —1")p/Mp,t)T Vr pit'st") |

77 (0)

oU
+ —_
f ap;

ST cve [ aroume | S

~ t—t' 9 3]
o Ui‘”,' _f+_L

=M 3 dp (4.58)

t—t' |+

i

In this expression the brace notation { 4,B}, stands for
the anticommutator, and we write

will be at r at time ¢. The operator in (4.58b) is just the
running solution to (4.26) at time 7=t¢'! As usual, the

~ ~ operator
U9, =0%—(t—t')p/M,p;t';t") . (4.58b)
~ izati gev=1{" aronmeid| ,o©
Our analysis greatly depends on the realization that i 7 ) ar, |, L
(4.58b) is the internal-state density operator for an atom !
that is at the position r— (¢ —¢')p/M at time ¢’, i.e., that (4.59)
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in turn, is the solution at time 7=t to
J ~

P —U? )=QL QU *"(t;1)
t
+1@Q v ﬁ(O)(?;t)] , (4.60)
ar,’ t—7 +

with traceless initial conditions in the distant past.

Suppose the solution to (4.60) is given, along with the
same two conditions r; <<1, r, <<1 as in the case of T,.
We carry out steps analogous to the steps from (4.48) to
(4.55), and note that an estimate similar to the one follow-
ing Eq. (4.52) allows us to discard also the 3T (*)/dp,
term in (4.58a). We finally write 7', as

oV
U >V(¢; t)ar

j

f (4.61)

We are ready to combine the results into a Fokker-
Planck equation.

E. Final Fokker-Planck equation

After investigating each term on the right-hand side of
(4.19) in a manner outlined in the previous sections, we
find the Fokker-Planck equation

_p_a
at M or

(D, f)

f=-3 2ty 2L
T op; ! ij apiapj
(4.62)

for the c.m. WF f(r,p,?) of an atom moving in the given
light field.

In order to derive the components of the force and the
diffusion tensor at time ¢ in the given phase-space loca-
tion (r,p), one imagines an atom coming from time —
along a straight-line path with momentum p in such a
way that the path takes the atom to the desired position r
at time ¢. One sets up the Liouville operator for the inter-
nal state of the atom, L%, As the field driving the atom
depends on ?osmon in a coordinate system moving with
the atom L9 also depends on time. One integrates the
following equations of motion for the internal state of the
moving atom until time ¢:

p=L® = |, p(—)=0 (4.63a)
AN 1 4 av _ v
S=LTS T N TS @ an PPy,

—pTr -g%p' , &(—0)=0 (4.63b)

Here the interaction potential ¥ is evaluated in the frame
moving with the atom, too, so V appears to depend on
time just like .£‘© does. The force and the diffusion at
time ¢ are then given by

v _

F.=—T
! r ar;

(4.64a)
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(4.64b)

The required spontaneous-emission superoperator can be
read out from (2.41),

l.j o S

JiMpd MMy my

25

Psgn(D; ; D)y XT; r,. )t

#
(#ig;,;, Jad1™ o

X{m,o|m,) Jljz(m’2|m'10)j'2j'1 . (4.65)

While writing our final equations, we have somewhat
simplified the notation. For instance, the operator we
now call g is defined in terms of the operators of the
preceding sections as U ®/N. Second, by utilizing
linearity of the ensuing expressions, we have combined
(4.47a), (4.60), and yet another undisplayed equation of
the same type into the single equation (4.63b). Third, the
observation that the time evolution governed by L@
preserves the trace enables us to do away with all but one
projection in Eqs. (4.63) and (4.64). Finally, we have
symmetrized the diffusion tensor by hand. The difference
between the symmetrized and unsymmetrized expressions
is of the same order as, say, the discarded second term in
Eq. (4.51), and hence the asymmetry (if any) was not
significant to begin with.

F. Discussion of the Fokker-Planck equation

The FPE (4.62) and the recipe to compute the force
and the diffusion embodied in Egs. (4.63) and (4.64) con-
stitute the main result of the present paper. We therefore
dwell on the assumptions and implications of the FPE at
some length.

Underlying approximations of the FPE. Several ap-
proximations have been made during the derivation of
the FPE. The fundamental ones are the following three.

(i) We have expanded finite-difference WF’s to power
series in photon momentum #g. This can be warranted
only if the momentum scale of the c.m. WF, Ap, satisfies
Ap >>7#gq.

(ii) We have thrown out the initial conditions of the
internal state of the atom. The FPE is only valid for
times much longer than the longest time scale of the
internal evolution, 7. For a two-state atom 7 is compara-
ble to the excited-state lifetime, whereas in multistate
models a longer optical-pumping time may apply.

(iii) In the calculations of force and diffusion we have
approximated the past trajectory of the atom by free
flight. Such an approach can only make sense if the actu-
al trajectory varies little over the memory time 7. The
rule-of-thumb rate of change of atomic motion in light-
pressure theory is the recoil frequency w, =Mv?2 /24 [17],
and the FPE is expected to be applicable if 7w, <<1. In
particular, for a two-state atom the linewidth y of the op-
tical transition has to satisfy the well-known condition
Yy >>o,.
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There are also two unproven suppositions concerning
the expansion characteristics of certain operators.

. . (0)

(iv) We have assumed that e'@P+L 7€ contracts
“every” traceless argument operator to zero on a time
scale 7. For a two-state system it can be proven explicitly
that e'@2+L ™€ j5 5 shrinking superoperator [15], but
we have not been able to construct a proof in the general
case. Nonetheless, our assumption appears quite plausi-
ble. For instance, for a spatially homogeneous ensemble
of zero-velocity atoms the condition that e'@2+£ )@ pe
a shrinking operator can easily be shown to be equivalent
to the statement that the density operator of the internal
state of each atom, the object of ordinary recoilless spec-
troscopy, reaches a unique steady state. The unique
steady state is equivalent to the state of affairs that the
atom forgets its long-past states, so that the shrinking
character of e!@D+L°)@ js evidently required to make
the fundamental assumption (iii) in the first place.

(v) We have assumed that the operator /2 defined in
(4.15b) is bounded. This assumption promptly implies
that in the limit v, —0 a fair approximation to the inter-
nal state of a moving atom is obtained from the assump-
tion that the velocity of the atom has been constant all
along; recoil effects and the associated past changes of the
velocity only give small corrections, instead of completely
dominating the internal state [15]. As a counterexample
consider the possibility that #Z grows without a bound
and eventually dominates on the left-hand side of (4.15a).
The outcome would under quite plausible assumptions be
a singular long-time limit of ¥ in which the recoil has
canceled out, but which is nonetheless different from the
operator U in the absence of recoil. No such singularity
has been described in any form of optical spectroscopy.

In addition, we have made four approximations that
probably could have been avoided.

(vi) We have assumed that a magnetic field, if any, is in
the direction of the quantization axis. A magnetic field
can cause cooling below the Doppler limit [39], and a
magnetic field is also employed to assist trapping of
atoms [40]. The requirement that the field points in a
fixed direction might be overly restrictive in some cases
of practical importance. We believe that our final results
are independent of such an assumption: As long as the
proper magnetic field evolution is used in the Liouvillean
L9 our procedure to obtain the force and the diffusion
should remain valid for an arbitrary position-dependent
magnetic field.

(vii) We have assumed that, with the aid of a RWA,
the interaction matrix ¥ has been rendered independent
of time. Otherwise the Liouvillean .£©’ depends explicit-
ly on time, a time-ordered exponential must be used in
lieu of e’@‘ZH‘C(O))@, the notation becomes cumbersome,
and the crucial relation between Egs. (4.25) and (4.28)
gets marred. Nonetheless, in Egs. (4.63) and (4.64) it does
not make any conceptual or practical difference whether
¥ depends explicitly on time or not. We conjecture that
(4.63) and (4.64) remain valid for an explicitly time
dependent interaction potential V.

(viii) We have ignored cross diffusion between position
and momentum in the FPE. Our somewhat heuristic
condition for this is that the quantity r, defined in Eq.
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(4.50) has to be much less than unity. Presumably the
worst case is deep modulation of the atom density as a
function of position, whereupon Ar~A. The condition
r; <<1 then requires that 7Ap <<A, i.e., that a charac-
teristic cooled atom must traverse only a small fraction of
the wavelength A during the internal-evolution time scale
7. For a two-state system it is easily shown that for
reasonable experimental parameters such a condition is
satisfied by virtue of the customary validity condition of
the FPE y >>w,, whereas for a multistate atom we end
up requiring that the velocity of a typical atom is smaller
that the ‘“velocity capture range” of Dalibard and
Cohen-Tannoudji [21].

However, one should notice that if there is no substan-
tial position modulation in the atomic distribution func-
tion, 8/9r and hence the cross diffusion are negligible.
Moreover, if the total 6 X6 diffusion tensor is positive
definite, the crossed r-p diffusion will rather smear both
the position and the velocity distributions, and thereby
further iron away any r dependence. Indefinite diffusion
matrices sometimes occur in quantum problems [41] and
could have dramatic consequences in the present prob-
lem, but positive-definite diffusion is the default. In such
a case one might in principle judge the effect of the cross
diffusion a posteriori, by checking the solution of the FPE
obtained without cross diffusion for variation with r. If
the variation is weak, a plausible assumption is that the
cross diffusion will not make it stronger. The cross
diffusion is then altogether negligible.

(ix) We have ignored corrections «v? in the force. A
qualitative validity condition for such an approximation
is that the quantity 7, defined in (4.54) is much less than
unity. Now, the approximation of the force F~Mv,y
converts the condition 7, <<1 to Y w,y7<<1. In a two-
state atom the latter is satisfied by virtue of the condi-
tions ¥ >>w, and 7~ !~, but in a multistate atom one
should exercise more care.

A useful way of reading the condition r, <<1 is that
during the time interval 7 light-pressure forces should be
able to move an initially stationary atom only a distance
much less than one wavelength. On the other hand, if the
contrary is true, the main condition (iii) is obviously
violated. We surmise that the force corrections «v? are
negligible whenever the FPE is good, no matter whether
we are dealing with a two-state or a multistate atom.

Incidentally, when the limit v, —O0 is taken by keeping
all other atomic and field parameters fixed, the steady-
state temperature of laser-cooled two-state atoms be-
comes independent of v,. For all we know, the same also
applies to multistate atoms. Inclusion of contributions
proportional v? to the force would lead to a correction in
the temperature proportional to v,, but so would presum-
ably also ‘“‘diffusion” terms proportional to powers of v,
higher than two that have been discarded in our deriva-
tions. Related arguments have been given earlier [17] to
the effect that it is inconsistent with the accuracy of the
FPE to retain the v? terms in the force.

At any rate, it is obvious that, keeping everything else
fixed, the FPE is expected to become increasingly accu-
rate as the size of the recoil kick of a photon on the atom
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gets smaller. A convenient (theoretical) trick to force the
limit of small recoil without touching other fundamental
parameters of the atom-field system is to let the mass of
the atom go to infinity.

Interpretation of the FPE. The FPE describes the
motion of an ensemble of particles subject to a deter-
ministic force F, with an additional random component
in the motion characterized by the diffusion tensor D;;.
This is a completely classical picture; quantum fluctua-
tions in the matter-field interaction are accounted for by
classical stochasticity in the motion of the atom. The
reduction of the fully quantized coupled time evolution of
the internal and c.m. degrees of freedom to a classical
stochastic process for the c.m. motion is possible in the
limit of small recoil velocity. In the contrary case the
FPE is not valid, and we are faced with the full quantum
problem [42-44].

The force in the FPE is a straightforward descendant
of the classical dipole force [12,17], as discussed in Sec.
IV C. By the same token, the diffusion proportional to
S$U arises from the randomness of recoil kicks on the
atom as a result of the randomness of the directions of
spontaneous photons. The remaining terms in the
diffusion reflect time statistics of absorption and emission
processes. The connection between induced diffusion and
photon statistics has been studied in detail for two-state
systems [45,46], and a similar close relationship should
exist for any multistate atom. However, to display it, we
would first have to work out the photon statistics for an
atom with an arbitrary level structure. This task we
deem to be outside of the scope of the present paper.

V. CONCLUDING REMARKS

In this paper we have derived the Fokker-Planck equa-
tion for the center-of-mass Wigner function, for an atom
with an arbitrary level structure in an arbitrary light
field. The force and the diffusion tensor may be obtained
by solving a set of equations closely related to the
density-matrix equations of recoilless spectroscopy. At
this point the problem becomes one of writing down the
ordinary density-matrix equations, i.e., the Liouville
operator .£'?, We have described algorithms capable of
building the free-evolution contributions, induced, and
spontaneous terms in .L©,

The natural next step is to implement algorithms to
construct .£°” and methods to solve Egs. (4.62)—(4.64) on
a computer. We have written an extensive collection of C
programs for this purpose, and compared the computa-
tion results with known analytical theories to validate
both our theory and its numerical implementation. How-
ever, a wealth of new physical and computational issues
arises in this context. We will have to defer the discus-
sion of our numerical methods and results to forthcoming
publications.
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APPENDIX A: EXAMPLES OF SPONTANEOUS
EMISSION

A computer algorithm for generating spontaneous re-
laxation terms does not require any external knowledge
of the form of the results, or physical interpretation for
them. However, in order to illustrate some features of
spontaneous emission that must be understood in order
to successfully program the algorithms, we discuss in this
appendix a few special cases of spontaneous relaxation
terms. We ignore photon recoil, a particularly apt ap-
proximation as the Liouville operator L9 required to
find the force and the diffusion for the FPE does not con-
tain the recoil. We thus omit r and p labels of the c.m.
motion in Egs. (2.27)-(2.30), and remove the angular in-
tegral with the kernel K using (2.25). Spontaneous emis-
sion in the presence of level degeneracy has been the sub-
ject of much study both with [13,21] and without
[23-25,31,47-52] photon recoil; our examples can be
found in some form in the existing literature.

Two levels with angular-momentum degeneracy. We
begin with the case of just two levels having the cus-
tomary degeneracy with respect to angular momentum.
Using (2.26) we find the relaxation terms

4 (my;m7)
dt Spp 1» 1

=2y 3 (myo|my)p(mymy)(myimio)

U,mz,m;
(Ala)

d -
— | plmyymy)=—yp(m;m;), (A1b)
dt |sp
d _
— | plmym)=—yp(mym,), (Alc)
dt |sp
d Py .
— | plmy;m5)=—2yp(m,y;my) . (A1d)
dt |sp

The relaxation terms for the density-matrix elements that
refer to at least one excited state describe simple ex-
ponential decay determined by the Einstein A4 coefficient
2y. The double-ground-state relaxations are more in-
teresting: ‘““Zeeman coherences” between excited states
are at least in part transmitted to the ground state (if the
latter is degenerate). The transfer of coherence has a
peculiar “parallel drop” property: An excited-state
coherence between the states m, and m) can be convert-
ed to ground-state coherences between states of the form
m,—o and m; —o only (with the same o =—1,0, +1).

Quantum-beat coherence. Next consider a V-type tran-
sition from the state j, =0, m ;=0 to the excited states
j»=1,m,=0, and j3=1,m3=0. Assuming for simplici-
ty that both transitions are governed by the same Ein-
stein A coefficient, choosing the phases of the state vec-
tors so that the signum function in (2.27) equals unity,
and using an obvious notation for the states, we find the
full complement of relaxation terms in the form
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d L .. R . d C .
— | PU2J)= =720 72)tpl2sia) +pli25i2)] — | PUBI=2vpl33)2) » (A3d)
dt |sp dt |sp
(A2a)
d| o ey 4 pitsin=2rpliziia) (A3e)
ar spP(Jz§Jz)—'“7’[2P(Jz;12)+P(]z;12)+P(]2§]2)], dt |sp
(A2b)
d . ..
d L L o L a5 | PUBID=27p23d5) 5 (A3f)
i spp(12;12)=-7[2p(12;12)+p(12;12>+p(12;12)] , ®
(A2c) J
d @ PU1:71)=2vpljzJ2) - (A3g)
I Spp<jz;jz)=—7[2p(jé;j'z>+p(j’2;jz>+p<jz;j’z)] , P
(A2d) A population in one excited state may give rise to a
coherent superposition of several receiving states.
d .. ., A
2t | PUBI)==vlpUi) +pUi2)], (A2e)
sp
APPENDIX B: SCALAR VERSUS MATRIX
. o WIGNER FUNCTIONS
ar pUGia)=—vlpliz)+plsia)] (A2f)
sp
The WF equations of motion for the atom, (3.13), are a
straightforward generalization of the WF equation of
a PG =2vIplsi)tplisis)tplissia) motion for a scalar particle (no internal degrees of free-
zlsp dom), in that the WF g and the interaction potential V'
+p(i3;5)] - (A2g) are just treated as noncommuting numbers.

The spontaneous relaxations of the coherences 1-2 and
1-2' are coupled, and so are the relaxations of the popula-
tions 2-2, 2'-2’, and the coherences 2-2’.

Spontaneously generated coherence. Finally, let us con-
sider two nearly degenerate lower states in a A
configuration. For notational simplicity we consider
transitions between the lower states j, =0, m; =0, j1=0,
m (=0, and the excited state j, =1, m, =0. With a prop-
er choice of the phases of the state vectors, the relaxation
terms become

L1 i =—4r(ini) (A3a)
dt |sp
d L .
ar PUai1)=—2vpljj1)

’ (A3b)
4 pUasi)=—2vplzi1) »
dt | 7
d L .
ar pli2)=—2vplj3j2) »

sp

(A3c)

d 0 .
ar pUisJ2)=—2vplj1:J2) »
sp

In order to expose this relation, we consider a particle
that has no internal degrees of freedom and whose time
evolution is governed by the Hamiltonian

a2
—_ A
b L2M+V<r). (B1)

This time we start from the position representation. The
equation of motion for p(r,,r,)= (r,|plr,) reads

l
atp(1'1,1'2)=—2<1', —ZPM+V,p r2>
_ ih | & 2 p(rpry)
=n |9 9 b
2M |32 ar’ 2

—é[ V(r)p(r,r)—plr,1,)V(r,)] .  (B2)

The transformation from the position representation to
the Wigner representation is carried out according to

r r
r 2,r+ 2

1
(2m#h)?

p(r,p)= fd3r’exp p

i
ﬁp

(B3)

The derivatives in (B2) complete the convective deriva-
tive, while the potential terms give
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3., i , r r r r r r
—pr | |V r—= — Lt |—p |t [V e+
fdrexpﬁpr il [ et el et r+3
=V r+%gar—) fd3r’exp ép-r’ p|r—-£2—,r+r7 —
i# 9 i% 9
= 3 +l__ — Vi ir———
(27#A) |V |1 2 op p(r,p)—p(r,p)V |1 2 3p (B4)

We have formally pulled r’ out of the integrals by replacing it with —i#(3/9p), and the left arrow in the last form of
(B4) indicates that the derivative exceptionally acts to the left.
We now combine (B2)-(B4) and expand the result into a power series of . We obtain

d i v 9 dp AV | it v 9 9} o’V
L o=— " (Vp—pV)+ 1L 9op 4 Op oF im p P 2
dt ﬁ( p=PVI*3 ; or; dp; Op; or; 8 ,2, or;dr; dp,0p;  Op;Op; Or;dr; tow)
v 3 R (B5)
=322 o4
2 5, ap, 1O

This is the conventional equation of motion of the WF,
taken up to order # [34-37]. As we have made use of
the fact that ¥ and p are commuting scalars only at the
last step of (BS), Eq. (3.13) readily emerges as the general-
ization of the ordinary WF equation of motion to the case

[when the density matrix and the potential are not num-
bers but noncommuting objects instead. The free-
evolution term in (3.13) describes the evolution of g re-
sulting from internal-state energies of the atom, indepen-
dently of any external potential.
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