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Correlated distributions in g and A tensors at a biologically active low-symmetry cupric site
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Frozen-solution EPR spectra from the cupric site in the protein azurin were measured at 6, 9, and 35
GHz, and subjected to a model-independent analysis. Anomalies in the splittings and shapes of the
hyperfine peaks of the low-field quartet are faithfully simulated when a correlated distribution in spin-
Hamiltonian parameters is employed, with AA» /Ag» = —0.08 cm ' and o.

g
=0.009. A hybrid-orbital

"united-atom" model is used as the basis for a perturbation calculation of the spin-Hamiltonian parame-
ters. With a simple assumption relating the spreads in the hybridization parameters, these spreads and

AA»/Ag» are computed from the model. Equipartition is applied to estimate force constants for the
protein modes responsible for the distribution in site geometry. With hybridization parameters in ranges
constrained to produce agreement between the calculated and observed magnetic-resonance properties, a
force constant at the upper end of those for bending modes is obtained for tetrahedral displacement, and
a stiffer one, consistent with stretch, is found for displacement around the symmetry axis.

PACS number(s): 87.15.By, 33.3S.Ex, 75.10.Dg

INTRODUCTION

Because of the intimate relation between spatial sym-
metry and orbital angular momentum [1], properties of
the spectroscopic (or g ) tensor and the hyperfine (or A )

tensor can be used to investigate the site symmetry of
paramagnetic metal ions. In contrast to the more or less
regular symmetries of complexes of metal ions with small
ligands, the binding site in a protein is likely to be
without any symmetry element. Furthermore, in a pro-
tein, the atoms to which the metal ion is bound are part
of a macromolecule that, above freezing temperature, is
undergoing Brownian conformational dynamics. Many
side chains of the protein bear charges which, while hav-
ing well-defined average values, fluctuate temporally and
(because of conformational and charge thermal motion)
spatially. Thus a metal ion in a protein is subject to a
ligand geometry and an electric field, both of which are of
low symmetry and Auctuate. Because of the dependence
of the EPR spectrum upon orbital-angular-momentum
components, this experimental method is capable of re-
vealing consequences of inhomogeneous, low-symmetry,
ligand geometry upon the states of a paramagnetic metal
ion. It is not surprising, then, that it is necessary to in-
clude distributions in spin-Hamiltonian parameters in the
simulation of EPR spectra from cupric and heme sites in
proteins [2—5]. The broadness of far-infrared bands of
heme-protein complexes has also been attributed to
spread in a spin-Hamiltonian parameter [6]. These distri-
butions are associated with the ensemble of protein con-
formations frozen in as the temperature is lowered to the

cryogenic region of the measurements [7,8]. In the case
of aquoferric myoglobin, the distributions in electronic-
energy-level differences from which the distributions in
spin-Hamiltonian parameters arise have been quantified,
both in solution and in the crystalline state [9]. In this
paper we report the microwave frequency dependence of
EPR spectra from the cupric protein azurin, in frozen
solution at cryogenic temperatures, measurements which
demonstrate and quantify a correlation between the dis-
tributions in two spin-Hamiltonian parameters.

Azurin is ideal for studying the chemical and physical
structure of blue copper proteins because it contains only
one copper, has a low molecular weight (14000), and is
obtainable from many bacterial sources. Thus there is a
substantial literature on azurin, including reports of
three-dimensional structure from x-ray diffraction
[10,11], optical absorptivity [3,12], circular dichroism
[3,13, 14], and magnetic circular dichroism [14, 15]. The
atoms closest to the copper are two imidazole nitrogens
and a thiolate sulfur at 2.0—2.2 A, and there is a thioeth-
er sulfur at about 2.8 A [11]. Because of delocalization of
electron (hole) spin onto the near atoms, hyperfine in-
teraction with the nitrogen nuclei (spin 1) is expected.
Such has been observed by electron-nuclear double reso-.
nance (ENDOR) spectroscopy on a blue copper protein
related to azurin, stellacyanin, where splittings of about
0.0014 cm ' are found [16]. Ligand hyperfine splittings
of this magnitude are not resolved in the broad reso-
nances of the EPR spectra from these cupric sites; rather
they are one of the sources contributing to the width of
the envelope of each band of the copper hyperfine quar-
tet.
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The hybrid-atomic-orbital model (HAOM) of low-
symmetry cupric sites, originally used by Bates et aI.
[17], employs only about ten orbital parameters to ac-
count for magnetic, optical, and magneto-optical proper-
ties [2,18,19]. The most recent application of the HAOM
was to the linear-electric-field effect [20]. In the HAOM,
molecular orbitals are approximated by orbitals of a unit-
ed atom; angular dependence is expressed in the same
way as for atomic orbitals, but the radial functions are
expanded. Because the cupric hole is fractionally delo-
calized onto ligand atoms, spin-orbit coupling constants
are, in effect, reduced from their free-ion values. The or-
bital reduction factor, often used to account for this
effect, is replaced in the HAOM treatment below by radi-
al delocalization factors appropriate to specific orbitals
[3]. Taken together, the parameters of the HAOM pro-
vide a relatively simple description of the angular depen-
dence and delocalization of hole density in the ground
and low-lying excited states. Distributions in certain of
these parameters further provide an explanation of the
results of the experiments reported in this paper, and a
practical means of describing at least some of the effects
of conformational and charge inhomogeneity upon atoms
in a macromolecule.

The microwave frequency dependence of EPR
hyperfine linewidths in square-planar cupric complexes
with relatively small ligands in frozen solution has been
investigated [21]. Alternative formulations of the results
were presented, one a phenomenological description, the
other based upon molecular in-plane o.- and ~-bonding
parameters, and both depending upon a correlation in
distributions. In azurin EPR spectra, because the
hyperfine peaks overlap strongly, it is not possible to
measure the line widths, and simulations rather than
analytical expressions are necessary for obtaining the pa-
rameters which characterize the cupric site.

purified as described earlier [12]. Low molecular-weight
contaminants (e.g. , ferricyanide used in a previous step to
insure maximal conversion to the cupric form) were re-
moved by passing a freshly centrifuged solution through
G-25 Sephadex. The protein was then concentrated by
dialysis against saturated ammonium sulfate, and re-
turned to low ionic strength by dialysis against 10 mM
phosphate buffer, pH 7. The final concentration of azurin
solutions for EPR measurements was about 6 mM, with
spectrophotometric purity values (ratio of peak absor-
bance at 625 nm to that at 280 nm) in the range
0.56—0.58.

RESULTS

J-band spectrum. The EPR spectrum at 6.077 GHz ap-
pears axial, Fig. 1. Copper (nuclear spin —', ) hyperfine
structure is observed in the low-field (g» ) region, but not
in the high-field (gz2, g33) region. We define AB;~ as the
hyperfine interval between peaks i and j, with i at lower
field than j. The 50-G hyperfine interval AB,2 between
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Varian V-4500 and V-4561 microwave bridges were
used to obtain azurin EPR spectra at 9 and 35 GHz, re-
spectively. For EPR spectroscopy at 9 GHz, a quartz-
Pyrex X-band Dewar was used to keep the sample at 77
K, while a Varian V-4547 variable temperature Dewar
was employed to achieve temperatures above 77 K. The
Xa-band (35 6Hz) Dewar was modeled from a design by
Professor J. J. Villafranca, Pennsylvania State University,
wherein cold gas cools the Varian V-4566 cavity, with a
lower limit of 110 K at the sample. Analysis of X- and
Ea-band spectra measured with the above apparatus sug-
gested that close to optimum resolution of the quartet
bands would be achieved at 6 GHz. A 6-GHz bridge
based upon a reQection cavity operating in the TE~pg
mode was, therefore, designed and built, with features
similar to those of higher microwave frequency EPR ap-
paratus. In all experiments reported here, the microwave
power incident upon the same was less than 50 mW, al-
though no saturation effects were apparent even at 200
mW.

Azurin was isolated from Pseudomonas aeruginosa and
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FIG. 1. Azurin EPR spectrum observed at 6.077 CsHz, 77 K.
The expanded low-field region shown in (b) was taken at greater
gain than the record of (a).
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peaks 1 and 2 (the two lowest-field peaks) is clearly small-
er than EB23, about 57 G. EB3~ is approximately 55 G.
Because simulations based upon normal first- and
second-order hyperfine effects cannot produce this asym-
metry, it is impossible to assign accurate spin-
Hamiltonian parameters without a quantitative explana-
tion of the phenomenon. The g value corresponding to
the central trough of the J-band low-field quartet is 2.270.

X-band spectrum. The low-field region is more poorly
resolved at 9.240 GHz, Fig. 2, than at the J-band fre-
quency. Because the magnetic-field separation between
the g&& and gpss)g33 regions increases as the microwave

.frequency increases, the poorer resolution of peak 4 is
surprising. In general, the bands of the low-field quartet
in Fig. 2 are somewhat less revolved than in an earlier
published X-band spectrum [12],and more like those in a
recent report from another laboratory [22]. (See Discus-

sion. ) bB34 is noticeably smaller than bBt2=54 G and
EB23 58 G. The g value associated with the location of
the trough between peaks 2 and 3 is 2.266.

Ka ba-nd spectrum. At 35.2 GHz, there is little in-
terference between the g&& and g22, g33 regions of the
EPR spectrum, Fig. 3. The shape of the high-field region
at this frequency agrees with other measurements [22, 23]
and with the predicted rhombic character of the cupric
site in azurin [18]. Simulated 35-GHz frozen-solution
spectra [24] of this high-field region match experiment
when g~2 =2.053+0.001 and g33 2.036+0.001. Un-
resolved hyperfine splittings contribute to line broadening
in the high-field region. When unrealistically narrow ( 10
G) peak-to-trough widths are used for the Gaussian lines
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FIG. 2. Azurin EPR spectrum observed at 9.240 GHz, 77 K.
The expanded low-field region shown in (b) was taken at greater
gain than the record of (a).

FIG. 3. Azurin EPR spectrum observed at 35.2 GHz, 110 K.
The expanded low-field region shown in (c) was taken at greater
gain than the records of (a) and (b).
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in simulations, the splitting required to match the broad
experimental resonance sets an upper limit on the magni-
tudes of A2z and A33 (taken equal) of 0.0018 cm
When the linewidth is set at 16 G rms, found to be
effective in simulating the onset of lowest-field absorp-
tion, a realistic match to the high-field region is achieved
with (Azz(=0. 0015+0.0002 and ~A33~ =0.0016+0.0002
cm '. The low-field hyperfine quartet observed at J- and
X-band frequencies is collapsed at the ECa-band frequency
into a single, broad peak, centered at g=2.269 and
slightly sharper on its downfield edge. This absence of
resolved splittings, expected to be of the order of 50—55
G, is not predicted by normal frozen-solution simula-
tions, and complicates determination of spin-Hamiltonian
parameters.

ANALYSIS OF FREQUENCY-DEPENDENT SPECTRA

Several possibilities have been considered for the origin
of the unequal separations between hyperfine peaks and
for the microwave frequency dependence of these separa-
tions. Due to the difference in magnetogyric ratio of the
two major copper isotopes, the hyperfine splitting from

Cu is slightly larger than from Cu. This isotopic
difference in nuclear moment would manifest itself as
resolved structure at m; =+—,

' if the linewidth were very
narrow (i.e., six hyperfine lines rather than four). Howev-
er, computer simulations for realistic linewidths show
four equally separated, broadened, but well-resolved
hyperfine peaks. The isotopic difference in nuclear mag-
netic moment cannot be the cause of the observed un-
equal hyperfine split tings.

Second-order treatment of the spin-Hamiltonian per-
turbation in the general case, with noncoinciding princi-
pal axes of the g and 3 tensors, shows small changes in
hyperfine separation which are expected [25] and have
been measured [26] to vary monotonically across the
hyperfine manifold. The magnitude of the changes is also
expected to be inversely proportional to the microwave
frequency. These properties cannot explain the behavior
of the low-field quartet from azurin. Simulations have
shown that even an extreme noncoincidence of the princi-
pal z directions for the g and 3 tensors does not result in
collapse of hyperfine structure at 35 GHz.

X-band EPR spectra of cupric acetate in 60% glycerol,
40% water at 243 K show an increase in the width of the
hyperfine peaks at higher field [27]. Because a negative
correlation between g and

~
A

~

would associate increased
hyperfine splittings with decreased g values [28], this
field-dependent broadening was hypothesized to be a
consequence of such a correlated statistical variation in
the spin-Hamiltonian parameters [27]. Figure 4 demon-
strates how negative correlation in a two component
model broadens the upfield hyperfine peaks while leaving
the downfield peak approximately stationary. Since the g
variations arising from sample inhomogeneties probably
result in microwave frequency-dependent hyperfine
linewidths, it was suggested by Hill [23] that such statisti-
cal variations might be the basis for the anomalous low-
field EPR behavior of azurin. The statistical contribu-
tions of various (g, A ) pairings are likely to be well de-
scribed by a bivariate Gaussian distribution centered
about mean values go, A0. If the respective standard de-
viations are labeled os and cr „,then [29]

1
&( A, g)=,—exp

2vrcr o ~(l —p )'~ 2(1 —
p )

2
R0

Og

2
A —A0

OgoA

where p is the correlation coefficient, defined by

(Ag) —A,g,covar(g, A )P=
&var( A )var(g )

A = Ao+S(g —
go ), (2)

Ideally, simulation of azurinlike EPR spectra would be
investigated by summing members of a library of spectra
generated from random combinations of g&& and 3»
with weights given by Eq. (1) for various values of p, go,
Ao, o. , and 0.&. Some constraint of this elegant pro-
cedure is necessitated by the extent of computer
resources required to do the calculation, and a particular
simplification, used below, is justified by other observa-
tions.

Figure 9-5 of Ref. [30], which is a plot of the mean
values of

~ A» ~
vs g» for several classes of cupric com-

plex, shows that there is a nearly perfect negative correla-
tion between these parameters from cupric sites in pro-
teins ("type 1")closely related to the azurin studied here.
Library spectra therefore were generated with the as-
sumption of the linear relation

where the mean value of g0 was taken to be 2.269 and
that of A0 either 0.00525 or 0.0056 crn '. Gaussian
lines of rms width 16 G were used. Eighty such library
spectra, from g =2.230 to 2.309 in increments of
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FIG. 4. Two (X-band) single-site simulations correlated by
dA /dg = —0.09 cm
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hg =0.001, then were summed on the basis of a univari-
ate Gaussian distribution in g. These "distributed" simu-
lations of the 35-GHz low-field region reproduced the
basic shape observed experimentally even for ~$~ =0.01
cm ', although both the sharpness of the downfield edge
and g corresponding to the center of the broad resonance

increased slightly with ~S ~. The ability of the distribution
hypothesis to account for the observed spectral proper-
ties was tested by simulations at lower frequencies. Spec-
tra were simulated at both 6.077 and 9.240 GHz.
Characteristic features of the low-field spectra were
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FIG. 5. For the simulations upon which Figs. 5 —9 are based, a set of 80 library spectra were generated for each of five different

correlation parameters S (the horizontal axis in each plot). The 80 spectra in each set's resultant spectrum were measured and plot-
ted for four standard deviation values (o g i: 0,0.003; 1,0.008; ~,0.011;V, 0.014. Less than four data points at any value of S used in
the simulation indicates the feature plotted was not resolved at all four standard deviations. b,B» is the magnetic-field separation
(+0.05 mT) between the two lowest-field hyperfine peaks, hB» is the analogous separation between peaks 2 and 3, and EB34 is the
spread between the two highest low-field peaks. (a) data are for 6.077 GHz, while the (b) data are for 9.240 GHz, both with a mean 2
value taken to be Ao =52. 5 X 10 cm
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determined for several standard deviations in g (namely,
erg =0.003, 0.008, 0.011, and 0.014) and plotted as a func-
tion of the correlation parameter S of Eq. (2). Simula-
tions with o. =0.003 closely approximate the case of sin-
gle g and 3 tensors since the effects of a distribution are
not discernable for smaller standard deviations in g.

Figures 5 —8 show representative plots of the informa-
tion obtained from simulations of EPR spectra based
upon the distributions just described. In the J-band
simulations, the magnetic-field separation between peaks
1 and 2, AB,2, is affected little by o. and not at all by S.
No simulated AB, 2 is less than the mean 2 value used to
generate the spectra [e.g., 0.00525 cm ' or 4.95 mT for
Fig. 5(a)], regardless of other distribution parameters. In
the 6.077-GHz simulations for o.

g
)0.003,6B&2 is always

smaller than AB23, in accord with experiment. The sepa-
rations between successive hyperfine peaks in X-band
simulations resemble those in the experimental X-band
spectrum; i.e., AB23 is the largest separation and EB34 is
the smallest. Note that, at X band, AB34 decreases with
increasing ~S~ such that peak 4 can become unresolved
when the values assigned to S and o.

g permit this. The
JM 23 intervals from the simulations at 6.077 and 9.240
GHz are consistent with the experimental data taken at
these two frequencies when o. (0.014.

In a similar manner, plots (some are shown in Figs.
6—8) of simulated low-field trough separations, g values
calculated from the central troughs, and shape and width
factors, are used to constrain the parameters to ranges for
which simulations of J- and X-band spectra, Fig. 9, are in
agreement with their experimental counterparts. This
agreement is remarkably good in view of the approxima-
tions. Because the actual absorption bands are not purely
Gaussian, and nitrogen hyperfine structure from the two
imidazole ligands [10,11]has not been explicitly included,
it is unlikely that simulations based upon Gaussian line
shapes can reproduce the observed spectra entirely faith-
fully. Furthermore, while the g values may be distributed
approximately according to a Gaussian, the actual distri-
bution need not be exactly symmetric or even continuous.
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DEPENDENCE OF LINKWIDTHS UPON m
AND FREQUENCY

The parameters plotted in Figs. 7 and 8 show that peak
1 is better resolved at the J-band frequency when
~S~ =0.06 cm ', and better resolved at the X-band fre-

The parameters that produce agreement with the EPR
spectra at all three microwave frequencies are.

(g„)=go=2. 269, g~~ =2.053, g33 =2.036,
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FIG. 8. The ordinate is the full width at half maximum (in

mT) for the peak at lowest field. The plots shown are for
AD=52. 5X10 cm '. The microwave frequencies (in GHz)
are (a) 6.077 and (b) 9.240.
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(Ao-0.005 cm ') when the microwave frequency is be-
tween 6 and 36 GHz, the first term of Eq. (4) has little
infiuence. Peak 1 (mi= —', if A )0) therefore should be
stationary at 6.1 GHz if S=—0.06 cm ', and at 9.2
GHz if S=—0.09 cm '. These predictions agree well
with the behavior noted in Figs. 7 and 8.

While the extrema in a frozen solution, first derivative,
EPR spectrum are proportional to the actual absorption
lines observed in a single crystal [31], the locations and
shapes of the low-field mr =

—,
' hyperfine peaks reported

here at J-, X-, and Ea-band frequencies could be
in6uenced by the effects of averaging over orientations
associated with frozen solution spectra as well as by the
effects described by Eq. (3). In any case, from Eq. (3), the
values of S at which peak 2 is stationary in the absorption
spectrum are —0.018 cm ' at the J-band and —0.27
cm ' at the X-band frequencies. Within the range of S
used in the simulations under discussion here, the separa-
tion between peaks 1 and 2 should be more affected at the
X-band frequency than at the J-band frequency by a dis-
tribution, a feature shown by Fig. 5.

The linearity of Eq. (3) requires that a symmetric dis-
tribution of spin-Hamiltonian parameters not shift the
hyperfine band centers in a single crystal. However, a
Gaussian distribution in spin-Hamiltonian parameters
can broaden a Gaussian-shaped hyperfine peak from an
rms linewidth of mo in the absence of distribution to

FIG. 9. Sample frozen-solution EPR spectra simulated with

a distributed site model: gp =2.269 Ap =54X 10 cm
dA /dg = —0.08 cm ', o.

g
=0.009. The J-band spectrum in (a)

should be compared with the experimental spectrum, Fig. 1; the
X-band spectrum in (b), with Fig. 2.

Small changes Ag and 5 A shift this field by

bB =(mi Ao hv)(bg/gop~ )
——ml(b A /gop~ ) . (3)

Equation (3) predicts that the resonance field will not
shift if the changes in hg and AA are correlated such
that, with S=AA /dg,

S= Ao/go h &/gomr (4)

Because h v/A o is in the range 40—240 for azurin

quency when ~S~ =0.09 cm '. For these correlation fac-
tors at the respective microwave frequencies, peak 1

remains stationary, e.g. , a shift upfield due to a decrease
in g is offset by the downfield shift concomitant with an
increase in

~
A ~. A quantitative basis for this

phenomenon was formulated by Froncisz and Hyde in
considering the dependence of linewidths upon mr as ob-
served in square-planar complexes of relatively small
ligands with the cupric ion [21]. For a cupric complex
with a low-field EPR spectrum characterized by go and
Ao, the resonance field corresponding to the level mr is

8 = ( h v —ml A o ) /goy~ .

where 58 is the variance of the distribution in B [21].
The latter variance can be written, with Eq. (3), as

bB =(hv/gop~) crs+2ms(hv/gopa)(oga —Aoog/go)

+(/BI /goIJ, ~(cT g + A ocT /go 2A ocT g /go ) (6)

where o. =hghg, o.
& —=hA hA, and the covariance

o.g~ —=AghA is nonzero when g and A are correlated.
Linewidth differences within the hyperfine quartet are as-
sociated with the ml terms. Because Ao«hv, notice-
able linewidth differences between resolved +mr absorp-
tion peaks require significant covariance. Even if Eq. (6)
quantitatively described the behavior of all four low-field
hyperfine peaks in frozen solution, first derivative spectra
from azurin, the poor resolution of the experimental
peaks precludes direct determination of distribution pa-
rameters via comparison between the formulation above
and experiment. For example, the best resolved hyperfine
peak in the X- and J-band spectra (the one lowest field) is
not adequate enough to test the frequency dependence of
Eq. (6) because the predicted difference (0.3 G) is less
than the experimental accuracy (+0.5 G). Although Eq.
(6) may not be useful in quantifying the behavior of the
individual hyperfine peaks from azurin, and simulations
are therefore essential, the equation does provide insight
into the mr and frequency dependences of spectral
features.

With o. z =Sog and o.g„=So.g, and the values of
go, o. , A o,S, and mo obtained from simulating the experi-
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HYBRID-ATOMIC-ORBITAL MODEL
OF CUPRIC HOLE STATES

The cupric hole is associated with the metal and all
surrounding atoms. (In azurin, these are the two nitro-
gens and two sulfurs described in the Introduction. )

States of such a system are often approximated by mixing
metal orbitals with ligand functions constructed as linear
combinations of orbitals on the neighboring atoms. In a
distinctly di6'erent description, nuclei of the atoms in-

and regularity of the low-field quartet, but the location of
the fourth peak would remain poorly de6ned.

volved in the metal site are viewed as coalescing to form,
together with surrounding electrons in an appropriate
configuration, a single united atom. In this approach, the

ligand orbitals become united-atom orbitals of the same

symmetry as metal ion orbitals.
All of the optical, magnetic, and magneto-optical prop-

erties of the metal site in cupric blue proteins like azurin
are consistent with low symmetry [18—20, 32]. While the
cupric site is almost certainly without any element of
symmetry, models with the low symmetry of point group
D2 have been found to provide a good starting point for
calculating spectral and magnetic properties, with devia-

tions from D2 added when necessary [2,18—20]. At the

start, the states are expressed as linear combinations of
atomic orbitals belonging to irreducible representations

of D2, a hybrid-atomic-orbital model (HAOM& with

which orbital-angular-momentum calculations can readi-

ly be made. All of the states shown in Table I belong to
irreducible representations of D2 except the ground state,

into which a small amount of 4s is introduced to account,
in part, for the unusually small hyperfine splitting l A» l

in azurin [2]. Alternative ordering (by energy) of the ex-

cited states is considered below.
In order to calculate quantitatively the principal values

of the g and A tensors, it is necessary to include the
effects of delocalization of the cupric hole onto ligand

atoms. In the HAOM, this can be done with radial delo-

calization factors [3], f;, which are related to orbital

reduction factors [33]; the latter are the fraction of free-

ion spin-orbit coupling remaining after complex forma-

tion, and are closely approximated by f; . For example,

the radial dependence of the l4p & united-atom orbital

can be expressed in terms of the copper radia1 function

R4 (r ) and an expanded radial function R,„(r) associat-

ed with the ligand contribution:

14p, &
= lp, &[f,l&, &+(1—f,')'"~...&],

where 1 f„ is that fra—ction of the hole which is too delo-

calized to resemble a cupric 4p orbital. For operators
which depend inversely upon the cube (or higher power)
of the radius, like spin-orbit coupling, matrix elements
will be reduced from the free cupric ion value; e.g. ,

TABLE I. Hybrid-atomic-orbital model energy-level diagram for the single cupric hole in azurin.

1~3 & =(1—e3)'"13d,.&
—o314p. &

l&l & =(1—P,')'/2I3d„, & P, I4p, &-
, „,[p(t+ ')'"l3d„, &

—4p, &]
[ 1+p2( 1+~2)]1/2

I&, & =P, I3d„&+(1—P', )'"l4p. &

I» & =p2I3d..)+(1—P~g)'"l4p, &

l
~', )=. . .„,[l3d, , &

—8(1+y')'"l3d,')+yl4. &]

, )+(1+@')'/2l3d,'&+) 8l4s &]
I

+p(1+ ')'"l4p, &+ l4mo(1 +P)(1+2)+()2]/2xJI X
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&4p, lu. —
)l4p, & =f, & V.—

) &,.„.„„
+(1—f') & &( ') &,„

2
fy ~free ion

where the contributions from overlap and &A,(r ) &,„
are small (but not negligible, as can be seen when the
bound cysteine sulfur, with A, = —382 cm ', is explicitly
included [34].) Conversely, electric dipole matrix ele-

ments, which are proportional to &r &, can be greater
when delocalization is present than for the free cupric
ion. Delocalization from ~3d~y &, ~3d„, &, and ~3dy, & is

not included explicitly. (The admixtures of ~4p, &
—and

of ~4s & in ~B, &
—already reAect bond formation with

ligand atoms. ) Delocalization is taken to be the same in
states

~ A, & and
~ A, &, and is quantified by the radial

delocalization factor f„,.
The principal g and A values have been formulated by

two standard methods [17,35] with the following results:

g „—2.002 3 =
I
—8A I [(1+p ) ( 1+o ) + ( y o)].

j I [f~, I( 1+5 )( 1+y ) ](5 /E „,+ 1/E „', )

+(yop) (1+o )/[1+p (1+o)]EB,.j,
g22

—2.0023= —I2/[(1+p )(1+o )+(yo. ) ]j(A I[/32
—p/32'1/ (1 —/32)(1+cr )]IEB2

(7)

+ [ 1 /3, +p/3—2 "(/ ( 1 —
/32 ) ( 1+o ) ] IEB2

+(ycr) [/33/EB3+(1 /33)IEB3]j

+f,f2', 'I [p (1 —/32)(1+o. )

p/32 "(/ (1——/32)(1+ cr') ] IEB2

+[p /3, (1+cT )+p/32 (/ (1—/32)(1+o')]IEB2 j ),

4f,p ( 1+o. )

5[(1+p )(1+cr )+(yo ) ]

1

[(1+p )(1+o. )+(ycr) ]

3I" I

f +f2 2(1+ 2)
5 Wp W3

41+A,
7[(1+p )(1+o )+(yo ) ]

3P
[ 2] A,

7 Wl W2

with

i / 2/EB2+/ 3/ B3+ ( / 2) EB2 + ( 1 / 3 ) IEB3

1/w 2
=f,p+ 1+o[f2/32 (r/ 1 —

/32( 1/.EB2 —/EB2 ) +f3/33'(/ 1 /33(1 /EB3 ——1/EB3 ) ],
and

(9)

1/w3 f2( 1 / 2)IEB2+f3(1 / 3)IEB3+f2/ 2/ B2 +f3 3/IB3

2p [I+(y~)'] 2p' f ip'(1+~')=
—,
' A+

[(1+p')( I+ rr')+ (yo. )'] & [(1+p')( I +cr')(ycr )']

1 P + + +P' f p3/1+cr
[(1+p )(1+cr )+(yo ) ] wc ws

+f,p(1+o. )
W8

with

1/w~ =2{p22/EB2+ ( I —p', ) IEB2+ (ycr )'[/33/EB3+ (1 /33) /EB3 ]j—
I/33/EB3+ ( 1 /33) /EB3 + (yo ) [/—32EB2+ ( 1 —p2) /EB2 ] j

1/ws —(1/E~i —1/E~i)4v'35/[7(1+62)V 1+y ],
1/w6 =f i p3/1+ cr 2[2f2/32'—(r/1 —/322(1/EB2 —1/EB2)+ ( 3/7)f3/33 "i/ 1 —/33(1/EB3 —1/EB3 )],
1/w7 =2f2/32"tr/I —p2[(1/EB2 —1/EB2)+ ,'f 3/33"t/1 —/33(1/EB3 —1/EB3)—],

(10)
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and

I/ias =—2f ~ [(1 /3—2)/E~2+ p2/E~q ]+—,'f q [(1—pq)/E~q+/3q/Eiig ],
where gii )gz2 )g&& (which generally requires E&2 (Ez&), fz i is the radial delocalization factor for states

~

A i ) and

~

A ', ), P; and f, belo.ng to state ~B; ), and g33 A3$ are given by expressions analogous to gz2, A2z but with subscripts 2
and 3 interchanged. A. and A,

' are the spin-orbit coupling constants for copper 3d and 4p electrons, with values —828
and 925 cm ', respectively. P and P', given by 2.0023gzp~pz(r ), are assigned their customary values of 0.036 and
0.040 cm ' for the configurations 3d and 3d ' 4p ', respectively. The contact term is

—,
' A = j 1/[(1+p )(1+cr ) +( ya ) ]]( icP[—1+(yg ) ]+AF'[cr +[f„,ly/(1+5 )(1+y )] (5 /E„, +E', ) ) .

(j&11 QA11 BA11
5p+ 5cr + 5y

11 BP

5gll ~gii
5 + ~gll

5

Not present in Eq. (12) are contributions due to possible
differences in the excited states associated with
differences in structure. In this connection it should be
noted that, because ~A, /EB; ~

(0.1, g» and A» do not
have significant contributions from the excited ~8; )
states. A i &

and g i i do depend upon states
~
A i ) and

~
A i ) through 2.0023 —gii. If the term
P(2.002 3 —g—ii ) were of importance in the correlation

between A» and g», then S would be close to the value
of P; but this is clearly not the case because the value of P
is +0.0036 cm ' which differs in sign from S( —0.08
cm '). Changes in A» and g» associated with changes
in

~

A i ) and
~
A i ) may, to some extent, contribute to

5A» /5g», but this possibility is not included in Eq. (12)
which rejects only properties of the ground state and
generates an upper limit to S (i.e., a lower limit to ~S~).
Yet the values of S calculated with Eq. (12) tend to be
more positive than —0.08 cm ' (see Table II) rather than
more negative (to offset a possible contribution from

~
A )

and ~A', ), which would be positive). Thus the model-

independent parameter S, obtained from analysis of the
frequency dependence of the EPR spectra, is seen to im-

pose a strong constraint upon the hybridization and delo-
calization parameters of the HAOM.

With AA» linearly correlated with Ag», and both the
numerator and denominator of Eq. (12) trilinear in 5p,
6o. , and 5y, these deviations are required to be in a fixed

(12)

Here ic(0.43) is the isotropic contact interaction factor
for the cupric ion, which refiects the net ~s ) hole density
at the nucleus from core polarization, and AF' is the Fer-
mi coefficient of the ~4s ) orbital (0.2 cm ').

The simulations described earlier in the paper imply
that the varied shapes and separations of the low-field
quartet arise from inhomogeneous cupric sites which pro-
duce statistical variation in g» and A» correlated by
S=6

~ A» ~
/b, g» ———0.08 cm '. Associated with the

slight differences from the average structure are
differences, e.g., 6p, from the average values of the hy-
bridization parameters. 5A ii /5gii is readily formulated
in terms of partial derivatives (calculated from the
HAOM formulas) and the deviations of the hybridization
parameters:

I

ratio. We assume then that, whatever atomic or charge
disposition produces the average displacement of the cu-
pric site symmetry away from planar (with resulting hy-
bridization parameters p, cr, and y), changes of this
disposition from the average serve to increase or decrease
the hybridization parameters proportionately, i.e.,

5p/p=5cr lcr =5y/y .

It follows that

0 211 B 211 (3211
p+ 0+

Bp Bo Bg

a ~+a

(13)

(14)

Optical measurements (absorption, circular dichroism,
and magnetic circular dichroism) in the near-infrared and
visible regions [3, 12—15] have established the existence
of broad and overlapping transitions in azurin at 10500,
13000, 16000, 18500, 21500, and 24500 cm '. Absorp-
tion and circular dichroism measurements [14] suggest
that there may also be a transition at about 7000 cm
The band at 16000 cm ' could be the superposition of
two bands only 100 cm ' apart [3]. The manifold of
states shown in Table I allows seven transitions from the
ground state, and the corresponding energies appear in
denominators of Eqs. (7)—(11). While there is no question
that the strong transition at 16000 cm ' involves B2
and/or B& states, because of the uncertainties in the 7000
and 16000 cm ' transitions mentioned above and the
compatibility with the data of alternative ordering of
several levels, several sets of assignments have been con-
sidered. In Table II representative cases are shown (or-
bital energies, hybridization coeKcients, and radial delo-
calization factors) of the HAOM that generate magnetic
parameters in agreement with those obtained from
analysis of the experimental data.

The examples shown in Table II all have the centers of
the states of Table I separated by 3000 cm '. We also in-
vestigated the effect that nearly degenerate states around
16000 cm ' would have on the magnetic parameters by
setting the energies of the B2 and B& states to be 16500
and 15 500 cm, respectively. With states this close in
energy, the spin-orbit interaction that couples these states
is a non-negligible fraction of the ligand field-induced en-
ergy splittings. Rigorous calculations of the magnetic
properties therefore require that the nearly degenerate
states be diagonalized with respect to the ligand field and
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spin-orbit interactions simultaneously in determining the
actual composition of these nearby states. The details of
this procedure, and its application to the calculation of
magnetic circular dichroism parameters in low symmetry
sites, are given in the Appendix of Ref. [19]. We carried
out the analogous nearly degenerate treatment for the
calculation of the g values in the present case and found
that, with the ~Bz ) and ~B2) states separated by only
1000 cm, the g22

—
g33 rhombicity is noticeably de-

creased. Without spin-orbit interaction coupling the
B2 ) and ~B3 ) states, the ~B2 ) state is primarily respon-

sible for g33
—2.002 3 and the ~B3 ) state is primarily re-

sponsible for g22
—2.0023. With the inclusion of the

spin-orbit coupling between these states, the final states
are now each mixtures of both ~B2 ) and ~B3 ). This has
the effect of decreasing any ligand-induced difference be-
tween the magnetic x and y axes and thus decreases the
difference between g33 and g22 compared to a calculation
that does not treat the states in a nearly degenerate
fashion. Because the ligand field splitting is not expected
to be zero (which would imply tetragonal symmetry) the
final two states will not be equal combinations of ~B2)
and ~B3) and, therefore, some difference in g2z and g33 is
still expected. We found though, that to get a calculated
rhombicity (g2z

—g33) of approximately 0.017, as ob-
served experimentally, the hybridization parameters Pz
and 133 have to differ from one another, e.g. , 0.75 and
1.00, respectively, noticeably more than for the cases list-
ed in Table II. But there is an inconsistency in Pz and P3
being very different while the ligand field splitting of
states ~Bz) and ~B3) is small; for the states to be only
1000 cm ' apart implies that the ligand field makes only
a small distinction between the two states and therefore
the, hybridization coefftcients of the states, Pz and P3,
should also be similar. Therefore we believe that the ex-
perimentally observed rhombicity in g values requires
that ~B~) and ~B3) be further apart than 1000 cm
However, the differences in the values of Pz and P~ for the
cases in Table II are physically consistent with the energy
difference of 3000 cm ' between the ~B2) and ~B3)
states.

The ranges of p, rr, and y~ for which agreement is
found between measured parameters and those calculated
with the HAOM model are surprisingly narrow. p is in
the range 0.65 —0.72, o in the range 0.22 —0.26, and ~y ~

in
the range 0.44 —0.58. It follows that the solid angle
within which the direction of maximum concentration of
ground-state orbital is to be found is small. This direc-
tion, obtained from calculus in the usual way, is given by
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cot(2$),„, p)
= —yo (16)

where 8 and p are the spherical coordinates appropriate
to the x,y, z, system of Table I. With p=0. 70, o =0.23,
and @=0.50, 0,„, , =71.4 (or 18.6 out-of-plane) and

„&
= —41.9'. The ground-state hole density is seen

to be tetrahedrally distorted away from the planar con-
centration of the lobes of the 3d orbital (and also slight-
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ly rhombic). A single-crystal EPR orientation study of
cupric azurin remains to be carried out, and so the orien-
tation of the spectroscopic principal directions with
respect to the crystal axes is not yet known. The single-
crystal measurements are clearly of great importance; the
results will enable one to relate the electron density func-
tion of the ground state arrived at from spectroscopic
measurements to the three-dimensional structure around
the cupric ion available from x-ray diffraction.

STRUCTURAL DISTRIBUTIONS
AND FORCE CONSTANTS

Associated with a distribution in structure are distribu-
tions in hybridization parameters. Thus, for the ground
state, there will be spreads o, o. , and o. in the parame-
ters p, o., and y. These spreads will be taken in the ratio
o. :o. :o.~=p:o".y as were their deviations, Eq. (13). It
follows that

~gll ~g11 ~gi&oz=o. =- o- + o- +g g11 dp P a~ ay y (18)

For p=0. 70, o. =0.23, and y=0. 50, the partial deriva-
tives are

~g]$ ~g/$ ~g]]= —0.245, = —0. 120, = —0.226 .
Bp Bo Bp

(19)

With the value o. =0.009 arrived at from matching
simulated to measured spectra, one obtains

o =0.020, o. =0.0066, o. =0.014 . (20)

Equations (15) and (16) then provide spreads in the angles0,„, ~&
and P,„, ~&

of o&=0.6'(0.01 rad) and
o

&
=0.2 (0.0035 rad), respectively.
If the structural changes responsible for the spreads in

the hybridization parameters result from normal modes
frozen in at about 200 K, then equipartition can be em-
ployed to obtain force constants. Changes in 0 are then
seen to arise from a tetrahedral bending mode affecting
the tetrahedrally disposed four lobes of the distorted 3d
ground orbital. Corresponding to the spread o.

& there are
0

four linear displacements of 0.02 A for copper-ligand
bond lengths of 2 A. The force constant calculated on
this basis is 1.7X10 dyn/cm, large for a bending mode
but understandable in terms of the constraining inhuence
of the protein in determining the geometry of the metal
site. From the spread in P, cr&, a force constant of
14X 10 dyn/cm is obtained, about an order of magnitude
stiffer than from 0 and in the range for stretch modes.
Thus the combination of copper and protein force com-
ponents that constrain the P rotation of the orbitals do so
significantly more rigidly than do those that constrain the
t9 motion. In the HAOM quantified here, the stiffness of
P displacement is related to the small amount of 3d ~x —y
mixed into the ground state.

DISCUSSION

Quantitative information about force constants, ob-
tained from the analysis given here, is necessary for un-
derstanding the mechanics of proteins and, in conjunc-
tion with resonance Raman data [36], of potential use in
characterizing normal modes. Further, the force con-
stants enter treatment of thermal activation of electron
transfer processes [37], and the resulting formulation can
be applied to the blue cupric proteins [38].

Interpretation of the spreads in hybridization parame-
ters in terms of force constants and equipartition is based
upon the freezing in of vibrational modes [7]. Do the
spreads in site geometry arise mainly from freezing in vi-
brational modes, or is freezing-induced structural strain
more important? Information from this laboratory indi-
cates that stresses associated with formation of ice crys-
tallites are not a major factor in producing the structural
inhomogeneities found in high-spin ferric myoglobins and
hemoglobins at low temperatures. For example, the
aquo, methanol, and ethanol complexes of these proteins
(frozen under the same conditions and with the alcohols
at concentrations too low to affect the freezing process)
have diff'erent and characteristic spreads in E/D (ratio of
rhombic to tetragonal strengths of the ligand field) and

(spin-orbit depletion of the ground sextuplet) [39].
Conversely, the value of o. , (rms spread in energy of the
first excited electronic level of heme iron) is the same for
frozen crystals as for solutions of aquo ferric myoglobin,
wherein the size distributions of ice crystallites almost
certainly diff'er [9]. With regard to azurin itself, addition
of glycerol (believed to reduce the size of ice crystallites
and promote glass formation) has little effect upon the
EPR spectrum [22]. The information presented in the
preceding sentences also argues against random electric-
field contributions from inhomogeneously frozen solvent
(water) as a major source of distributions in hybridization
parameters; it should be noted that the copper is shielded
from the solvent by a hydrophobic surface region [10],an
environment which keeps the polar solvent away from
the metal ion and reduces interactions between the two.

Thus the data at hand indicate that, at least for the
proteins just discussed, structural inhomogeneities re-
vealed by EPR spectroscopy at low temperatures are pri-
marily characteristic of the macromolecules, with proper-
ties of the ice phase around them playing a secondary
role. The extent of this secondary role should be evalu-
ated because, as discussed above, quantitative informa-
tion about force constants is needed. Fortunately, a
means for investigating and controlling stress-producing
conditions associated with freezing is now available [40].
[Stress is caused by the growth of ice crystallites and the
expulsion of solutes from ice as it is formed, resulting in
regions of concentrated solute. The extreme conditions
are (1) homogeneous solute distribution and small ice
crystallites, achieved by very rapid freezing of a solution
rich in, for example, sucrose; (2) inhomogeneous solute
distribution and large ice crystallites, achieved by very
slow freezing of a solution with minimal solutes. ] The
distributions in g and A tensors associated with protein
modes could be joined by a contribution from ice-
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produced strain, the magnitude of the latter depending
upon the conditions of freezing.

The structural model-based treatment of distributed
spin-Hamiltonian parameters given above depends upon
considerable knowledge of the paramagnetic center, such
that a substantial number of electronic levels can be em-
ployed with some confidence. When this is not the case,
model-independent analysis is required, examples of
which can be found in the first part of this paper and else-
where [41].

CONCLUSION

EPR spectra at J-, X-, and Ka-band frequencies from
azurin in frozen solution at 77 K reflect correlated distri-
butions in the leading principle values of the g and A ten-
sors. Simulations based upon a linear relation between
A» and g» reproduce salient features of the experimen-
tal spectra, provide accurate principal values of the g and
3 tensors, and quantify the rms deviation of the distribu-
tion in g t t and the correlation factor S=b

~ A» ~
/b g».

All of these experimentally obtained, model-independent
parameters, are readily generated with formulas derived
from a hybrid atomic orbital model when the energies of
the excited states are taken from band analysis of optical
spectra (absorptivity, circular dichroism, and magnetic
circular dichroism). Sets of hybridization parameters
which produce magnetic (and optical) properties con-
sistent with experimental data generate ground-state or-
bitals which are closely related in their low-symmetry
components. Possible sources for the mixing of excited
levels of the free cupric ion into the predominantly 3d
ground state of the bound metal are apparent. The four
closest atoms, two nitrogens and two sulfurs, are con-
strained by the protein to a configuration of low symme-
try. An electric field of low symmetry due to charges on
amino acid side chains will be present. It should also be
noted that the electric dipole polarizability of sulfur is
about three times greater than that of nitrogen.

The distribution in geometry of the ground-state orbit-
al was quantitatively interpreted above in terms of modes
of motion, and equipartition yielded sensible force con-
stants. There can also be a contribution to the spread in
hybridization parameters from a distribution in electric
field at the cupric site. Whatever the source, analysis of
the experimental spectra shows that the ground state of
ihe cupric ion in azurin differs significantly from mole-
cule to molecule. There are no compositional or covalent
differences among these protein molecules. Clearly then,
at the temperature of the living system, cupric sites in
azurin are undergoing fluctuations in electronic structure
of the kind described above and of greater amplitude.
Among such fluctuations are ones which bring the struc-
ture closer to that preferred by the cuprous ion, thereby
increasing the probability of electron transfer to the cu-
pric site when an electron donor is present. The effect of
such structural fluctuations upon thermal activation of
tunneling has been treated quantitatively [37].
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