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A singular perturbation theory for nonlinear Schrédinger solitons is extended into second order.
An application is the calculation of the contribution of the radiation to the phase-independent
interaction between soliton pairs, as suggested by Smith and Mollenauer [Opt. Lett. 14, 1284

(1989)].
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I. INTRODUCTION

Recently, this author has presented a singular pertur-
bation theory for soliton propagation in optical fibers.
This work was an extension of previous soliton pertur-
bation theories [2-5], and gave explicit formulas for cal-
culating first-order effects. In fact, the analytic results
were shown to very nicely compliment known numerical
calculations [1].

Also recently Smith and Mollenauer have experimen-
tally observed a long-range phase-independent interac-
tion occurring between soliton pairs [6]. One suggestion
for a possible source of this interaction was the continu-
ous spectrum (radiation) emitted by the perturbed soli-
tons. This would be a second-order interaction, where
the nonlinearity couples the emitted radiation from one
soliton to the other soliton. Estimates of such an effect
require an estimate of the size and nature of the emit-
ted continuous spectrum. The purpose of this paper is
to provide such a calculation and to give numerical esti-
mates relevant to the experiment.

In addition, we shall also calculate and numerically
estimate the first-order contributions due to various per-
turbations, such as higher-order dispersion [7,8], the de-
layed Raman effect [8,9], damping [1,2,4,8-10], and the
soliton self-frequency [11-14,9] shift. Of these mecha-
nisms, the dominant one for optical fibers is damping.
Although one can partially compensate for this damping
by using the Raman effect to pump the soliton [15], one
is then left with a net effective damping which is spa-
tially oscillating and periodic. The difficulty with this is
that this periodic damping can then pump the continuous
spectrum, generating radiation of this periodicity which
radiates away from the soliton. This damping-generated
radiation travels freely until it collides with the next soli-
ton. As it collides with and passes through the next soli-
ton, it gives an attractive impulse to this second soliton,
causing it to slightly shift its position toward the original
soliton. Consequently, an array of solitons in an optical
fiber will be unstable due to this long-range and phase-
independent interaction, since it will pull initially well-
separated solitons towards one another and into collision.
In particular, a periodic array of solitons is unstable to
this interaction. Any slight deviation of one soliton in
such an array from its equilibrium position will grow ex-
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ponentially. However, for the single-mode quartz fiber
proposed in Ref. [7], a shift of one soliton width would
require a cable length of about 400 000 km.

In Sec. II we present the general second-order equa-
tions for the perturbed nonlinear Schrédinger equation
(NLS). In Sec. III, we use appropriate numerical values
to estimate the magnitude of the major perturbations.
Then using these values, in Sec. IV, we are able to se-
lect out the dominant second-order terms for considera-
tion. As we shall see, the dominant second-order term is
the nonlinear coupling between the Raman-compensated
pump-generated radiation and the adjacent solitons. Our
final result can be interpreted in terms of the phase shift
that occurs to a soliton when a small packet of radiation
passes through it. Thus the results of Alonso [16,17] can
also be used to estimate the size of this effect.

II. THE SECOND-ORDER PERTURBED NLS

As shown in Ref. [1], one may expand solutions of the
perturbed NLS

i0,q = —02q — 2¢*¢* + €R[q, ¢*] (1)

in the singular perturbation expansion about a single soli-
ton as

g=gqo+eqp +€+--, (2)
where
w=2 3
=2n(z - z), (4)
a=-2%(z—%) +a. (5)

In the above, A is the amplitude of the soliton, 7 is the
inverse of the width, Z is its position, and & is its phase at
its center. Also q is the scaled electric-field envelope, ¢ is
actually the scaled position along the fiber while z is the
scaled comoving temporal coordinate. As in Ref. [1], we
allow the soliton amplitude and width to be independent
variables. However, if the perturbation is small, we do
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expect A to be very close to the value of 25, which is the
pure soliton value.
We also introduce the multiple time scales, whence

™ =€t (6a)

J _ 8 7] 29 7]

ot - 31’1 te 6T2 o (6b)
We take A = A('rl,'rz,...) and n = n(m,7s,...). For

simplicity, and to avoid certain secular terms, we also
take £ and @ to be independent of 75 (= t) and to be
dependent only on the slow time scales. Consequently,
in order to have the proper zeroth-order behavior, we
expand Z as
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the column matrix
_ e_.m(éh +ega+-0) .
v ( e (gt +egs+--) ) ®)
then the evolution of v is given by
0w +4n*Lv=F , 9
where the operator L is
=03(02 — 1) +— (2<r3 +ios) , (10)

with o1, 02, and o3 belng the Pauli spin matrices. The
eigenstates and closure of L are summarized in Appendix
A.

The source F' is of the form

1
T=ZT_1—+Zo+ ZT1e+ -, (7) R
€ F = (’—'R*> 3 (11)
and similarly for &.
For the higher-order parts of the solution, we define  where from all of the above, we obtain
i
. —iap_ b Ab 60 a2 2A 2¢
eR=¢€e**R —coshoa,A (ncosh9 + —p ) 8:€ + (4n? — A?%) i3s T woan 0(2/1 + p*)
Asinh @ 2EA .. sinh@ ) _
Lo s on+ | —— —21A 2ined, 2 0 4
(TICOShZB n eﬂ) o (COSh9 ' ncosh [ +2inedop + 2eCp ) (9 + 48)
A - 2 2 37,2 * 24¢ 2
+ (cosh0 + 6/1) (6& — dn” — 46%) — 27 (u") cosha( m” = osh0 (” 2K (12)

where u is the first component of v, which by (8) is

(13)

The terms of order € in (12) were given in Ref. [1]. Here
we have given the general expression, which can be ex-
panded to any order desired. One would only have to use
(6), (7), and (13) in order to expand (12) to the order
desired.

One should note that the coefficients of 3;& and &;n
contain terms secular in 6 at second order since, in gen-
eral, u will approach a plane wave for large 6. The origin
of these terms and their handling is described in Ap-
pendix B. We shall not need to be concerned with them
here.

The last two terms in (12) give the second-order non-
linear coupling between the soliton and the continuous
spectrum (radiation). In these terms we shall find the
phase-independent long-range interaction.

As discussed in Appendix A (and B), the correct ex-
pansion for v is in terms of the continuous eigenfunctions
of L. Thus we take

v= nf dklg(nk + &, 8), k > +3(nk — £, D[P,k >] .

(14)

p=e"" (g1 + gze + gze> + ) .

Consequently v, to all orders, is orthogonal to the four
states |¢e >, |[#o >, [x >, and |#¢. >. Inner products
of (12) with these states determine the evolution of the
soliton parameters. To first order [1], these are

€
O = 5% < doloslFext > , (15)
A .
46:14 - 2;8{’7 = -1 < ¢e|0'3|Fext >, (16)
oz +4€ = __4A < 0¢e'0'3|Fexl: >, (17)
a—4n® —48% = 2A < X|oa|Fext >, (18)
where
R -t
|Fext >= (__};*eia) (19)

is the external forcing. The densities of the radiation, g
and g, are given to first order by
dig — 4in’(k* + 1)g = 5—

< ¢los|Fext >, (20)
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. _ -1
0.9 + 4in*(k* + 1)g = D— < $los|Fexs >, (21)

where a is given by (A19) and < ¢| and < ¢| by (A11)
and (A12).

Let us now consider the evolution under the general
perturbation

R = —iyq +iC103q + iC202q¢ + C3q0:(¢"q) ,  (22)

where v is the coefficient of linear damping [1,2,4,8-10],
C} is the coefficient of the third-order dispersion [7,8],
C, is the coefficient of the second-order delayed Raman
effect [8,9] (the first-order delayed Raman effect is just a
shift in the group velocity), and Cj is the coefficient of
the self-frequency shift [9,11-14]. Using (3) to evaluate
(22) in lowest order, we have

| Fext > = 4nA(12in°Cy — A20363)_tan}«;0 (1)
cosh3p \ 1

. ) tanhé /1
+8nA(3i€>Cy — Caéos — “7201);2116 (1>

9 . 1 2 1
+417 A(ZC2 + 601603)(00511 [} COShsg 1

. . 1 1
-—A(Z‘)’ + 415202 + 8£3C10'3)m (1> .

(23)
Evaluating the inner products in (15)—(18) gives
O+ Ten’Cof = — 1A Cy b (24)
4 2 16
ZatA - ;6,77 = —4ey — ?602(772 +3)+---, (25
0:% + 46 = 4eCy(n> +4€6%) + -+ -, (26)
01a — 4(n? + %) = 2(A% —4n?) + 16e£C1 (0> =€) + -+ - .
(27)

Of course, the first two results are exactly the same as
those derived from the conservation laws [8,9], since the
conservation laws are a consequence of the equations of
motion [4,18]. However, the evolution of the phases and
the radiation densities ¢ and § cannot be obtained from
the conservation laws.

The soliton self-frequency shift is given by (24), where
—£ is the relative frequency. Since Cy and C3 are nor-
mally positive, the frequency always downshifts, but is
stabilized by a nonzero C5 [9]. From (25), once a relation-
ship between A and 7 is chosen [19], one can determine
how the soliton’s amplitude will vary. It is driven only
by the damping and the delayed Raman effect. Equation
(26) gives how the soliton’s center will evolve. In ze-
roth order, it is driven only by the relative frequency —¢&,
which is normally zero or at least very small. Thus small
corrections can be important in the evolution of z, such
as the higher-order dispersion in (26). This correction is
nothing more than what one would obtain from a linear
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theory. Equation (27) gives the evolution of the soliton’s
phase. Note that it has a zeroth-order part of 45? (since
£ is normally zero or small and A & 27 to within an order
of €).

Next we shall obtain numerical estimates for the size
of the effect of the various phenomena in (22)-(27), and
then calculate the second-order effects.

III. QUANTITATIVE ESTIMATES

Before giving quantitative estimates of the constants,
first we need to determine the units in which (1) is writ-
ten. The procedure for obtaining these has been given in
other references (see, for example, the appendix of Ref.
[15]). Here we shall simply summarize the results. First,
one has one arbitrary unit which one could choose to be
the pulse width, or some convenient unit of time on the
order of the pulse width. This unit of time ¢, converts
time quantities into the unitless coordinate x, where

z = tap/tc (28)

and t)ap is the time coordinate in the laboratory frame.
Once t. is fixed, then the characteristic length z, is de-
termined by the condition that the coefficient of 82q be
unity. This leads to [15]
4mc
Z, = -l)—)\z_tz ,

where D is the dispersion coefficient and A is the wave-
length. Note that (29) differs by a factor of 2 from that in
Ref. [15]. This is because of the different normalizations
used in (1). The only real difference is that our z. will
be twice that of Ref. [15]. One uses z. to convert spatial
distances into the unitless coordinate ¢ via

(29)

t = 21ab/2c , (30)

where zj,p, is the spatial distance in the laboratory.

For convenience, we shall choose t.=50 ps, since this
is the typical soliton width in optical fibers. And we also
take D=17 ps/nmkm and A=1.56 pm as typical values
[6], although a value for D as small as 2 ps/nmkm seem
to be feasible [20]. Once these parameters are specified,
then the characteristic length is calculated to be z,=228
km. We shall refer to these parameters as the “standard
case.” Note that for lower D values, 2. increases. Thus
if D=2 ps/nmkm, then z, increases by a factor of about
10 to around 2000 km. Similarly, if ¢. is increased, z.
increases quadratically.

With these values now specified, we may now estimate
the (unitless) size of the various perturbations. Start-
ing with the damping, from Ref. [15] we have that the
Raman gain is typically o, ~0.07/km, whereas the net
gain, which is periodic, has a maximum amplitude of
ag — a, ~0.02/km. To determine the damping con-
stant v in (22), we simply multiply by the value of z..
Thus the amplitude of the periodic damping (or gain) is
Ymax ~ 4.56. Now this is larger than unity and there-
fore is not a small perturbation. In fact, it suggests that
the damping will be just as important, if not more im-



44 SECOND-ORDER PERTURBATIONS FOR SOLITONS IN . ..

portant, than the dispersion or the nonlinearity. That is
certainly the case if one would use a lower value for D,
such as 2ps/nm km. In this case, the larger value of z, will
increase the unitless amplitude of the periodic damping
to approximately 40. Now clearly the periodic damping
dominates both the dispersion and nonlinearity, and at-
temping to describe this system with a perturbation the-
ory based on a soliton would not be advisable. Rather
the linear theory would dominate. Still one could recover
the soliton case by reducing the solitons’s width until z,
was sufficiently small. However, for D=2 ps/nmkm, one
would require a pulse width of less than 1 ps in order
to reduce the value of the unitless periodic damping be-
low unity. We also wish to point out that many of the
features of linear damping can be understood by con-
structing adiabatic invariants [21].

Next let us look at the coefficient of the soliton self-
frequency shift C3. This coefficient is basically the delay
time of the Stokes response, which is of the order of 5 fs
[9]. To obtain the unitless constant C3, we divide this de-
lay time by the characteristic time t.. Whence C3 =~ 10~*
for the standard case and is very small. However, accord-
ing to (24), this small value can have a cumulative effect if
C, is not too large. Thus we also need to know this value
as well. It can be obtained by expanding the Raman gain
oy in a Taylor series about a zero time delay. Assuming a
simple exponential decay, one has Ca & $(agz.)(ta/tc)?
where t4 is the time delay of around 5 fs. One can obtain
the same form from a bandwidth-limited-amplification
argument also [9]. Thus the unitless value of C is of the
order of 8 x 10~8 for the standard case. Consequently,
for realistic values of n(~ 1) and £(|¢| << 1),C5 is never
important and Cj is only important over extremely long
distances. For the standard case of a 4000-km cable, one
would have ¢ in (24) ranging from 0 to 18, giving a net
change in £ of only 7 x 1073. By (26), this would allow
a maximum shift in Z of around 0.02, which is only a
small fraction of the width of a soliton. Thus for these
effects to be important at all, narrower pulses or longer
distances or higher dispersion would have to be used.

The size of the higher-order dispersion coefficient Cy
can be estimated from experimental dispersion curves
[20]. The typical slope in Fig. 3 of Ref. [20] is 40
ps/kmnm gm. Since D = —2wck”/A?, this gives |%Ic”’| S
102 ps3/km, which upon using the characteristic lengths
of the standard case gives C} = ézck’”/t‘;’ ~ 2 x 1075,
Even with the lower dispersion of 2 ps/kmnm, one can
increase this part by only a factor of 10. And since z,
is proportional to t2, to dramatically increase Cj, one
would require pulse widths on the order of 10 fs. So
higher-order dispersion effects are also very small.

In conclusion, the dominant perturbation is the peri-
odic gain (damping). In fact, it is so large that it is almost
not a perturbation. Instead, it is a dominant feature of
the evolution and is as important as the dispersion or
nonlinearity. The one saving feature in the optical-fiber
case is the short periodicity of the periodic gain. Be-
cause of this, the average or first-order effects are smaller
than one would normally expect. Thus one still can use
a soliton based perturbation theory.

To see this, let us model the Raman-compensated case
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with

(27rt)
Y = Ym COS T s

where | = L/z. and L is the laboratory distance between
repeaters. The important quantity is the integral of (31),

t l
r:/,ydt:l";_sin(m) ,
0 2w l

which, for small I, does give T as being small. In fact, for
the standard case and repeaters spaced 40 km apart, the
maximum amplitude of I" is 0.13, which is indeed small.
(However, for the low-dispersion case, the maximum am-
plitude of T' is 1.10. So for this case, the damping is just
as important as the nonlinearity.)

(31)

(32)

IV. THE GENERATED RADIATION

Let us look at the size of the radiation generated by
the periodic damping. From (21)—(23), we have

0:g + 4in?(k* + 1)g = Q_W(—Ics——z—)—i —€Yg, (33)
where
_ A 1 ™
S= (k2.+ 1) (‘,"7")’ + -6'3t(A/77)> cosh[(7/2)k]
—geln® = AS + 1 s (30)

Let us use the constraint 8;7=0 [1]. Then (25) gives

A = 2nexp(—el) . (35)
With this, upon expanding, (33) and (34), (35) reduces
to

o (k+19)T

_ . 2072 g = —4in'————"
0:g + 4in*(k* + 1)g = —4ip cosh((w/2)k]

4+ . (36)

If there is no resonance, then the amplitude of § will
be on the order of I'/cosh[(7/2)k], and thereby small if I
is small. In this case, g will be composed mostly of long-
wavelengh radiation where |k|<1 (and therefore slowly
moving). The higher values of k& will be present, but
their amplitudes will be seriously reduced due to the ex-
ponential nature of the cosh[(w/2)k] factor.

However, when T is periodic, then a resonance at cer-
tain values of k can occur whereby g will grow secularly
in t. Using the model (31), this is at

9 ™

0= T 1. 37)
For the standard case, a solution always exists for (37)
for real k whenever L < 716 km. However, for large ko,
the amplitude of the radiation density will be reduced
because of the factor 1/cosh[(7/2)k] in (36). In the stan-
dard case, this resonance occurs at kg = 2.82 for which
cosh[(7/2)ko] = 42. Thus the amount of radiation pro-
duced should be small. Still, the secular nature of the
resonance could allow a growth to occur.
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To analyze this, we integrate (36) using the model (31).
The solution is

§:§5+§r+§p, (38)
where

itk 4 i) yml e -1 (39)

9 = T cosh[(x /2)k] 4n?(k? + 1) + 27/1 °

_ _inZ(k + i)27m1 e“4i’72(k’+1)t -1 (40)

I = rcosh[(x/2)k] 4n?(K2 + 1) + 2x/1 °

2k 4 §) 2yl e~ ¥ (R _ o=2mitl "

I = T cosh[(n/2)k]  4n2(k% + 1) — 2/l

The term g, represents that part of the continuous
spectrum which moves with the soliton, since it has no
dispersive time dependence. This part contains the re-
shaping of the soliton due to the perturbation. The part
given by g, represents the transient continuous spectrum
which is generated because we started with a soliton that
was initially unperturbed. Over a long time, this part
evolves like the solution of the free Schrédinger equation:
phla/sze mixing to zero with an amplitude vanishing like
t=H .

The only part that does not vanish and does travel
away from the soliton is the last term in (38), g,. Due to
the resonance at k given by (37), this part of the radia-
tion grows spatially while at the same time maintaining
a fairly uniform amplitude. Thus it has a structure like
a shelf which creeps outward from the soliton, in both
directions, and the front of the shelf moving with the
group velocity of the resonance. Of course, there will
also be a much smaller amount of high-k radiation out in
front, as well as some slower moving low-k radiation in
the rear. Using the stationary phase on (14) to estimate
the amplitude behind the front, one finds

o NYm (ko + i)ze\/;re—%rit/l
8wkgcosh[(w/2)ko]

. 0
lkoa
x [e H(O)H (ko - —8n2t)

+e Rl [(—0)H <ko + 57%)] , (42)

where ko is the positive root of (37) and H(z) is the
Heaviside function. We emphasize that (42) is only an
approximation in that the front of the shelf does have
a structure whose width varies as \/8n2tkg. When the
front is several soliton widths away from the source, this
width broadens out to be larger than a soliton width and
the front can be considered to be slowly varying with re-
spect to a soliton width. Thus the Heaviside function in
(42) is deceptive and only indicates the order of magni-
tude of the amplitude. It would be therefore useless to
attempt to estimate gradients of p from (42). However,
we shall apply (42) only when the width of the front is
wide compared to a soliton’s width such that gradients
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would be expected to be of less importance.
By (8) and considering the phases, the right-going part
of the first-order solution [see (2)] is

g1y = (OO Al (’Co - g%) (43)
and the left-going part is

qi— = e @k A (k'o + —S%t—> , (44)
where the amplitude is

A Mmler/m(ko + )2 _peiept (45)

™ 8mkocosh[(w/2)ko]

Let us consider the right-going radiation. As it ap-
proaches the next soliton, its effect on that soliton will
be that of an almost plane wave of wave vector kg with
an adiabatically varying amplitude. Of course, as the ra-
diation passes through the soliton, it undergoes a phase
shift in accordance with (A4). From (8), (14), and (A4),
in the vicinity of the next soliton, we have

; 2ikoe’+ 1
= Be'kol+ (1 + . )
p=>oe (ko —i)?coshfy (ko — i)2cosh®d,
o
x H (k‘o - 87]27'>
B*e—ikoba

bo
—H | ko — — ] , 46
+ (ko + )2cosh?@, ( 0 87)21,) (46)

where 6y is 6 measured from the first soliton, 64 is 6
measured from the next one, and

B = etkolfo=04) gi(ao—cy) 4 (47)

where o is the phase of the first soliton and a4 is the
phase of the next one.

Let us now ask what the dominant terms in (12) will
be when a single soliton is perturbed by the above radi-
ation field. First, from (46) the terms linear in p would
have oscillations like e=27it/1¢ik08  Gince ky is large, the
integral over # would reduce the amplitude by a factor
of order 1/kq, and then the forcing would also be rapidly
oscillatory in 7. Thus time-integrated quantities would
have their amplitudes reduced to the order of IB/(27ko)
and would remain oscillatory and noncumulative.

Now we consider the second-order (in p) terms in (12).
Some of these terms will go as B*B and therefore lack
the oscillatory structure present in the first order. These
terms are also phase independent and are the last two
terms in (12). Evaluating only them, we have

4A€*B*B 2 0o
RA~- (kZ + 1)2coshd, " (k" B 8n2t>

kS +3

x{ (k2 +1)2 - =212

(( o+ 1) cosh?,

3 2tko tanh 6

+ . 48
cosh*d, cosh?6, ) (48)

To determine how this perturbation affects this next soli-



44 SECOND-ORDER PERTURBATIONS FOR SOLITONS IN . ..

ton, we evaluate the inner products with F as in (15)-
(18). One finds that (48) has no effect on the evolution
of the eigenvalue parameters 1 and £, but the position
and phase are affected. In particular, (26) and (27) are
replaced by

0, % + 4¢ = 4eCy(n? + 4€7)

2 pon
“mr (mgn) @
8,6 — 4(n* +€2)
= 2(A? — 4n?) + 16€£C; (n® — €2)
+%623*3k(1c+ iol';'zs i (k" - %) 69

where A@ is the 6 difference between the adjacent soli-
tons. It should be noted that only the imaginary part
of (48) survived in (49). This part is smaller than the
real part of (48) by a factor of about k;3 (=~ 22). Thus
it is possible that neglected phases and gradients in (42)
could be important to (49). But in any case one would
not expect them to be larger than a factor of k3. The
estimate of (50) is not affected by this argument since it
is the dominant part of (48) that survives in (50).

For the standard case, B*B = A*A ~ 10~* whence

(49) and (50) give
Ab
8n2t /)’

_ _ Af
6,a+ ~4 x 10 4H2 (ko—-@) .

0-%, ~ —6 x 10’6%H2 (kg - (51)

(52)

This i1s a small effect, and for a distance of =20, z
would change only by 1 x 10~4, an effect which would
be undectectable. To shift by one soliton width in the
standard case, one would require a 4 x 10”-km cable.
Note that the interaction is attractive. The second soli-
ton has been shifted toward the first one by the integrated
amount in (51). Thus the interaction is an unstabilizing
one. Consider an array of equal spaced solitons and of
equal amplitudes. In this case the Raman-compensating-
generated radiation will reach the next soliton at the ex-
act same time as that from the soliton on the other side.
Thus no net shift occurs. Now slightly increase the po-
sition of one. Its damping-generated radiation will reach
the one just in front of it a little earlier than that from the

one on the other side. Now a slight shift will occur and -

the shortest separation distance will shorten even more.
Thus the array will be unstable.

Finally, we give a second argument for the attractive
nature of this interaction. This is based on the obser-
vation that the physics of this phase-independent inter-
action is simply a packet of radiation passing through a
soliton, with the soliton then undergoing a phase shift.
To do this, we only require the following simple basics of
the inverse scattering transform [22,23]. Alonso [16,17]
has treated the general case. However, for our purposes,
it is possible to use a very simple model and obtain the
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same result quite easily and directly. Consider the gen-
eral solution for the scattering coeflicients (a, @, b, E) when
one has exactly one soliton and some radiation present.
Due to the analytical properties of the scattering coeffi-
cients, one may show that for ¢ in the upper-half complex

plane
-G
e exp (2m/ dC

where (7 is the complex conjugate of ¢y, with ¢; having
a positive imaginary part. As a consequence of (53), we
have

by 1 Rl
==t - e (-5 [

a(¢) =

— ln(aa)’) ., (53)

- ln(&a)') ,
(54)

¢ =<

5 1 o 1
% =@ (5 [ d g Gay) |
(55)

where b and by are the scattering coefficients b and b
evaluated at the bound state ( = (x. In (55), we have
also used the relation byb; = 1. We define Z, by

| by |= €770, (56)

where we have set {; = £ + in. Note that Zy(t) is the
position the soliton would have in the absence of any
radiation. We also define

I Y ad [- In(@a)]
A=— / LA B 57
B (G R D
which is positive definite. Then (54)—(57) give
| bi/a = 2me?7(Zo=®) (58)
| bi/af |= 2ne®n(Zota) (59)

Now with (58) and (59), and the fact that A > 0, we
may argue the sign of the interaction. Consider £ — —oo
and the radiation well to the left of the soliton. In this
case, we should use inversion about z = +oo for con-
structing the solution. [Due to the assumed localiza-
tion of the radiation to the left of the soliton, the ra-
diation part of the kernel, (1/27) [0 d((b/a)e?¢?, for
the Marchenko equations will be very small in the re-
gion near the soliton.] Here the kernel in the Marchenko
equations effectively only contains the soliton part, and
is therefore effectively a pure one-soliton solution, the
position of which is determined by (58). Thus

z,(t = —00) =Zp+ A . (60)

Now, let the radiation pass through the soliton and
t — 4o00. Clearly we again will have a pure one-soliton
solution but in the region to the left of the radiation. And
if we now invert about £ — —oo, we can determine the
soliton’s position from the kernel for the left Marchenko

equations, whose amplitude will be (59). Thus
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=2Zo—A . (61)

Comparing (60) and (61) shows that the soliton has been
pulled back by an amount of 2A as the radiation passed
through it. This is the same sign as (51) and we may use
(57) to check the validity of (49) and (50).

Since @a = 1—|b|? and the reflection coefficient is small,
for small [b|2, (57) reduces to

— 1 « 1 2
A_47r/_oodccz+n2|b1 :

Now we need an expression for the reflection coefficient
of a soliton with a small packet of radiation to its left.
From Egs. (18) and (19) in Ref. [24], we have

_ C — “7/ -21(:1: *
b= C i dze 1(z),

where ¢;(z) is the packet of radiation, which can be es-
timated from (13), (14), (41), and (A4). Care must be
taken to only use the part of g, that is responsible for the
right-going radiation. The left-going part never crosses
the path of the next soliton on the right and therefore
does not contribute to the phase shift of this latter soli-
ton. Since these two parts originate from the poles at
k = =kg, it is rather easy to separate them out. The
result is

zs(t — +Oo)

(62)

(63)

iA e-—siﬂzko(k—kg)‘r -1

Y~ 64
(gP)T Cﬁn k— k() ) ( )
where the right-going part of ¢; is then
(q1)r = €%n / dk e'*? ( e ) (9p)r - (65)
—00

Now evaluating (62) by using (63) and (65), one obtains

2w 2
a=Z [" i (66)
and using (64) in the limit of ¢ — oo
32we2 A* AkoT
~ ne2(k3 + 4) (67)
Since —2A is the shift, (67) is equivalent to
— 647FA*AICQ
0;T ~ — (R 4 4) (68)

Note that (68) is larger than (49) by a factor of about
20k2, so as already noted after (50), (49) is indeed an
underestimate.

Let us note that (67) is also only an estimate even
though (62) and (63) are exact to first order. This is be-
cause the radiation is being continually produced. Thus
(66) is only accurate if (gp)- only includes that part of
the radiation that has already passed through the next
soliton on the right. As it stands, it includes all right-
going radiation produced up to time 7, including that
part which is still to cross the next soliton on the right
(and therefore yet has not phase shifted the latter soli-
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ton). Consequently, (67) is probably an overestimate,
but in the limit of ¢ — oo, (68) should be the limiting
value.

For the standard case, (68) gives

1 -4
B,E jad —‘—6 x 10 :
n
which would still require at least a 400 000-km cable in
order to obtain a shift of only one soliton width.

(69)

APPENDIX A

The operator L was discussed in Ref. [1] and has the
following eigenstates:

L,k >= (k* + )|y, k >, (A1)
L|¢o >=0= L|p >, (A3)
where
; 2ike="? 0
— ,iké _
ok > = (1 v +i)2cosh0) <1>
eike 1
—_— , A4
+(k' + i)2cosh20 (1> (A4)
"‘;)k >= 01|¢;k >, (As)
1 1 __ sinhf /1
I¢e >= g (—1) b0 >= 500 (1> '
(A6)
The closure of these states requires two more states
Lix >= —|¢e >, (A7)
L|6ge >= —|¢o >, (A8)
where
ftanhd -1 /1
>=220l (1) (A9)
0¢e >= 0lp. > (A10)

Although L is self-adjoint, instead of using (A1) and
(A2) as solutions of the adjoint problem, it is best to use
the states

; 2ike? 1\*
k| = —3k6 1—
< kl=e ( (k+i)2cosh0> <0>
e—iko 1 T
—_——— s All
+(Ic~}-i)2 cosh? ¢ (1> ( )
< ¢,k| =< ¢,kloy , (A12)
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where the superscript T indicates the matrix transpose.
Then

< ¢, k|LA = —(k2+1) < ¢,k|, (A13)

< ¢, k|LA = +(k*> + 1) < 8,k]| . (A14)

For the adjoint bound states and closure states, we use
the matrix transpose of (A6), (A9), and (A10).
The only nonzero inner products are

< ¢,k |o3|d, k >=2ma%5(k — k') , (A15)

< &,k |oa|v, k >= —27a®s(k — k') , (A16)

< 0¢e|63l¢0 >=2 =< ¢0|0’3|0¢e >, (A17)

< ¢elos|x >= -2 =< x|os|de > , (A18)
where

k—1
=" A

Trri (AL9)

and the inner product is defined as
[o0)
< uloslv >= / do[u(0))T o3v(8) , (A20)

with no complex conjugations involved.

APPENDIX B

Here we will discuss the origin of the secular (in 6)
terms in (12), and describe how one can handle them
such that the solution for v will have no terms secular in
0.

If one is far away from the soliton (6 large), then (12)
reduces to

€R =¢ee 'R — 51-70—;16@ - i%(@ou)am +---. (Bl)

Of course the second and third terms are secular in 6,
but these terms are also proportional to either 9;£ or
0:n. Consequently, when 7 and £ are stationary, these
secularities do not occur. It is not surprising then that
these secularities are related to the evolution of 7 and &.
In fact, if one traces back to the origin of these terms,
one will find that the first one originated from the phase
factor e7** in (13) and the second one from taking the
independent spatial variable to be 6 instead of z. These
choices were determined in first order. By introducing
the phase factor in (13) and by using 6 as the indepen-
dent spatial variable, then a first-order solution is easily
obtained by using separation of variables. But the price
of this is seemingly secularity in second order.

To see how to handle this, first consider only one small-
amplitude, simple plane wave emitted by a perturbed
soliton. After the emission, it propagates essentially lin-
early with an unchanging wavelength. However, if we
represent our radiation solution as a linear integral over
the fundamental solutions (A4), then since 6 is given by
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(4), if  changes in time, it follows that k must also change
in time in exactly the opposite manner so as to maintain
the constancy of the wavelength of the emitted radiation.
Once emitted, the radiation is naturally independent of
the future history of the soliton. But 6 is completely
dependent on this history. In other words, by using 6
as the independent spatial variable, we are using a vari-
able standard of length which is tied to the evolution
of the soliton. To factor out this dependency, we must
maintain the product nk as constant. Since k is really
a dummy variable (we shall always integrate over it to
obtain physical quantities), it is not very feasible to have
k evolve directly. Rather, it is easiest to compensate for
this by allowing the density of radiation g to evolve ap-
propriately. One can show that these secular terms can
be absorbed by taking

v =17/ dk[g(nk + € D)6,k > +3(nk — €, 1)[$,k >] |

(B2)
where ¢ and ¥ are given by (A4) and (A5). By direct

calculation, one has

/] [
—i0v — ;(atf)o.?.v - i;(at’?)at”

=—ip /m dk[(8:9)¥, k > +(8:9) |9, k >]

—00

+(6m)/ dk(gln, k > +3lii, k >)

+(0:€) f dk(GlE k> +3IEk>) | (B3)

provided |kg| and |kg| vanish as |k| — co. The states
|n, k>, |7,k >, [€,k >, and [€,k > are given by

2k0e**? (0)
(k +14)2cosh? 8 \ 1
_(—l-c%(l — tanh )e**? ((1))
__2i6tanh fe'*? ( 1)
" (k+i)2cosh?6 \1

[, k>=

2ikeike (1)
L S— , B4
(k +1)3cosh?9 \1 (B4)
|7,k >=o1ln, k >, (B5)
_ 2a _ iko (O
€,k >__(k+i)2(1 tanh 6)e (1)
B 20¢ik8 (1)
(k + )2 cosh? 9 \ 0
22'61'1:0 1)
. , B6
(k + 7)3 cosh? ¢ (1 (B6)
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€,k >= —a1l€, k > (B7)

Note that these states are nonsecular in §. Whence the
f-secular terms in (12) can be successfully and effectively
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summed by taking the £ and time dependence of g and
g to be of the form (B2).

To lowest order, these terms have no effect on the long-
range phase-independent interaction.
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