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Issues pertaining to the rate of beam divergence, the beam intensity, and the measured energy
efficiency of beams generated by arrays of radiating elements are central to the practical applications of
those beams. It will be shown that a localized-wave pulse-driven array can be designed to outperform
similar continuous-wave pulse-driven arrays with respect to each of these beam characteristics. This im-
proved performance is quantified by deriving bounds on those beam quantities for the field generated by
an arbitrary pulse-driven array. These bounds extend the meaning of near-field distances or diffraction
lengths to the situation where the array driving functions can be broad-bandwidth signals. Particular at-
tention is given to transmitting- and receiving-array systems consisting of elements that are not large in
comparison to the shortest wavelength of significance contained in the signals driving them. The output
signals of such systems are related to the input driving functions by several time derivatives. It is
demonstrated that the properties of the resulting beams depend on the higher-order moments of the
spectra of the input driving functions and that diffraction degrades the coherence of these higher-order
moments more slowly than its lower orders. A properly designed set of input driving signals having a
high degree of correlation in the higher-order moments of their spectra will produce a beam that has ex-
tended diffraction lengths and localization properties. The localized-wave solutions provide an immedi-
ate access to this situation. An alternative type of array is required to realize these localized-wave
effects—one that has independently addressable elements. The enhanced localization effects are then in-
timately coupled to the proper spatial distribution of broad-bandwidth signals driving the array, i.e., by
controlling not only the amplitudes, but also the frequency spectra of the pulse driving the array. Re-
cently reported experimental comparisons between localized-wave and continuous-wave pulse-driven ar-
rays of ultrasonic transducers in water are reexamined in terms of the theoretical developments present-
ed here. It will be shown that the observed performance enhancements of the localized-wave pulse-
driven arrays are in agreement with the theoretical predictions.
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I. INTRODUCTION

Large classes of more-or-less localized space-time solu-
tions to the equations governing many wave phenomena
(e.g., scalar wave [1-6], Maxwell’s [3,7], Klein-Gordon
[8] equations) have been reported recently. When com-
pared with traditional monochromatic, continuous-wave
(CW) solutions such as Gaussian or piston beams, these
localized-wave (LW) solutions are characterized by ex-
tended regions of localization; i.e., their shapes and/or
amplitudes are maintained over much larger distances
than their CW analogs. Also, they cannot be written as
the product of a function only of time and a function only
of space; i.e., the LW solutions are mathematically nonse-
parable in the space-time coordinates. These discoveries
have prompted several extensive investigations into the
possibility of using these LW solutions to drive finite-size
arrays and thus to launch fields having extended localiza-
tion properties.

The physics behind the LW effect involves array ele-
ments driven with broad-bandwidth signals whose time
dependence varies from location to location. This
scheme exploits an additional degree of freedom not used
with current CW systems: a designed union between the
space and frequency portions of phase space. A LW solu-
tion naturally provides this connection; the spatially dis-
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tributed component wave forms and, therefore, their
broad-bandwidth spectra are correlated to each other, a
self-similarity property inherent in a LW solution. The
degree of these correlations can be optimized for a given
system. Away from the array the dependence of the
current spectrum on location follows from different spec-
tral contributions to the pulse arriving from different lo-
cations. A moving interference pattern forms at
enhanced distances as the individual wave forms continue
to propagate away from their sources. An alternative
type of array is necessary to achieve this effect—each ar-
ray element must be independently addressable so that
the appropriate broad-bandwidth time signal can be radi-
ated from it. This is in contrast to conventional arrays
that deliver the same CW or narrow-bandwidth time sig-
nal to each subsystem and then only have independent
phase control over each radiating element for beam-
steering purposes and amplitude control (shading) for the
setting of sidelobe levels. Enhanced localization effects
can be achieved by driving an array with a properly
designed spatial distribution of broad-bandwidth signals;
i.e., by shading not only the amplitudes, but also the fre-
quency spectra of the pulses driving the array. Evidence
confirming this LW effect with ultrasonic waves in water
has been reported [9,10].

Even with experimental confirmation of these con-
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cepts, several issues need further clarification, particular-
ly the claimed ability of a beam generated by a LW
pulse-driven array to outperform one generated by a CW
pulse-driven array. Several arguments [11,12] have been
raised that theoretically question the possibility of con-
structing an array that is more efficient than a conven-
tional CW pulse-driven array. These also bring into
question some of the experimental results, because of pos-
sible ambiguities that might exist in the choices of the
lengths and frequencies used to make the comparisons be-
tween the LW and CW pulse-driven arrays. These per-
formance comparisons are desirable and inevitable.

Meaningful comparisons of broadband and narrow-
band array performance are difficult. The LW solutions
are composed of broad-bandwidth wave forms while trad-
itional performance criteria such as the beam divergence,
beam intensity, and measured beam energy are based
upon CW or, at most, narrow-bandwidth concepts.
There is no apparent special frequency that can be chosen
in a traditional manner to define, for instance, a near-field
(Rayleigh) distance or diffraction length when several
different broad-bandwidth spectra are involved. More-
over, it is found that those beam quantities are connected
with different portions of the frequency spectra in the
broad-bandwidth case, a possibility that does not arise in
the CW problem.

In this paper performance bounds on the quantities as-
sociated with a beam generated by an arbitrary pulse-
driven array, e.g., beam divergence, transmitted beam in-
tensity, and measured beam energy, are derived analyti-
cally. In particular, the concept of a Rayleigh distance or
diffraction length is extended from the narrow-bandwidth
case to a broad-bandwidth configuration. This generali-
zation will require the introduction of a frequency value
that is characteristic of the frequencies associated with
each beam quantity under investigation. It will be shown
that there exist natural choices for these characteristic
frequency values. Comparisons of these values with more
conventional choices will also be considered. The ex-
istence of these characteristic frequencies is very impor-
tant, since it will permit a well-defined comparison be-
tween the efficiencies and the spreading of the beams gen-
erated by a CW and a LW pulse-driven array.

Particular attention will be given to transmitting and
receiving systems whose elements are not large in com-
parison to the shortest wavelength of significance con-
tained in the time domain signals driving them. The ul-
trasonic transducers used in the experiments reported in
Refs. [9] and [10] as well as many electromagnetic sys-
tems [13], satisfy this condition. A direct consequence of
this condition is that the output signals are related by
several time derivatives to the input driving functions. A
model acoustic-transducer transmitting and receiving
system is given in Appendix A to quantify this point. It
will be shown that the bounds on the beam properties of
the fields associated with such a system can be character-
ized by the higher-order moments of the spectra of the in-
put driving functions. Derivatives of signals are generally
thought to be a nuisance in real systems because they
tend to degrade the signal-to-noise ratio. These beam
property bounds indicate that this need not be the case.
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The diffraction length associated with the efficiency of
the field generated by an array of radiating elements
driven with a single CW signal is characterized by the
area of that array divided by the wavelength of the signal
driving it. The transverse pattern, hence, spread of this
beam is characterized by the phase coherence between
signals originating from different locations in the array.
The rate of divergence of the mainlobe of this beam is re-
lated to the wavelength divided by the characteristic
length of the array. Thus by linear superposition, if each
element in an array is driven with the same short time
signal (broad-bandwidth pulse), the lower-frequency com-
ponents of the resulting beam will diffract more quickly
than its higher-frequency components and the interfer-
ence of these successively diffracting frequency-field com-
ponents will form the pattern. These frequency shedding
and interference properties are intrinsic to the diffraction
process. The bounds presented below naturally extend
these characterizations to the cases where the array is
driven with an arbitrary spatial distribution of broad-
bandwidth signals and where the transmitting and receiv-
ing systems bestow higher-order time derivatives onto the
signals. It will be shown that the diffraction process de-
grades the higher-order space-time correlation properties
of a beam more slowly than its lower-order properties.
Thus, with a set of input driving signals properly tailored
to the actual transmitter-receiver-array system, i.e., a set
of signals designed to have a high degree of correlation in
the higher-order moments of their spectra, one can pro-
duce a beam that has enhanced localization properties.
Numerical results supporting these arguments will be
given; the experimental results will be reevaluated in
terms of these bounds. The reported conclusion [10] that
a LW pulse-driven array can outperform its CW counter-
part is reaffirmed by this investigation.

Contained within these physics arguments in the en-
gineering issue of how to maximize the performance of a
finite array, i.e., how one can achieve the upper limits of
the bounds in practice. If one could launch, for instance,
one of the LW general source-free solutions of the scalar
wave equation from an acoustic array, one would be able
to achieve enormous performance enhancements. How-
ever, can such a beam be realized? If not, can signals
other than the LW solutions or modifications of them be
used to achieve further performance gains? Several po-
tential methods for defining the array driving functions
are available and will be considered. Their efficiency in
regard to generating a beam with enhanced localization
properties will be discussed and supported with numeri-
cal examples. In contrast to this analysis approach, a
source-synthesis technique was considered in Ref. [14].
The array and the desired field were specified, and an in-
verse problem was solved to find a set of input driving
signals that would produce a best estimate of the desired
field in the presence of all the wave-diffraction and wave-
interference effects. Although this optimization ap-
proach achieves the desired beam-localization effects, it
does not reveal answers to the basic questions considered
here.

In Sec. II, the issues of beam divergence, transmitted
beam intensity, and measured beam energy will be ad-
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dressed for arbitrary pulse-driven array. The presenta-
tion will focus on the acoustic, scalar case. This will sim-
plify the discussion and will permit a further explanation
of the experimental results obtained to date. Extensions
to the electromagnetic case are straightforward and have
been considered elsewhere [13]. Numerical examples will
be given in Sec. III to characterize these arguments rela-
tive to their impact on generating a beam that exhibits
the desired enhanced localization effects. In particular, it
will be demonstrated explicitly that a set of LW signals
can be designed for a pulse-driven array so that it will
generate a beam which will outperform its CW counter-
part in a variety of applications. In Sec. IV we briefly re-
view and summarize the physics and engineering issues
presented here.

II. BEAM DIVERGENCE AND ENERGY EFFICIENCY

First, consider Fig. 1. It is assumed that one has an ar-
ray of N independently addressable radiating elements,
such as ultrasonic transducers in water, that are arbitrari-
ly located in space. Each element is assumed to have the
radiating area A; associated with it and is excited with
the driving function f;(¢). The total radiating area 4 of

the array is

2.1

The only constraint on the driving functions is that they
be continuous. The associated frequency spectra will be
labeled F;(w).

Next, consider a system that consists of a transmitting
array of like elements and a similar receiving array in a
medium that is isotropic, homogeneous, and frequency
independent. Since this system is linear, it can be charac-
terized by the behavior of a unit pair of transmitting and
receiving elements. This behavior is described in Appen-
dix A for array elements that are not large in comparison
to the shortest wavelength of significance contained in
the time domain signals driving them, i.e., their charac-
teristic length [ and this wavelength A satisfy

min

Receiver

Transmitting
Array

FIG. 1. The received signal is a combination of pulses radiat-
ed from each element in the array.
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27 /A in= K max! S 1, and that are driven far from their
resonance frequencies. The ultrasonic transducers (e.g.,
small piezoelectric disks) used in the experiments report-
ed in Refs. [9] and [10] satisfy these conditions; analogous
electromagnetic systems consist of electrically short di-
pole antennas [13]. As shown in Appendix A, the output
signals measured at the receiver elements in such a sys-
tem are related by three time derivatives to the input sig-
nals driving the transmitting elements. The first time
derivative results from the conversion of the electrical en-
ergy fed to the transducer into field energy near it; the
second one from the radiation process which converts
(propagates) this near-field energy into field energy far
from the radiator; and the third one, by reciprocity, re-
sults from the conversion of the field energy into electri-
cal energy in the transducer. This three-time-derivative
behavior was reported by Cook and Lewis in Ref. [15]
and is confirmed by the experimental results [9,10].
When the array elements are large in comparison to the
shortest wavelength of significance: k,,,/ >>1, they usu-
ally have little effect on the signals during the energy con-
version processes, and the output signal is simply propor-
tional to the one time derivative of the input signal result-
ing from the radiation process. Other behaviors are pos-
sible [13]; our discussion will focus on the behavior of
these two basic models of the acoustic-transducer
transmitting and receiving systems. Their properties are
summarized in Fig. 2.

In order to simplify the discussion, several field
classifications are introduced. The set of driving func-
tions {f;};=, .  n constitute the input field. This situa-
tion is analogous to driving an aperture with a space-time
beam, hence the name. The units of an input signal f J
are taken to be (W/m?)!/2. The radiating elements, such
as the ultrasonic transducers in water or electric dipoles
in air, take this input field and create the radiated field.
In the case that k_,,/ S 1 this represents the field near the
radiating element; in the case that k,,/ >>1 it is the field
far from it. A representation of the field generated from
a planar aperture of finite area 4, normal to the z direc-
tion is given by [16]

(a) Transmitting Radiation Receiving
System Process System
1 : I
1 I
J ' Measured
Input O 9, ®) .
Field ield
(b) Transmitting Radiation Receiving
System Process System
1 ! 1
1 ! |
1 1 1
Input Measured
O— e} 7}
Field 9y _Q t t Field
, -
Radiated
Field

FIG. 2. The relationships between the input, radiated, and
measured fields: (a) when k,,,,/ >>1, and (b) when k., / S 1.
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— ’ ’ ’ ’ _ 1
g(r,t)—fAn ds'W(x',y',z't —R/e) g, (2.22)
where R =|r—r’| and the term
\I/(x',y',z',z—R/c)=~[az,f]+[aa,f](z—;z—’
+1 (2.2b)

All quantities in square brackets in (2.2b) are evaluated at
the indicated retarded time. The expressions (2.2)
represent an approximation of Huygens’s representation
of the field to the right of an infinite plane z'=const.
This Kirchhoff approximation, as it is called, assumes
that the initial field distribution is zero everywhere in
that plane except over 4,. The z-plane constant is deter-
mined by the requirement that the field and its time
derivative be zero on this plane at t =0. In practice the
initial time can be adjusted so that any z’=const plane
can be utilized. For all of the efficiency calculations to be
presented below, only the field generated along the axis of
the array will be considered. It is assumed that the ele-
ments are distributed arbitrarily, but in a fashion so that
this axis is reasonably well defined. For a finite number N
of radiating elements, the field (2.2a) can be approximate-
ly written as
N W, (r,,t—|r—r,|/c)A,
glr,t)= 3

n=1

2.2
4rir—r,]| ’ (2.2¢)

where the r,, n=1,2, ..., N, are the locations of the ele-
ments in the array and ¥, (r,,¢)=W¥(r,,?). Then, assum-
ing that the characteristic length associated with an indi-
vidual element is much smaller than the distance of ob-
servation from the array, one has R ~(z —z') so that
W(x',y',z',t)~20,f. Therefore the expression for the
field radiated from the nth element at r, to a point in
space-time (r,¢) spatially far from the array reduces to
the simple form

n

grRd(r,t)~ 3, fn(r,,t —|r—r,1/¢). (2.32)

27c|r—r, |
Consequently, the total radiated field from the array to
such a point is

N A
grad(r’t)~ E

n=1

z Salr,,t—|r—r1,|/c) .

27c|r—r, | %
(2.3b)

Note that this model does not include the spatial pattern
of each radiating element (the effects of the actual distri-
bution of the fields across the area associated with each
element) nor the coupling to adjacent elements. It as-
sumes that the field radiated by each element of the array
has reduced to the field radiated by a point source before
it reaches the location of the receiver. If a more accurate
value of the field is required, one must resort to the more
complete calculation given by (2.2¢).

Again referring to Fig. 2, the radiated field is not the
same as the measured field when k,,,/ <1. One must
take into account the time derivative introduced by the
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receiver-detector during the measurement of the field
(i.e., its frequency response) as well as the time derivative
introduced by its propagation from the transmitter to the
receiver. The medium assumed here does not impact the
beam during propagation; in general one must also ac-
count for the frequency properties of the medium during
this propagation phase. Note that this transition from
the radiated to measured fields in no way influences the
behavior of the source or the input field or the radiated
field. Thus the measured field at a point in space-time
generated by an array of small acoustic disk transducers
has the form

VY, (r,,t—|r—r,|/c)A4,

4m|r—r,,|

N
Cmeas(T,1)=C 3 3

n=1

> (2.4a)

which at a point spatially far from the array reduces to
the simple expression

n

N
Cmeas(H1)~C 3 3 f,(r,,t—|r—r,lc) .

< 2melr—r,|

(2.4b)

The constant @ has units s? and is introduced by the con-
version from the radiated to the measured fields. It is
model dependent and is defined explicitly in Appendix A
for the acoustic-transducer pair. A similar constant that
is introduced by the conversion of the actual input time
signal into the radiated field has been absorbed into each
of the input signals f,,. These constants do not affect any
comparisons between the LW and CW pulse-driven ar-
rays since they appear in both cases, being intrinsic to the
overall system. Similar results are obtained for an analo-
gous system of electrically small dipole antennas [13].

Note that in the CW case, the input, radiated, and
measured fields are simply related by powers of the fre-
quency, a single constant. There is essentially no
difference between the radiated, propagated, and mea-
sured fields, so this issue does not arise even if there is
spatial variation in the field. However, in the LW case,
the energy-conversion effects must be taken into account.
The arriving time signals are spatially distributed, each
bringing to a transmitting or receiving element a different
broad-bandwidth spectrum. Because of the different time
derivatives involved, different portions of the frequency
spectra of those signals will control the associated beam
characteristics.

The transmitted-energy efficiency is usually quoted as a
performance rating for a source like an acoustic array.
This efficiency should simply be a ratio of the received
energy to the input energy. Therefore a connection must
be made between the functions’ input into the array to
drive it and the received signals. However, this is but one
characteristic of a beam launched from a pulse-driven ar-
ray. Several other performance criteria are possible and
must be considered. The arguments that will be dis-
cussed below deal with various definitions of the array
efficiency that require the intensities and energies of the
various fields involved in the transmitted, propagated,
and measured beam fields.

If the observation point is spatially located along the
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axis of the array at r=(0,0,z) and R;=|r—r;|, the inten-
sities and energies that will be needed in the following
discussion are given by the following expressions (units
for each are given in parentheses).
Input-field energy (J):
N . N
6n=3 4, [ dtlf,(x,,00P= 3 &)

n=1 n=1

(2.5)

Radiated-field (near-field) intensity (W/m?):
W, (r,,t—R,/c) |?
47R

N
S 4, (2.6a)

n=1

Radiated-field (near-field) fluence (J/m?):
Fraam)= [ 7 dt T pulr,1)
N v
2 4,

=f°° dt
i n=1

Radiated-field (far-field) intensity (W/m?):
% 4 a’f"(rz”;i;R” /c)
n=1 n
Radiated-field (far-field) fluence (J/m?):

N 0,f,(r,,t—R, /c)
2mwcR,

T a1, )=

n

2
2r,t—R,/c)

47R

(2.6b)

n

2

T 1, 8)= (2.7a)

2

57x'ad( r)=

(2.7b)

Measured-field (far-field) intensity (W/m?):

% 4 3 f,(r,,t—R,/c)

net 2mcR,,

Measured-field (far-field) fluence (J/m?):
Frneas 1) = f_°° dt I eas(1,1)

% Py 3 f,(r,,t—R,/c)
= 2mceR,

2

T 1, 1)=C? (2.8a)

2

=@2fj° dt

(2.8b)

Note that the terms “far field”” and “near field” refer here
simply to whether the observation point is or is not spa-

J

A=

f_wwdt 3¢ fm Tyt =R,y /¢)3,fo(x,,t —R, /)
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tially far from the array so that the approximation
¥, =~28,f, is or is not valid. The normal use of these
terms is defined by the Rayleigh distance; this terminolo-
gy is extended to the general broad-bandwidth case after
the derivations given below.

The input-field energy is the energy distributed to the
array from some power source, the nth element receiving
&' J. Because the radiated and measured fields are ob-
served at a single point rather than over an area, their
fluences, essentially an average energy per unit area, will
be considered. The input fluence is given simply as

7_6in
i_A ’

2.9

where A is the total area of the radiating array given by
(2.1). To avoid the introduction of fluences, one could
equally well consider the energy received over a unit area.
In the case of a uniformly spaced, planar array, this
choice is possible since a unit area is readily available.
This is not the case in general and the fluence concept be-
comes an appropriate quantity to investigate.

A. Radiated-field bound

Consider first the efficiency defined by the ratio of the
radiated-field energy to the input field energy:

_ grad
rad F .

r (2.10)

in

This is a measure of how much energy is radiated away
from the array. From (2.7b) the radiated fluence in the
far field can be written explicitly as

= |1 NN A4 17294172
Frad()= | = P ,21 WAmnwm U,
(2.11)
where the radiated far-field energy term
ianA,,fiodﬂa,fn(r,,,t)lz (2.12)

and the correlations of the radiated signals are measured
by the quantity

First note that the Schwarz inequality [17] requires

ARGST.

mn —

(2.14)

Since the product R,,R, accounts for the 1/r? decay of
the energy, a set of drive functions {f,} whose correla-
tion functions A™¢ increase as the range increases can
maintain the radiated-field efficiency. This is also indica-
tive of an enhanced beam-divergence behavior: the beam
quality must be maintained to promote the enhanced

radiated-field energy. However, because (2.14) must be

[f_w dt|8,fm(fmyt)|2]l/2 [f_oo dt|a,f,,(rn’t)|2]l/2 .

(2.13)

satisfied, the distance over which this effect can be ac-
complished is limited. Combining (2.11) and (2.14), one
has

2 2
Frag(r) = L S —___‘L[}/ZA,}/Z
rd T 2w | |2, R,
1 Py u, ~ 1 Py owu
< 5= 4,=4|-— —
2mc n§1 Rr% mz='1 " 2me nél Rr%

(2.15)
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where the Schwarz inequality has been invoked again to
obtain the last expression.

Now locate all of the sources on the plane z =0. As
noted above, this assumption does not detract from the
generality of the arguments. Since for any element
R, =z, Eq. (2.15) reduces in this case to the form

2
A ﬂrad
<
Frag(r) = Py YRR (2.16a)
where the total radiated-field energy
N
U= U, . (2.16b)

n=1

Also let each of the sources have the same area 4, = A4,
so that A =N A,. In the CW case let each element of the
array be driven with the same CW signal having the an-
gular frequency wcw so that [dr]d, f|*=wey [dt|f|*
This means that the input- and radiated-energy-density
terms are the same for each element: &"=§&il and
U, = Uy= wiw6D. Therefore in the CW case one has the
input- and radiated-field fluences

&in
FV=—"—, (2.17a)
%
4 U
Wiy < o
FW(r) < ez | Ay (2.17b)
which yield the CW radiated far-field efficiency:
2 2
A L
PN |20 | = A = (2 070)
)\,CWz }»CWZ z

where wcw /¢ =kcw =27 /Acw and the Rayleigh distance
or diffraction length associated with the radiated CW
field energy Low = A4 /Acw has been introduced. The
CW radiated efficiency is thus bounded by the coherent
superposition of all of the radiating elements. This result
recovers the so-called ““antenna theorem” [18].

Now consider the far-field efficiency for the same set of
radiating elements but with a set of LW driving func-
tions. One has

2 g/LW
wrad

Lw °
gin

A
2mez

LW
I-‘rad =

(2.18)

Recall that functions like the LW’s consist of broad-
bandwidth components. To provide a quantitative mea-
sure of the frequencies involved in these signals, let us in-
troduce an “‘effective frequency” of the radiated near
fields, Q,.4, and far fields, w,,4. In particular, set

5 ULN (near field)
‘Qrad = LW
6in

N o0
S 4,7 at|v,(xr,,0)
o — ,  (2.19)
S 4, [ a7 dtw,(x,, 0

n=1
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,  Usq(far field)
Wrad — GLW
N o]
S 4, [7 dtlo,f,(x,,0)?
_ n=1 e
== .
> 4,7 dilf,ix,0
n=1 T
N o0
S Anf do o*|F,(r,,0)|?
=271 . (2.19b)

N [e o]
S Anfw dol|F,(r,,0)

n=1

The near-field (far-field) effective frequency measures the
frequency content of the fields launched from the array

into the medium near (far from) that array. The
efficiency (2.18) can now be rewritten simply as
2 2
L
rive |4 | = |2 | (2.20)
A2 z

where the wavelength A ,4=2mc /w4 and the Rayleigh
distance associated with the radiated-field energy
L,,s= A/A,q has been introduced. The derivation of
(2.20), which is accomplished without any plane-wave as-
sumptions, is a generalization of the so-called ‘“brightness
theorem” derived in Ref. [11]. The arguments in Ref.
[11] center about the relation

Lw
1—‘rad
CwW
1—‘rad

2
Wrad

’
Dcw

and whether this ratio can be greater or less than 1. Tt is
argued that that one can always achieve a source with
®cw = 0,,q Mmaking this ratio always less than one, hence
making the LW case at most as efficient as the corre-
sponding CW case. This argument misses several impor-
tant points.

First and foremost, even though the radiated and mea-
sured fields are related by a constant in the CW case, they
are not in the LW case. Hence the ratio (2.21) does not
correctly define the measured energy efficiency of the ar-
ray. It does not account for the measurement process.
The radiated field, like a potential, has stored energy to
do work. However, until a probe is inserted to measure
that field, no actual energy of the field is expended.

Second, if one wants to make a fair comparison be-
tween the performance of an array driven with a set of
LW driving functions rather than a CW set, some realis-
tic measure of the frequencies contained in the LW set
must be found. The effective frequency values 4 and
®,,q are appealing quantities for this purpose. The form-
er is a ratio of the array-weighted accumulation of the
contributions to the energy spectrum of the field near the
array face and the array-weighted accumulation of the
energy spectra of the signals driven into the array. The
latter replaces the energy spectrum of the field near the

(2.21)
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array face with the energy spectrum of the field far from
it. Note that

Qi <@g - (2.22a)

This property of the near-field and far-field frequency
spectra is associated with the fact that the lower-
frequency components are radiated less efficiently into
the far field and require more energy to excite them. The
beam, in essence, can shed its lower frequencies as it
propagates. If the input signals and the radiating ele-
ments are not designed properly to account for this
frequency-shedding property, the beam generated by the
array will quickly lose its lower-frequency components as
it propagates, resulting in a degradation of the shape of
the beam and an ensuing increase in cost of its energy
efficiency. One can easily argue that the near-field
effective frequency should be the value to which one
should assign the CW frequency for any comparisons be-
tween the beams generated by LW and CW pulse-driven
arrays. It accounts for the spectral energies launched
into the medium. However, these effective frequencies do
not address an essential difference between the input field
and the radiated field. Consider the input set of driving
functions. These functions deliver the energy to the ar-
ray. The electronics driving the array will expend this
energy to create these signals, to pass them to the radiat-
ing elements, and to radiate them. The driving function
spectra have an upper frequency w,,, above which they
contain very little spectral energy. We have chosen the
second e-folding point of the array-weighted energy spec-
trum (frequency at which this energy spectrum has de-
creased to 1/e?, its maximum value) generally for this
value [9,10]. This is an overly restrictive value. The
standard engineering criterion would be the “3-dB”’ point
of the composite energy spectrum delivered to the array
(provided that the spectrum is low pass beyond this
point); i.e., the value w,,=w; 45 is chosen to be the fre-
quency at which the total energy spectrum has decreased
to half its value. In terms of comparisons between the
LW and the corresponding CW cases, one could just as
easily argue that the value w,,, dealing strictly with the
input signals should be the one used to determine the fre-
quency for the CW case, not the value w4 which is ob-
tained after the array has modified the signals and the
beam has propagated into the far field. The effective fre-
quency value €4 at least measures the frequency content
near the array and removes the dc components which are
not involved in the beam-launching process. Since it ac-
counts for the spectral energies that are launched by the
array into the medium, it is a better measure of the fre-
quency content of the driving functions than w,q is.
Making Q4 the choice for the CW case without further
consideration, one could already claim that the LW case
produces a beam which is more efficient in transmitting
energy than the corresponding CW one:
v 2
= >1. (2.22b)

cw
I-‘rad

Wrad

Oew = ‘Qrad

This enhancement of the radiated-energy efficiency in the
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LW case is even more pronounced if one were to choose
®=w; 4p, Since quite generally the second moment of a
broad-bandwidth spectrum is much higher than its 3-dB
point. The issue to be reemphasized here is that one can
design input driving functions that maximize the
differences between any of these values.

From an engineering point of view, (2.20) explains im-
mediately one approach that one could take to design a
set of driving functions to maximize the radiated-field en-
ergy. One would try to design functions with as fast a
rise time as possible, thereby maximizing their first
derivatives, hence, the corresponding w,,y. This is, in
essence, the basis of the electromagnetic-missile concept
[19]. This, unfortunately, also shows a shortcoming in
the bound (2.20). It is trivial to design a set of driving
functions that have finite energy but have a discontinuity
in their first derivative. The bound is then not meaning-
ful. A step function is one that comes immediately to the
mind. Driving the array with a set of such driving func-
tions makes L 4= . It is a well-known fact that driv-
ing an array with an infinite-bandwidth signal will result
in a beam that remains localized to infinity. In fact, as
was derived recently [20], the energy decay of such a
beam goes as 1/r rather than 1/7%. On the other hand, a
devil’s advocate would say immediately that an infinite-
bandwidth array is not available because of hardware
(electronics, etc.) limitations, so that such a case cannot
be realized physically. One then returns immediately to
having to make a choice as to what frequency one uses
for quantitative comparisons.

Another issue of a more practical nature is of major
importance. In many applications it is not the signal en-
ergy that is the quantity of interest, but rather the inten-
sity delivered to a point in space time. This is particular-
ly true in the case of a scattering application such as so-
nar or radar. Many of those systems rely simply on the
detection of the peak intensity scattered by the target.
Another example deals with a microscopic situation. The
force a charged particle experiences is related to the in-
stantaneous field strength it experiences, not the average
over time. Furthermore, in many weapons applications,
the power delivered by the beam is the important quanti-
ty, not its energy. For example, in many high-power
microwave-effects applications it is the maximum intensi-
ty of a pulse that causes an upset in the state of a com-
puter chip, whereas the pulse energy can lead to a
thermal mode burnout of the device. It will be shown
below that the bandwidth of the signal on the “target” is
the quantity that determines the maximum intensity
there. This property gives a significant advantage to a
LW pulse-driven array over a CW array because of the
inherent broad bandwidths of its input signals.

B. Measured-field bound

Consider now the measured field. As noted above, the
overall efficiency of the transmitting system should be
based on the input- and measured-field energies. We will
only consider here the measured-field energy in the re-
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gion far enough from the array so that (2.3a) is valid.
Obvious adjustments to the associated values near the ar-
ray can be made directly as was done with the radiated-
field values.

The measured-field energy terms in the far field from a
single source and from the entire array are given by the
expressions
J
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W, =4, [ 7 dt]dif,(x,,0, (2.23a)
N

Wheas= 2 W, - (2.23b)

n=1

The correlation of the far-field measured time signals
takes the form

f_wwdt 33f,(r,,t—R,, /c)3f,(r,,t—R, /c)

A%iﬂS( r) —_

The Schwartz inequality also constrains this measured
signal correlation function:

Ameas <1

mn —

(2.25)

Following the above radiated-field arguments, one has
immediately that in the case of a planar array

2 LW
A w
FLW < C? s —% , (2.26)
and
2
fjc‘v @2 A ws‘e";s
meas = 2mez A
2 cwW
gin
=wewC? T 4 . y 2.27)
CW

The ratio of the measured-field fluence to the input-
field fluence is the quantity that determines the overall
efficiency of the transmitting system. This was the choice
made in Ref. [10] for comparisons of theory with experi-
ment. Explicitly, this quantity is

57meas
= . (2.28)

meas F.
in

r

Consider again the planar-array case. The efficiency for
the CW array becomes

2
A

Acwz

CW <« 4 2
Fmeas - wCW@

(2.29)

For an observation point in the far field of the LW array,
it takes the form
2

T (2.30)

FLW < 604 @2
}"radz

meas — meas

where the effective frequency of the measured far field is
N fee]
> 4, [7 atldif,(x,, 1)

4 _n=1

meas N w .
S 4, [ dila f,r,, 0l

n=1

(2.31)

[0)

Clearly, if each driving function f, were the same CW

= - 172 P
([ atlaif e, |7 ([ aelods, r,, 02

7z - (2.24)

r

signal, w,,.,, recovers its frequency. The ratio of the LW
and the CW measured-field efficiencies can now be writ-
ten simply as

LW 4
1—\rad Drad Dmeas

o~ (2.32)
g Dcw Dcw

Therefore the condition for the LW array to be more
efficient than the CW array is simply

3
2 wcw
>

meas

w (2.33a)

Wrad

If, for example, we now set wcw =w,,4, the condition for
the LW array to be more efficient than the CW array is
simply

> 0 - (2.33b)

wmeas

As has been demonstrated experimentally [10] and as will
be discussed further in the next section, this improvement
is readily achieved with a variety of LW solutions and
other broad-bandwidth driving signals. In fact, more
than an order-of-magnitude increase in the measured-
field energies can be achieved.

C. Beam intensities

As discussed above, the maximum field intensity is the
quantity of interest for many practical applications. Con-
sider in the far field of the array the radiated-field intensi-
ty (2.7a), repeated here for convenience:

N 4 9,f,(r,,t—R, /c) 2
2 A 2mcR,

n=1

T a1, 1)= (2.34)

This expression represents the intensity (W/m?) on a tar-
get at a given point in space at a given time. Proceeding
as in the energy cases, one obtains the relation

N
2 S 4,19, f,(x,,t—R, /)|
n=1

J

(r,t)=<

rad 2mwcz

N
DI
n= (2.35)

Introducing the input fluence again as the normalization
factor yields
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N
2 S A4,19,f,(r,,t—R, /c)|?

n=1

N [=e]
> 4,7 drlf, (0P

n=1

jrad(rrt) <
F

in

2mrez

(2.36)

Note that this expression represents many time values.
To reduce it to a more meaningful quantity, we will con-
sider only the maximum of the intensity time history at a
given spatial location Jhg(r). This operation will be
denoted by max,, e.g., Jng(r)=max,J 4(r,¢). This al-
lows one to define an intensity pattern and to discuss the
associated side-lobe levels even in the broad-bandwidth
case. Introducing the term

N
maxt 2 An|atfn(rn»t)|2

Trad(r)z N o ’

S 4, [ 7 dtld, f,(r,, 0

n=1

(2.37a)

and noticing that the maximum of a time shifted time sig-
nal is bounded by the maximum of that signal without
the time shift so that

N
max, > A,13,f,(r,,t—R,/c)®

n=1

<Y (r),  (2.37b)

N o0
> 4,7 atld,f,x,, 0

n=1
the maximum field intensity normalized by the input
fluence is

max
rad (r) <

Fn

2

A

A rad?

(2.38)

The term Y4 is simply the ratio of the maximum of a
function to its time-averaged value. In a CW-tone-burst
case (finite, time-windowed CW signal), the maximum of
the time derivative of the driving function squared is
2,4 = 0%y and the energy of that signal is w2y times half
its time record length T¢y. Thus the desired ratio in the
CW case becomes

2

TCW

Y = (2.39)

Therefore, if one drives the array with a CW signal for a
long time, the value of Ty is large and that of Y3 is
small. In contrast, the LW driving signals all have broad
bandwidths, so that one can achieve a very large instan-
taneous value of the square of the signals with a small
average value over a time period comparable to the CW
case. Note that even for comparable levels of the deriva-
tives of the input signals, narrow-bandwidth signals must
necessarily have larger time record lengths than broad-
bandwidth signals. Thus one can design the LW driving
functions to obtain

Yiw > YA, (2.40)

and, hence, a much larger instantaneous field intensity
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than in the corresponding CW case.

Note that an energy expression represents an average
of the signal intensity over time. Because they contain a
broad set of frequencies, the peak intensities in a LW
beam can be made quite high as noted above. However,
because the drive functions defined by a LW solution and,
hence, the input field are generally unipolar and because
they can persist with low amplitude ‘“‘tails” over several
time periods of the corresponding effective frequency CW
signal, this characteristic becomes diminished when the
time average is applied. Thus low average energies result
in the LW case in contrast to high peak intensities. Con-
sequently, the performance characteristics of a CW beam
are favored by energy arguments; and those of a LW
beam are favored in intensity comparisons. It will be
shown below that a LW beam can be designed to main-
tain a much higher intensity value in the far field than its
CW counterpart.

Similar considerations for the measured-field quantities
yield the relation for the maximum measured-field inten-
sity normalized by the input fluence. This ratio is simply

2

jma;( (r) 4
mf;is S @2 A’radz w;‘neasteas(r) ’ (241a)
where
N
maxl 2 An |a?fn<rn7t)‘2
Ymeas(r)z n=1 (2.41b)

N o]
S 4,7 arldif,x,, 0

n=1
As in the radiated-field case, one can design the LW driv-
ing functions to obtain the measured-field relation:

w > (2.42)

D. Discussion

One would like to anticipate the results indicated by
the radiated and measured-field energy bounds. The CW
case is the easiest since the radiated and measured beam
values will essentially be the same. Beyond the Rayleigh
distance LY, the energy in the CW radiated and mea-
sured fields decays as 1/r%. Thus, as depicted in Fig. 3, a
graph on a log-log plot of the efficiency &Y of the CW
beam as a function of the distance from the array results
in a straight line with slope of —2. Let us select Q4 as
the CW frequency. According to (2.22), the LW beam
can then be designed to be slightly more efficient than
this CW case even in its radiated far-field energy. The
moving interference pattern behavior of the LW beam
governs its near-field properties. As mentioned above,
the correlation function A, for the radiated or measured
fields can be made to increase as the range increases.
This allows the beam launched from a LW-driven array
to maintain its shape as it propagates away from the ar-
ray. As a result, the efficiency of this beam remains rela-
tively unchanged in the near field. On the other hand,
the quality of the near-field beam of a uniformly driven
CW array is poor because large constructive and destruc-
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FIG. 3. Anticipated bounds on the energy-efficiency decay
rates.

tive interference regions are formed. The efficiency of the
CW beam will then have large peaks and valleys in its
near field. Thus one expects the LW efficiency curves
shown in Fig. 3. The efficiency level of the LW radiated
field is slightly greater than the final peak of the CW case
in the near field, and the LW beam will maintain its local-
ization over an extended distance. This LW efficiency
curve will be above the CW efficiency curve since its far-
field value is greater than the CW value; it will finally ex-
hibit a 1/r2 behavior when its Rayleigh distance L1y is
surpassed. The LW measured-field efficiency will be very
similar in shape to its radiated-field counterpart, but it
will exhibit the enhanced values expected from (2.30).
This qualitative analysis will be supported with numerical
results in Sec. III. Thus we expect that one can achieve
(1) enhanced localization of the transmitted and mea-
sured beam energy; (2) higher transmitted beam intensity;
and (3) higher measured beam energy.

With the bounds presented above, the diffraction
lengths associated with the various quantities under dis-
cussion can be quantified more precisely. As in the
radiated-beam-energy case, the bound (2.20) naturally
defines the diffraction length

A
L= X (2.43)
rad
Now consider the radiated-beam-intensity and

measured-beam-energy bounds. A natural length can be
extracted from the intensity bound (2.38) by multiplying
it by a time characteristic of the array driving functions
to yield a dimensionless fluence ratio (maximum point
value over input average). For example, choosing 1/w,,4
as the natural time associated with the pulse-driven ar-
ray, one can rewrite (2.38) as

ImEe _ (a4 7P [Liy 0.4t
wradgin B )";'gtiz z ’ e

where the diffraction length L, of the radiated beam in-
tensity
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172

Lint= || Lo (2.44b)

rad

Similarly, one can normalize the measured-beam-energy
bound (2.30) by a term @%w},, that depends on the same
choice for the natural frequency associated with the array
driving functions and that characterizes the energy con-
version processes in the transmitter and receiver systems.
This yields the expression

Foews 4| | Lo o450
2 4 - energ = ’ -40a
(@ wrad)gin Kmeasz z

where the diffraction length LS8 of the measured beam
energy

2
energ
L rad .

w
[ cnere — meas
meas

(2.45b)

Wrad

Clearly, these diffraction lengths depend upon the choice
of the natural frequency associated with the set of signals
driving the array, as does the CW comparison beam.
However, the choices are the same in both cases. If Q4
had been chosen, then, for instance, the natural
diffraction length associated with the radiated beam ener-
gy would be

Wrad

Qrad

energ —
L rad

bt (2.46)

rad

where L$¢= AQ,4/(2mcz). This yields the same con-
clusions described above. Thus, having made such a
choice, one can associate diffraction lengths with each of
the beam characteristics. An equivalent alternative is to
compare the beam performances by dividing the LW
value by the CW value and rearranging the terms. The
resulting expressions will be dimensionless and indepen-
dent of z. The diffraction lengths thus obtained are iden-
tical to those discussed above.

The rate of divergence of the beam generated by a
pulse-driven array can now be obtained as well. The rate
of expansion of a beam can be quantified by measuring
the radius at which its fluence profile has decreased to
half its maximum value in the plane z =const away from
the aperture. This radius value, the half width at half
maximum (HWHM) of the fluence profile, is a good mea-
sure of the transverse localization of the beam. This is
analogous to the definition of the waist of a CW Gaussian
beam. Consider the measured-field fluence expression:

o= || 3§ AT e
meas(r - e m2:1n§1 RmRn mn ‘T
XWLI2WL2 - (2.47)
which led to the bound (2.26). The terms

An®(r)/(R,,R,) clearly control the observation point
dependence of the beam. Since the convolutions
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=(A, A, W,, W, ) 2A%S(r) ,

the beam fluence decreases as the array driving functions
become uncorrelated. In the far field the distance
factor (R,R,) '~z ? and the time factor
(R,—R,,)/c~(r,,—r,)t/cz. Thus the off-axis behavior
rests solely with the convolution terms (2.48). Those
terms decrease to half their value when their arguments
experience a time shift approximately equal to a quarter
of their characteristic time period. In the measured-field
case this occurs when (R,—R,)/c~T,/4=(7/
2Weas)- Accounting for the variations in the driving
time signals across a planar array, the HWHM of the
far-field measured energy profile occurs at the radius

A
HWHM meas
= |— |z, (2.49a)
meas 4dmax
where d,, is the largest distance between the significant

time signals in the array, usually the maximum radius of
an element in the array. The rate of the divergence of the

beam is simply 0., =phedi™ /7~ cas/(4d ). The
corresponding radiated-field value is
pHWHM g, (2.49b)
rad 4dmax . ’

The beam generated by a CW pulse-driven array of diam-
eter D=2d_ ., will then diverge at the rate
60,20=0Omeas = +Acw/D. Because one can control by design
the correlation properties of the constituent time signals
as well as satisfaction of the effective frequency condition
(2.33b) (i.e., the relative arrival times and the amounts of
the various frequency components), the beam generated
by a LW pulse-driven array can be made more localized
than the corresponding CW beam:

LW CW
Omeas _ Wmeas
W - Lw <«<1. (2.50)
gmeas meas

Note that even if there were not a gain in efficiency in
the LW case, the increase in the distance over which lo-
calization can be maintained may be more significant.
Any performance comparison clearly depends on the in-
tended application of the beam. If one is interested in
secure communications, for example, the maintenance of
beam quality with low sidelobe levels is of the utmost im-
portance. If one is simply interested in weapons applica-
tions, then one would expect that the more efficiency one
has, the better. This is not true if the trade-off for large
efficiencies is large sidelobe levels. Fratricide issues can
become extremely important. In particular, why not at-
tempt to drive the array with a CW frequency corre-
sponding to the absolute bandwidth? The bound (2.20)
would suggest such a choice if the largest radiated-field
efficiency is desired. One finds that for a given set of radi-

(2.48)

[

ating elements, going to higher-frequency values in the
CW case maintains the on-axis efficiency at the cost of
very large sidelobes, the so-called grating lobes. These
grating lobes appear when the wavelength of the CW sig-
nal becomes smaller than the element spacing. They do
not appear when the proper broad-bandwidth driving
functions are used. For communication and remote sens-
ing applications, this cost of maintaining the beam’s
brightness may be too high. As shown in Ref. [14] and
below, a broad-bandwidth signal set can be designed to
drive an array and produce a beam with high efficiency
and very low sidelobe levels. Another possibility would
be to drive each element in an array with the
same broad-bandwidth signal f,(¢). If the resulting
input energy is identical to the LW case:
A[® |foldt=3N_,4, [ dt|f,|?, the correspond-
ing frequency spectrum F,(w) satisfies the relation
0| Fy()|*=3SVN_,(A,/A)o¥|F,(0)|? for any integer j.
Thus the effective frequency w,,.,,, hence the diffraction
length associated with the measured energy of the beam,
would be the same in both cases. Although this approach
seems straightforward, it has two drawbacks. The first is
the loss in localization that occurs when the spatial de-
gree of freedom is not utilized. To achieve the entire
spectrum associated with the set of LW driving functions,
the time signal f(¢#) must necessarily be longer in time
than any of those LW signals. Thus the convolutions will
persist for a longer time giving a larger transverse dis-
tance, hence, faster rate of divergence than with the LW
beam. This faster rate of divergence for a beam generat-
ed by an array driven with a single broad-bandwidth time
signal having the same frequency content as the LW case
has been confirmed experimentally. The second draw-
back is one of practicality. The requisite signal f,(z) will
be much more complicated than any of the individual
LW driving signals; and hence, more complex wave form
generators and radiators would be required to produce it.
This increase in complexity combined with the decrease
in localization would severely limit the usefulness of such
an input field scheme.

Note also that if the fields from each radiating element
are measured independently in the far field of the array at
a distance z; along the array axis and are then combined,
a bound on the fluence of the total field measured at a
more distant point z, is given by

2
z
gmeas(ZZ)S _1] gmeas(zl) (2513)
Z
or
2
TmewlZa) |21 (2.51b)
7meas(zl) B Zy )
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This is also true of the radiated-field fluences as well.
This result follows immediately from (2.20) and (2.30) and
was proved independently in Ref. [12]. Unfortunately,
this result does not give a comparison of a LW pulse-
driven array to the CW-driven equivalent, nor does it in-
dicate how far the localization region extends. It must be
satisfied in the far field by any finite-energy beam. As
suggested by Ref. [12], the quantity on the left-hand side
of (2.34b) could be considered as an efficiency. This
would be a bound on the measured-field energy versus the
field energy measured at some point or set of points
closer to the array. Since this result makes no connection
with the energy of the input driving functions, it says
nothing about the overall efficiency of the radiating sys-
tem. It makes no direct connection with the energy con-
tained in the various spectral components actually driv-
ing the array elements and the measured-field energies.
The expressions for the radiated- and measured-field
fluences normalized by the input fluence fairly represent
the efficiencies of a pulse-driven array.

III. NUMERICAL RESULTS

We will assume below a perfect array (one with no re-
strictions on bandwidth or rise times, etc.) for compar-
ison purposes. The array will thus be the same for any
set of input driving functions. Given such an array, one
has only the freedom of choosing the input signals.
Avoiding the singular (infinite derivative) cases discussed
in Sec. IT A, we will compare below the radiated- and the
measured-field intensities and energy efficiencies of beams
generated by various LW pulse-driven arrays and the cor-
responding CW cases based only upon the radiated-field
effective frequency criteria involving Q.4 and ,,4. Addi-
tional possible enhancements in these performance cri-
teria would be expected for a spectral point criterion such
as the 3-dB frequency value; these improvements will also
be noted during the discussion.

Note that a CW signal theoretically has an infinite
duration and is thus not physically realizable. It has been
shown [14] that an array driven with a time-windowed
CW signal (a CW tone burst) is slightly less efficient than
one driven with a pure, infinite-duration CW signal be-
cause more energy will leak into its sidelobes. The
bounds derived in Sec. II are thus the most stringent pos-
sible. The numerical comparisons made below will deal
with finite-duration CW tone bursts. Since the tone burst
needs about four or five cycles to establish its CW nature,
each CW case will deal with several periods.

To begin the discussion, the various types of array ex-
citation schemes will be pointed out. Note that the Hu-
ygens representation of the field (2.2) can be written in its
most general form as [21]

grn=[ B,

where B is the closed 2-form WdS /(47R) and S is the
plane z =const. If 4 represents the surface of the array,
this can be rewritten simply as

g(r,t)=fA /3+fS_AB.

The Huygens-Kirchhoff representation gives
’t = ’
gnn= [ B

neglecting the contributions from the complement of 4
in S, as noted in Sec. II. If a LW solution is used to drive
the array in the straightforward scheme, only the portion
of that solution that has its support over 4 will contrib-
ute to the resulting beam. This scheme truncates the ex-
act solution and one expects, more or less, the standard
diffraction effects. On the other hand, if the array were
of infinite extent, then the input field is recovered away
from the array, i.e., g =f; and the beam generated from
the array reproduces the localized effects of the exact
solution. A finite array driven with the modified-power-
spectrum (MPS) pulse will be considered below.

Since the array is assumed to be finite, one could try to
take a portion of the complement of 4 and introduce the
information contained in the second integral over that
subset back into the array. One such attempt, the folded
array introduced in Ref. [3], uses a conformal map u that
takes a subset = of 4 into a portion B of S — 4; i.e., the
push forward u,= =B so that if u* is the associated pull
back, then one has the field

g(r,t)zfA/}+fBﬁ=fAB+fz(p*ﬁ).

This procedure has increased the complexity of the driv-
ing signals distributed over the array. From the bounds
derived above, we now know that at most this mapping
can increase significantly the radiated or measured
effective frequencies; and we can at most expect it to give
some enhanced diffraction length. It cannot create a
diffraction-free beam since even the exact, finite-energy
LW solution eventually succumbs to diffraction effects.
The behavior of the beams created by this folded array
will be described below.

Many other schemes are possible. For instance, since
the 2-form B is closed, Poincaré’s theorem [21] tells us
that there exists a 1-form a such that da=f3 over S — 4.
If C=0(S — A) is the boundary of the surface S — A4, one
can then write

g(r,t)=fAB+fS_AB=fAB+fca.

Note that the contour C= —3 4. This result is related to
the Maggi-Rubinowicz representation [22,23] where one
tries to represent the field generated by the aperture 4 in
terms of a boundary diffraction wave originating from
0A. Here, we are including an additional term to com-
plement the original aperture distribution. However, the
bounds again indicate that this procedure can at most
enhance the localization properties of the beam over
some specified, finite distance if it has finite energy.

A. Simple MPS pulse-driven array
Consider the case of a circular aperture of radius R,
driven with signals defined by the MPS pulse [3]:

1 1
zg+i(z —ct) [(s/B)+al*

—bs/B

f(r,t)=Re , (3.1)
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where s(p,z,t)=p2/[zo+i(z —ct)]—i(z+ct) and the
transverse distance p=(x2-+y?2)!”2. The operator Re
takes the real part of the entire expression to its right.
The parameters that will be used here and that have been
used for all of the ultrasound experiments in water are
a=1.0m, a=1.0, b=6.0X10> m™!, f=3.0X10? and
2o=4.5X10"* m. The speed of sound in water
¢ =1.50X 10° m/s. This solution has the transverse waist
w =(Bzy/b)'/* at z=t =0 and the maximum frequency
Smax=¢/(2mzg)=c /Ay, that represents here the 1/e
folding point of the amplitude of its Fourier spectrum.

As shown in Appendix B, the distance over which the
MPS beam maintains its amplitude, essentially the
diffraction length of the radiated-field intensity, is given
by the expression

TwR
A

Lyps= (3.2)
min

To use this formula it is assumed that w < R,; otherwise,
if the waist w > R,, then the waist w is simply set to the
value R,. On the other hand, if this aperture is driven
with a CW Gaussian beam having the frequency f .,
with the same waist w, the diffraction length of the result-
ing beam is

2

Tw
LG= Py

(3.3)

min

Similarly, if the entire aperture is driven uniformly with a

CW signal having the frequency f ..., then the diffraction

length of the resulting beam is
. mR?

LR—}\'

(3.4)
min

As shown in Appendix C, this result holds even when the
driving signal is a CW tone burst. Since w <R, one has
explicitly

R

a

Lg< Lo=Lyps= [Ri Lg<Lg . (3.5)

a

Therefore, as claimed in Refs. [3] and [9], the MPS
pulse-driven aperture can be made to have a longer
diffraction length than the corresponding CW Gaussian
pulse-driven array simply by choosing w < R.

Although (3.5) explicitly compares the radiated-field-
intensity diffraction lengths, it says nothing about the
overall quality of the corresponding aperture-generated
beams. In the near field, one finds that the pencil-like
beam quality of the MPS pulse-driven aperture-generated
field is similar to the Gaussian case. In contrast, the near
field of the piston case consists of many large regions ex-
hibiting the effects of constructive and destructive in-
terference and thus an extremely poor beam quality
there, even though its intensity can be maintained fur-
ther. Far beyond its diffraction length, the MPS beam
splits and forms off-axis lobes giving a 1/z2 decay along
the axis of the aperture. The beams for both the Gauss-
ian and piston cases exhibit the usual 1/z decay along
that axis. The half width (radius) of the beam at half the
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maximum of its intensity profile takes the value
A
V4 min
wg(z)~w |— |= (3.6)
G L W

As noted above, this “half-width at half-maximum” value
is usually called the waist of the beam. Similarly, the pis-
ton beam waist is given approximately by the expression

)"min
4R,

wp(z)~ (3.7)

Note that for the Gaussian case one has w <R,. Thus
the beam generated in the piston case is narrower than
the one obtained in the Gaussian case. This behavior is
related to the natural focusing of the piston beam that
occurs in the near-field region of the array.

Now consider the energy bounds and beam-divergence
rates discussed in Sec. II. The far-field radiated- and
measured-field effective frequencies can be obtained
analytically for the MPS pulse (3.1) through their
frequency-domain expressions:

d d F —0,
f ppf @ (p,Z w)

fORadppf_wwdwiF(p,z =0,w)|?

2
rad

@ >

’ ’

WOmeas —

fRadppfw do o?*|F(p,z=0,0)|? ’
0 — 0

where F(p,z, =0,w) is the Fourier transform of the MPS
pulse (3.1) in the plane of the aperture:

F(p,z=0,0)= [ * dte "' f(p,z=0,1) . (3.9)
When p=0, one has exactly
1 2725  Ba o b
=0, _0’ = —— - _ - =
Flp=0,z @) zga ¢ Pa—z, c B
X (e 0\ @/cTbB)_  —Batwse—b/B))
_ 1 27TZO 2_2 —zglw/c—b/B)
zoa ¢ c B ’
(3.10a)

where H (x) is the Heaviside function. The second form
is an extremely good approximation because fa >>1.
Similarly, off axis one has

_ 1 272y |o b | —zle/c—b/p)
F(p,z=0,w) —_—zoa p c B e
b b 172
)
XJol20 | 5 [———= . (3.10b)
0 P B c B I l

The terms associated with the second exponential factor
appearing in (3.10a) when p70 are likewise exponentially
smaller than those retained in this expression. Note that
the second exponential term governs the behavior of the
spectrum when o~bc/B. The exact spectrum does not



44 LOCALIZED WAVE PHYSICS AND ENGINEERING 3973

have a discontinuity there, as one might infer from the Let us introduce the terms
approximate forms (3.10a) and (3.10b). These forms sug-

n+1 n
gest the introduction of the minimum and maximum fre- W (p)= |— 2 d W(E) (3.12a)
quency parameters: ., =bc/B and w,,,=c/z,. The nP 2p? J d§ : £=p? ’
Fourier transform (3.10) can then be written in the physi-
cally appealing form W(E) =% ~4[Io(E)+1,(6)], (3.12b)
_ 1 27 —(o—ow_. )/ o

F( ,Z—O, )y ~— — . min’/ “max . .

P @ Z0a O,y Hlo—opip)e where I,(x) is the modified Bessel function of the first

- kind of order n. Inserting (3.10) into (3.8) and performing
XJo(2p /) @pinl@—@min)]'7?) . (3.11) the p integration, one obtains, for instance, that

L, LT o /o THTIR2AR, /w)VE ) HIHAR, /w)Vx )]
Orad = Omax © — —
d fo dx e " Z[J2(2R, /w)Vx ) +JH2AR, /w)Vx )]
Wy (R, /w)+ 200/ @max)W1(Rg /W) + (@min/@max)* Wo(R, /W)

=2

max Wo(R, /w)
W,(R, /w)
2 2 a
~ —_— 3.13
a)max WO(Ra /w) 2 ( )
Since @ /®max << 1 for the broad-bandwidth pulse under consideration. Similarly, one can also show that
We(R, /w)

? PR (3.14)

meas~wmax WZ(R,, /w) N

Note that these results are all in terms of the ratio of the radius of the aperture to the initial waist of the MPS pulse:
R, /w. Since to a reasonable approximation, I(x)~e*(1+1/8x)/V2mx and I,(x)~e*(1—3/8x)/V2mx for x > 1,
after some tedious and lengthy algebra one obtains, with p =R, /w > 1,

2

Wo(p)=4——[Io(p2)+1,(p2)]~ ——[14+0(p )], (3.152)
2 V2mp
2
e P 1 _
Walp)=—5— [2—pDo(p?)+p,(p?)]~ V%p[%ﬁom ), (3.15b)

e'““’2
Welp)= —1%[( —16p1°+228p%—1095p°+2178p*—1800p 2 +720)I 1(p?)

+(16p1°—220p%+987p°—1710p*+1044p?)I,(p?)]

1
~ Vi [Zp°+0(pH]. (3.15¢)
f
2
Therefore the effective frequencies of the MPS radiated [ MPS — Dmeas LMPS
and measured fields are meas @rad red
©%a™ F5Ohax » (3.16a) .,
2
4 1 Ra64 R? 34 _ 16 R, MPS
WOmeas ™ E w Omax ™ 2w? Dmax - (3.16b) 3 2w? rad
Using the expressions for the wavelengths associated R? 32 5
with the diffraction lengths for the radiated- and N v a — /7 a
measured-field energies derived in Sec. II, one can now =V16/3 2w? Ly=Vv2/3 Lg - (3.17b)

obtain those lengths for the present case:

7R2 2
LMPS = kenejg ~V3/16Lg =V"3/16
rad

a

L, , (3.17a)  These results indicate that when the MPS parameters are
chosen so that w <R,, the diffraction length associated
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with the radiated-field energy of the MPS pulse-driven ar-
ray can be made larger than its value in the correspond-
ing Gaussian case, and that the diffraction lengths associ-
ated with the measured-field energy can be made larger
than its value in the corresponding piston, and hence
Gaussian, cases. Similarly the waists of the radiated and
measured beams are

rad

whips(2)~ iR
a
_ 4 }"min . 4 _ w
V3 | R, l 3 w,(z)=1.81 lRa wg(z),
(3.18a)
A
R ()~ G
2w [ A (202 ]
R2 4R, R2 P
5/2
_ w
=1.32 |2 | wgl2) (3.18b)
a

These results indicate that when the MPS parameters are
chosen so that w <R,, the waist of the beam generated
by the MPS pulse-driven array can be made smaller than
its value in the corresponding Gaussian case, and that the
waist of the beam associated with the LW measured-field
energy can be made smaller than its value in the corre-
sponding piston, and hence Gaussian, cases.

It is noted that the piston case corresponds naturally to
a focused aperture. Focusing to a spot whose radius is
smaller than R, can occur only within the near field of an
aperture and only occurs in one z =const plane in that
near field. Away from the focal plane the beam quality is
poor until the far field is reached. For the piston case the
natural focus occurs at RZ2/A,;, and the far field is
reached at Ly (see Appendix C). Since the Gaussian case
results in a beam whose quality is maintained from the
aperture to the observation point, it is the one usually
chosen for many applications such as remote sensing and
communications, even though it has a shorter diffraction
length. Moreover, because the beam localization is more
important than the maximum intensity or energy
efficiency for those applications, the aperture is driven
with a Gaussian whose waist w <R,. The MPS pulse-
driven aperture is then an improvement over that Gauss-
ian case in both the beam localization, maximum intensi-
ty, and energy efficiency of the radiated and measured
fields. This has been confirmed experimentally [9,10].

In the MPS pulse-driven-array experiments described
in Refs. [9] and [10], the radius of the array R, =3.0 cm,
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giving the ratio R, /w =2; and the maximum frequency
S max=0.53 MHz, giving L;=24.98 cm and Lz =99.90
cm. The array was square and consisted of 21X 21 ele-
ments, uniformly spaced with 0.3 cm between elements.
For comparison purposes, the experiment was designed
to compare the MPS pulse-driven-array results to the
CW Gaussian and piston cases with the frequency
f=0.5 MHz~ f ... A circular array was effected by
zeroing the amplitudes of the signals on the elements
whose radii exceeded R,. Because wg,;=1.68wcw,
the (theoretical) measured-field-energy  diffraction
length (3.17b) is LMPS=(o, . ./ocw)?’LSwP=(R2/
2w)2LEW P =2 83L WP =11.31LEY:C.  Experimental-
ly, it was shown that the MPS measured-field-energy
diffraction length was slightly greater than 150
cm~1.5LSY: P ~6.0LEY-C, where LSW.F and LSY.C are,
respectively, the calculated diffraction lengths for the

0.5-MHz CW piston and Gaussian amplitude weighted

cases. The (theoretical) waist (3.18b) of the measured
beam energy is wxeiss(z)ZO.59wp(z)=0.23wG(z) which

gives 4.29 as the ratio of the beam expansion rates for the
0.5-MHz CW Gaussian and MPS cases. Experimentally,
this ratio was found approximately to be 6.75. It is be-
lieved that the discrepancies between the experimental
and theoretical diffraction length and beam-divergence
results are due to a number of factors, mostly experimen-
tal in nature. A small amount of error is introduced by
the approximations leading to the values given by (3.16)
and by the difference between the discrete experimental
array and the continuous aperture distribution used to
derive the theoretical values. Round-off errors in the
driving signals were generated by the original set of elec-
tronics used in the one- and two-dimensional synthetic
array experiments under consideration here. Those
round-off errors tended to smooth the output signals,
generally producing a lower-than-expected measured
effective frequency for the LW case. The worst experi-
mental beams were consistently produced by the 0.5-
MHz CW case making the above quantitative compar-
isons difficult. For instance, the experimental diffraction
length of the 0.5-MHz CW beam appeared to be less than
the first possible measurement point at 25.0 cm. Better
quality beams were produced when the array was driven
with 1.0 and 2.0-MHz CW signals, making the compar-
isons more definite. For example, the MPS beam waist
was found to be ~95.0% of the waist of the beam gen-
erated by driving the array with a 2.0-MHz CW Gauss-
ian. This means wMFS ~(0.95)0.25w;(z)=0.24wg(z), in
excellent agreement with the theoretical value. Even
with some discrepancies between the theoretical and ex-
perimental results, these early experiments support the
theoretical view that narrower, more efficient beams are
possible using LW pulse-driven arrays.

B. Folded MPS pulse-driven array

Consider now the folded array introduced in Ref. [3].
As discussed above, the folded array represents an at-
tempt to include more information about the exact LW
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solution into the array driving signals. The conformal
mapping used here is simply p— R 2, /p, which maps an
annulus with its radii greater than the maximum array
radius R,,, into an annulus with its radii smaller than
Rmax'

Because the calculations are not readily tractable
]

w(t)f(p,z=0,t) (p=0)
S(p,t)= P P

where R, =(x2, +y2.,)"/? is the maximum radius of

the source locations in the array and the position-
dependent  delay  time ¢, ={[z2+(R2,, /p)*]'"*
—[22+p*1'/?} /c, the constant-delay distance being
2;=3.0X107? m. If h(t,7)=0.42—0.50cos[2.07(z/
7)]+0.08 cos[4.0m(t /7)], the extra window function
w(t)=0 for t<—t; and for t>t,; w(t)=h(tt,) for
—t,<t<—t, and w(t)=h(t,t,) for +t; <t <-+1,; and
w(t)=1.0 for —t,<t<t,, where t;=6.0X10"¢ s,
£,=3.0X107%s, £;=0.5X107%s, and #,=1.0X 107 °s.
The time window w (#) is included in the driving signals
to remove the precursor wings characteristic of the regu-
lar MPS driven arrays, hence, to minimize specifically the
amount of wasted energy in those wings. The pulses
(3.19) were optimized by varying the constants in (3.19)
and testing them in a numerical simulation based upon
(2.2)-(2.4). The desired performance, a more than ten-
fold enhancement of the measured energy diffraction
length, was obtained experimentally with an ultrasound
array in water that was driven with these signals [10].

In order to relate the theoretical results to the experi-
ments in Ref. [10], consider a 25-element (5X35) square
array. The elements in the array are separated by 2.5 mm
and are centered in 6.27 X107 2-cm? areas. The total
length of the array on a side is thus 1.25 cm and the total
area is 4 =1.5625 cm?. The actual array that was fabri-
cated for the experiment was 1.05 cm on a side and had
0.5-mm-diameter disk elements (acoustic transducers)
spaced on 2.5-mm centers. The small number of radiat-
ing elements limits the number of CW configurations;
there are too few elements for any effective shading or
focusing.

The LW folded array is driven with six unique signals
defined by (3.19). Because of the Jacobian weighting term
(R .. /p)% the folded driving signal nearest the center of
the array will have the largest amplitude. The largest dis-
tance d,, between the sources of these folded signals is
obtained not by comparing the actual values of their radii
p;> but by comparing their folded values RZ../p ;- One
finds d,,,, =1.29 cm. The effective frequency of the radi-
ated far field is f,,q=0.33 MHz. This value was ob-
tained numerically with the signal processing code SIG
[24]. This effective frequency value gives the radiated-
field-energy diffraction length L$§®=Lg=3.44 cm.
Similarly, the effective frequency associated with the
measured far field is f ., =1.435 MHz. This effective

w (L (9,2 =0,0)+ (R n /p)*f (R /ps2 =0
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through analysis in this folded-array case, numerical
simulations will be used to illustrate the major points.
The actual driving signals were chosen from a modified
version of the folded-array scheme proposed in Ref. [3]
and the MPS pulse (3.1). Explicitly, a radiating element
at (x,y) in the array is driven with the signal

(—t)] (p70) , (3.19)

frequency value gives the measured-field-energy
diffraction length L8 =(f, .o/ fraa)? L8 =18.91Lg
=65.05 cm. The beam divergence rate is O%en=Amcas/
4d,,=2.02X1072

The near-field effective frequency was calculated over
the near-field plane z=1.0 cm to be 0.173 MHz giving
@raq/Qrag=1.91. In terms of point quantities for the
effective frequency, it was found that 50%, 63%, 87%,
and 95% of the input energy was respectively below
0.092, 0.135, 0.33, and 0.50 MHz. Thus the 1/e? fre-
quency point coincides with the radiated energy effective
frequency. The 3-dB point value for the effective fre-
quency is w;45=0.092 MHz giving @.4/®;45=3.59.
Recall that these alternate values for the effective fre-
quency all give the indicated enhancements of the
radiated-field-energy diffraction length.

For theoretical comparisons, the array was driven uni-
formly with a CW tone burst at the frequency
fow=Sraa=0.33 MHz. The tone burst is explicitly
defined by the signal fcw(t)=w(t)sinwcy?, where the
window function w(#)=h(|t|,7), 7=12.12 us. Thus
there are approximately six full cycles in the tone burst.
The improvements with the LW drive over the CW drive
are then predicted as (fpeas/fraa)’> @ 345-fold enhance-
ment in the measured-field-energy efficiency, and
OV /OLV = (Araq/AR oy ) /O =1.607X 1071 /2.021
X 1072, a decrease by a factor of 7.95 in the beam-
divergence rate. For comparison purposes in the experi-
ment, the reference CW case, in which the array was
driven uniformly with a tone burst at the frequency 0.50
MHz=1.52f,,,, was used. Comparing the measured-
field energies and divergence rates in the LW and experi-
mental CW cases, one theoretically expects the energy to
increase as ( A/ A theor ) (@raa/0cw)*(fmeas /fow )’ an
enhancement by a factor of 12.11 in the energy, while the
divergence decreases as (Aq/Acw)X7.95, a decrease by
a factor of 5.21 in the divergence rate.

The numerical simulation used here to test these LW
pulse-driven-array enhancements was a direct time
domain implementation of (2.2c) and (2.4a). Note that
the LW efficiencies will be scaled by a factor of 2 to com-
pensate for the bipolar nature of the CW signals (the ac-
tual input energy in the CW case is twice the energy in a
half period, hence, twice its average value). They will
also be scaled by the square of the ratio of the near- and
far-field effective frequencies (@ ,q/Q,.q)* given above, to
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FIG. 4. Comparison of the decay of the radiated-field energy
along the line-of-sight direction of the beams generated by the
LW and CW pulse-driven arrays.

account for the difference between the energy launched
into the medium versus the energy reaching the far field.
Both unscaled and scaled results will be given.

The results are shown in Figs. 4-8. The radiated-
field-energy efficiencies, the normalized radiated-field in-
tensities, and the measured-field-energy efficiencies for
the LW and CW pulse-driven arrays are compared, re-
spectively, in Figs. 4, 5, and 7. There are 33 data points
on each curve, every third one being labeled by the sym-
bols listed in the legends. The comparisons of these actu-
al results to those anticipated in Fig. 3 are quite good.
From Fig. 4 one can see that the CW radiated-beam-
energy efficiency bounds the unscaled LW folded-array
case values and that the scaled LW values bound the CW
results as predicted. The scaled LW to CW enhancement
is 6.25. From Fig. 5 one can see that the normalized
radiated-field intensities for the unscaled and scaled LW
folded array are greater than the corresponding CW
values. All of those curves have been normalized to the
maximum CW value, which occurs at 0.9 cm. In the far
field the LW beam intensities show, respectively, factors
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FIG. 5. Comparison of the decay of the maximum radiated-
field intensities along the line-of-sight direction of the beams
generated by the LW and CW pulse-driven arrays.
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FIG. 6. Comparison of the expansion (half width at half
maximum) along the line-of-sight direction of the radiated-
field-energy and maximum intensity profiles of the beams gen-
erated by the LW and CW pulse-driven arrays.

of 26.60 and 193.57 improvement over the CW beam
values. Similarly, from Fig. 7 one can see that the uns-
caled and scaled LW folded-array measured-field-energy
efficiencies are much greater than the corresponding CW
values. The far-field 1/z2 decay rate begins between 50
and 60 cm, roughly 17Lg, which is in reasonable agree-
ment with the predicted value. In the far field the LW
beam efficiencies show, respectively, factors of 307.3 and
2236 improvement over the CW beam. The 307.3 value
compares quite favorably with the predicted 345-fold im-
provement. In Figs. 6 and 8 the waists (HWHM) of the
various beam profiles are given along the line-of-sight
direction. The radiated-field beam quantities are given in
Fig. 6 and the measured-field beam quantities in Fig. 8.
Figure 6 shows that the LW radiated-beam-intensity and
energy profiles are narrower than the corresponding CW
beam profiles. The slopes of the CW beam energy and in-
tensity profiles are 0.164 and 0.167, the corresponding
LW slopes are 0.081 and 0.046. Thus the CW profiles are
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FIG. 7. Comparison of the decay of the measured-field ener-
gy along the line-of-sight direction of the beams generated by
the LW and CW pulse-driven arrays.
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FIG. 8. Comparison of the expansion (half width at half
maximum) along the line-of-sight direction of the measured-
field-energy profiles of the beams generated by the LW and CW
pulse-driven arrays.

expanding 2.03 and 3.66 times faster than their LW coun-
terparts, and the LW radiated-beam-energy profile is ex-
panding 1.77 times faster than its intensity profile. Simi-
larly in Fig. 8 the waists of the CW and LW measured-
field-energy profiles are given. The slopes of the CW and
LW beam profiles are, respectively, 0.16 and 0.022. Thus
the CW measured-beam-energy profile is expanding 7.26
times faster than the LW profile, which is also in reason-
able agreement with the predicted value.

The numerical results summarized by Figs. 4—8 clearly
demonstrate the improvements that are available from
LW pulse-driven arrays. The measured LW beams can
be made to be more efficient and narrower than their CW
counterparts. Similarly, the radiated intensity of the
beam generated by the LW pulse-driven array may be
significantly higher than its CW counterpart. These
beam enhancements have been confirmed experimentally
[10]. The experimental value for the ratio between the
measured LW and CW field energies was 6.0 instead of
the value 12.11 predicted here; and the ratio of the LW
and CW measured far-field intensities was approximately
12.21, more than double the energy enhancement. The
LW measured-beam-energy profile was measured to be
expanding 1.49 times faster than its intensity profile; it
was expanding 4.25 times more slowly than the CW
beam. Although the theoretical results indicate that fur-
ther improvements are possible, these experimental re-
sults demonstrate the merit of the beams generated by a
LW pulse-driven array.

C. Alternative LW pulse-driven arrays

Having demonstrated explicitly the advantages of a
LW pulse-driven array over its CW counterpart, we can
now consider modifications on those constructs or alter-
native concepts altogether. In particular, consider the
folded array when the elements are taken closer to the
origin. The resulting beams will have higher effective fre-
quencies because signals are now being included which
naturally have small amplitudes and large time variations
(signals in the tails of the LW solution), but whose ampli-
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tudes are amplified by the Jacobian term (R, /p)* in
(3.19). This term rapidly becomes larger as p gets closer
to the origin. On the other hand, the energy efficiency of
the folded array may decrease because this same Jacobian
term increases the input energy requirements. If
efficiency were not an issue, one could develop a beam
with an extremely narrow mainlobe but which wastes
much of its energy in leakage to its tails. Such an exam-
ple was discussed in Ref. [3] where the MPS pulse ampli-
tude was maintained for many Rayleigh lengths but at a
severe cost in efficiency. Another tentative example is
discussed in Appendix B. One would gain in resolution
at the cost of the beam’s brightness. The usefulness of
such a beam would, of course, depend on its intended ap-
plication.

Consider again the CW pulse-driven array. The ampli-
tudes of these signals are tapered (amplitude tapering or
shading) across the array in practice to achieve a large
reduction in sidelobe levels. This is accomplished with an
acknowledged loss of beam directivity and a broadening
of the mainlobe. The mainlobe can be made brighter
with an increase in the frequency of the driving signal;
however, without additional amplitude tapering, higher
sidelobe levels will result. Eventually, if one were to raise
the frequency of the driving signals to a value where the
corresponding wavelength is smaller than the element
separation, then the resultant CW beam will contain
significant grating lobes. This is a particularly acute
problem when the array is sparsely populated with ele-
ments. As noted above, the broad-bandwidth LW pulse-
driven array can be designed to avoid this problem. This
is illustrated in Fig. 9. The theoretical measured-field-
beam-intensity profile for the folded MPS pulse-driven
array considered in the preceding section is compared
directly to the measured-field profiles of the beams gen-
erated by driving that array with CW tone bursts at 0.5
and 2.0 MHz. These curves were obtained in the plane
z=30.0 cm by searching the time history at a given ra-
dius and z =30.0 cm for its maximum value and then
plotting that value against its p value. The intensity
profiles are all normalized to unity along the z axis.
There are 101 data points in the profiles; p ranges from
—350.0 to +50.0 cm. The wavelength at 0.5 MHz is 3.0
mm, slightly larger than the element spacing of 2.5 mm.
On the other hand, at 2.0 MHz the wavelength is 0.75
mm, much smaller than the element spacing. As shown
in Fig. 9, the broader beam profile of the 0.5-MHz case is
traded for the narrower mainlobe and large grating lobes
in the 2.0-MHz case. The folded-array beam has a main
lobe similar to the higher-frequency CW case and
sidelobe levels similar to the lower-frequency CW case.
These qualities of the LW beam make it very appealing
for a variety of applications.

Consider now the edge-enhanced array discussed at the
beginning of this section. Although the analysis of this
array is not yet complete, some preliminary statements
can be made. The MPS pulse-driven array considered in
Sec. III A was augmented with signals included in the ele-
ments located on the edge of the array. Those signals
were defined by the appropriate boundary wave-
diffraction terms obtained from the time version of the
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FIG. 9. Comparison of the normalized measured-field-intensity profiles at z=30.0 cm of the beams generated by the LW and 0.5-

and 2.0-MHz CW pulse-driven arrays.

corresponding Poincaré lemma derived explicitly by Mi-
yamoto in Ref. [25]. This scheme has been crudely im-
plemented numerically for the sparse 25-element square
array considered above. The computational cost of ob-
taining the diffraction wave signals is quite high, so only
a coarse signal set has been obtained to date. The result-
ing beam was found to have a narrower measured energy
profile but a wider measured intensity profile than the
corresponding folded-array beam. The associated energy
efficiency was thus higher, while the intensity efficiency
was lower. These results suggest that such a pulse-driven
array may be useful in generating beams with further
enhanced energy profiles. This concept is currently un-
der further investigation.

IV. DISCUSSION

The possibility of generating LW beams from an array
with diffraction lengths or near-field distances much
larger than anticipated from conventional CW theory
was addressed in this paper. This was accomplished by
investigating and understanding the physics and en-
gineering of driving arrays with a spatially distributed set
of broad-bandwidth pulses. Bounds were derived that
refine the meaning of a diffraction length and a
diffraction-limited beam, particularly for those excita-
tions. It was shown that one can design a set of driving
signals for an array that can extend the near field further
from an array with a more localized beam than is possible
with a comparable CW system. The LW source-free
solutions introduced in Ref. [3] were then used to illus-
trate such a set of designed pulses.

The utilization of an extended frequency set to drive
the array introduces beam characteristics which result
from different portions of the given frequency set. The

bounds presented in Sec. II were derived in terms of aver-
age and point quantities that characterize those frequen-
cy subsets. The enhanced localization properties and
diffraction lengths of the resulting beams are closely con-
nected with the existence of these additional frequency
subsets which do not exist in the CW or narrow-band
cases.

It was shown that several diffraction or Rayleigh
lengths need to be introduced to describe the behavior of
beams generated by pulse-driven arrays. Given the per-
formance criterion, it was clearly demonstrated that LW
beams outperform their CW counterparts. Diffraction-
free beams with finite energy do not exist, as pointed out
in Refs. [3] and [26]. However, the arguments presented
here indicate that performance enhancements of array
generated beams can be accomplished with frequency
shading as well as amplitude shading of the array. If the
transmitting and receiving arrays behave equally for all
driving and received signals, the only control over the
beam characteristics one has is through the driving func-
tions. One must properly shape the frequency spectra of
the input field to take into account the effects of the
transmitting array and the measurement process. Beams
can be generated from pulse-driven arrays that act as
moving interference patterns with extended localization
properties. The LW solutions simply provide an immedi-
ate access to these enhancements.

It was shown that there is an essential difference in the
behavior of the radiated and measured fields for systems
of transmitting and receiving elements that are and are
not electrically large for the wavelengths of significance
in the signals driving them. This difference was dis-
tinguished by a one- versus a three-time-derivative behav-
ior of the output signals which resulted from the energy
conversion processes at transmission and reception. It
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led to the characterization of the radiated and measured
fields, respectively, by the second- and sixth-order mo-
ments of the power spectra of the input signals. It was
shown that a properly designed set of driving signals
which have a high degree of correlation in the higher-
order moments of their power spectra will produce a
beam that has the desired extended diffraction lengths
and enhanced localization properties. The diffraction
process affects the higher-order moments of the spectra
more slowly, giving the extended diffraction length; the
enhanced transverse localization results from the high de-
gree of correlation. Because they are simply related by
powers of the frequency, there is essentially no difference
between the radiated, propagated, and measured fields for
a pulse-driven CW array. The broad-bandwidth LW sig-
nals can be tailored to the transmitter-receiver system
configuration of interest to realize enhancements of a par-
ticular beam parameter.

Can these beam improvements be enhanced further?
Since we are dealing only with linear phenomena, no new
frequency content can be introduced into the resulting
beams either by the transmitter, the medium, or the re-
ceiver than is present in the signals delivered to the array.
However, as indicated, one can improve the results fur-
ther still but within the context of introducing the ap-
propriate diffraction lengths. Several possibilities exist as
noted. Remaining efforts in this direction are truly of an
engineering nature since they deal specifically with
enhancing the beam quantities for particular applica-
tions. These include remote-sensing, communications,
and directed-energy (sonar, radar) systems.

Nonetheless, significant physics issues remain, includ-
ing the behavior of the broad-bandwidth LW beams un-
der scattering and diffraction. Since many areas of phys-
ics deal with beams and those applications, the results
presented here suggest that LW pulse-driven arrays may
offer significant improvements over conventional CW sys-
tems in use today. Some of the remaining physics issues
have been addressed recently. For instance, the propaga-
tion of a LW beam in a graded-layer-index medium and
the scattering of a LW beam from an index discontinuity
have been considered. The use of LW beams in remote-
sensing problems is also currently under investigation
both theoretically and experimentally. The results of
both of these efforts have been very positive to date and
will be reported elsewhere.
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APPENDIX A:
ACOUSTIC-PIEZOELECTRIC-TRANSDUCER
MODEL

The acoustic transducers used in the LW experiments
[9,10] were of a common type which can be modeled sim-
ply as parallel-plate capacitors loaded with piezoelectric
material. The faces of the piezoelectric material have an
area A and the separation between the voltage contacts
attached to these faces is /,. It will be assumed, as was
the actual case in the experiments [9,10], that the trans-
ducers are driven far from any of their (frequency) reso-
nance points. The associated physical model is greatly
simplified in this regime.

In its transmission mode the transducer mat ‘al ex-
pands and contracts along the direction of the »>plied
voltage signal launching a pressure wave; in the :ipro-
cal reception mode an applied pressure wave defc 1s the

piezoelectric material along this direction generating the
measured voltage signal. In particular, the piezoelectric
effect is expressed as a relationship e =ps + Ed between
the elastic strain e of the material and the electric field E
and the pressure p applied to it, where d is the piezoelec-
tric strain coefficient and s is the elastic compliance
coefficient. If the stresses are applied in a uniform
manner, then e ~0. Consequently, the pressure induced
on the face of the transducer, hence in the medium, by an
applied voltage signal is

p(t)z—%v(t) . (A1)

z

On the other hand, the voltage induced across the trans-
ducer by a pressure signal applied to its face is

s
v(t)=~——p(). (A2)

d

Consider one of these capacitive transducers in its
transmission mode. Let the transducer be a disk with
face area Ar=1ma 2, a being its radius. The Fourier trans-
form of the pressure field P(r,0,¢,w) generated by such a
transducer is given by the Rayleigh diffraction expres-
sion. When the observation point r is in the far field of
the transducer, i.e., the distance » =|r| from the center of
the transducer to that point satisfies »r > A, /A over the
frequency regime of interest, this pressure field has the
form

J(ka sin8)
(ka sin0)

ikr
P(r,w)~—iZ, [-‘;l [2ATU(w)]§;;

e ikr

[2AT0<w>]4W ,

(0]
1 0[6

where w=kc is the frequency; U(w) is the Fourier trans-
form of the velocity of the transducer face; ¢ is the speed
of sound in the medium; and Z,=p,, ¢ is the characteris-
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tic impedance of the medium, p,, being its density. Since
the angle 6 between the transducer axis and the observa-
tion point is assumed small, the pattern term [2J(x)/x]
is set to unity. In the time domain this field becomes

() ZoAr
pint r

o, ult—r/c), (A3)
the face velocity being evaluated at the retarded time
t—r/c.

Assuming the transducer is not electrically large, i.e.,
the frequencies of importance in the signal satisfy
ol,/c=kl, 51, the frequency-domain results given by
Ristic (Ref. [27], pp. 153-157) relate the velocity of the
face of the transducer U (w) to the pressure P(w) applied
to the transducer face through the mechanical im-
pedance: U(@)=[Z e (@) 'P(0)= —iol, /(Zyc).
Converting this result to the time domain yields

IZ
u (t)z—igac,p(t) . (A4)
Combining this with (A1) gives
L, d d
u(t)=— Zs Iz—sac,vin(t)——z);ac,um(z) . (A5)

Therefore the far-field pressure field (A3) can be written
explicitly in terms of the input voltage signal;

d

N

v, (t—r/c) . (A6)

Now assume that this pressure field is measured with a
matched (material) transducer with face area Ay. The
output signal of this measurement is the voltage mea-
sured across a purely resistive impedance Z connected
to the voltage plates on the transducer. Since this mea-
surement occurs in the far field of the transmitter, the
pressure field is essentially uniform across the face of the
receiving transducer. Now when kI, $1, the transducer
acts like a capacitor with capacitance Cp =€ Ay /I, in
this measurement circuit, € being the permittivity of the
piezoelectric material. Therefore with (A2) the output
voltage signal is related to the voltage v, induced across
the transducer by the pressure field p as

bR (1)~ Zgig (1)
=ZRrCr0,v,(2)
=—ZrCxr Lse 6,p(t)=—Z—RARia,p(t),
d Z, “Rg

(A7)
|

_ I P b
g(p—O,z,t)~Re4(27T)2 fo d§f0 d)(?co 4_§,§,X
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where the impedance Z, '=ec has been introduced.
With (A6) the measured voltage and the input voltage
signals are related through the relation

Zy Ag Ap
UR(t)z—Z—m—‘Waztvin(t —r/c),

(A8)

which gives the anticipated three-time-derivative rela-
tionship.  Introducing the constant C=(ZyZ,/
Z2)V2(Ap Ag)"?*/c? and the functions f(2)=v,(t)/
(ApZ,)"? and g (1)=vg(1)/( AgZg)""?, the received sig-
nal can then be written in the anticipated canonical form:

(t)~@ﬁa3f(t~r/c> (A9)
g = rer O ’

where the constant @, the input signal f, and the output
signal g have, respectively, the units s?, (W/m?)!/2, and
(W/m?)!/2,

APPENDIX B: AMPLITUDE MAINTENANCE
FROM A MPS PULSE-DRIVEN APERTURE

Consider an aperture that is driven with the MPS
pulse. In the far field, the Huygens representation (2.2)
can be rewritten in the form

1
g0~ [, dS' (= [3,/ 1+ 3 ])

—_ ’ 1
=—J, 455 x18.s1, (B1)

where 7=z —ct. To examine the distance over which the
initial field amplitude is recovered from a circular aper-
ture of radius R, driven with a MPS pulse, one can insert
the bidirectional representation of the axisymmetric LW
pulses given in Ref. [4],

L oo Xo | X
¥(p,z,t)=R d Ao, |4 g,
(pz)=Re 5 [ "dg [ "dx g Co | 4z.6X [Jolip)
xei§(2+ct)
xe~i()(2/4§)(zfct) , (B2)

into (B1) to obtain the expression for the field along the z
axis,

ei§(z'+ct)e —i()(z/4§)(z'~ct)n(z,zr.x é—) . (B3)

Note that the MPS pulse used in the simulations and experiments is taken to be the real part of the expression resulting
from the bidirectional representation, this operation being represented by the symbol Re. The integral
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R, JoXp') —ig+s?
Mzz'30.6)= [ dp’p"LRLe . (B4)

contains the z dependence of the aperture-generated far field. Its approximate evaluation is straightforward assuming
R, <<(z —2z') so that one can employ the usual constructions for the timing and attenuation factors. One obtains a
canonical diffraction integral defined by the Lommel functions. In particular, if A=[£/2(z —z')](1+x2/4£?), then [28]

e —i(g+x2/48)z —2")

N Rq —i[(E+x*/48)/2z —2)]p?
(z,z";x,€) J o dPPIolxple

z—z'
o i+ ARG =) |, —i[(E+x?/4£)/2(z —2")IR?
= p— T [U,(2ARZ xR,)+iU,(2AR%XR,)] , (B5)
where the Lommel functions are given by
- 2k +n
Uy )=3 || Toesad) . (B6)
k=0 Y

This expression can be reduced further depending, of course, on the behavior of Cj,.
The bidirectional spectrum [4] C;, of the normalized MPS pulse for a=1.0 that we have considered here is

—[uzy+(Bv —bla)

Colu,v,x)=2mBzoaH R \ (B7)

v—ﬁ e
B

where H (x) is the Heaviside function. Because of the exponential decay behavior for large u or large v, the coefficients
of the Bessel terms in the Lommel functions in (B5) are always very small: 2AR az/ (xR,)
=(&/x+x/E)R,/(z —z')] << 1, hence the expression (B5) can be reduced to the form

) 2 R
o —iET A0z ), TILETX /4D 2z 2)1R2

Myps(2,2"3X,6) ~ 7 —2' X R.J(XR,) . (B8)

One would expect the amplitude of the field to take on its maximum value at or near the pulse center z =z'+ct.
Evaluating the far-field expression (B3) at this point and using (B8), one obtains

g(p=0,z,t =(z —z’)/c)~—Re(Bzoa)é ZR_az, fbde Elz—eig[z’_R‘%/Z(z_z’)]e_(‘35_")“
xfodeXZJI(XRa)efixzr(g’z_z’) , (B9)
where the term
',z —z’)=—l— 20+iz'+i——Ra—, ELQ(Z —z').
4 2Az—z') | 4

The y integration can be performed with the identity [Ref. [29], Eq. (6.631.4), p. 717]

fodeXle()(R )e_FX2=.__I_{__e—R2/4r )

(2r)?
This means
: R2 Pzya _ 20 it R2 /oy — ot
_ , 1 a 0 ba [ E{Ba+R;/Q—ilz'—R;/2(z~2")]}
= =(z— ~—Re-—7F—— d . (B10)
g{p=0,z,t =(z—2z')/c) 77 fb/ﬂ Ee
Since
fwdx e = e T ’
u n
the £ integration is straightforward and yields, for Ba >>1,
; r_Rp2 —
i R: Bzoa o PP R 2z ~(b/BXR2/Q)

=0,z,t=(z —z')/c)~ —Re~—= : e
glp=0.z,1=(z =2")/c) 202 z—z) Ba+R2/Q—i[z’—R}2/2(z —2')]

; R2  z i(b/B)z'—R2/2z—2")] —(b/BNR2/Q)
1 a___o____et Bz & z—z ]e B . ) (Bll)

Introducing the Rayleigh distance Lr =R?2/(2z,)=mR2/Ay;, and taking (without loss of generality) z’=0, one finds
that
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|Q2=z2[1+(Lg /2)?],
1 1
—=———[1—i(Lg /2)],
Q  zy[1+(Lg/2)?] [ r/2)]
1Q22=2¢{[1—(Lg /2)*P+4(Lg /2)*} =241+ (Lg /2 )],
1 1 2 .
—= 1—(Lg /z)*]—2i(Lg /2)} ,
Q,z Z%[1+(LR/Z)2]2 {[ R ] R }
which allows one to rewrite (B11) in the form
[1—(Lg /2)°] 2(Lg /2) ~2b/B)Ly /(1 +(Lg /2]
g(p=0,z,t = z/c)~-— siny— cosy |e R R , (B12)
P z | [1+(Lg /2)*)? 4 [1+(Lg /2)*)? i4
where the phase
2L} Ly
=0b/pB)|———————zp—
4 B z[1+(Lg/z)?] ° z
From (B12) one sees that if z >>Lg, then g decays as 1/z2, faster than 1/z. On the other hand, if z <<Ly and z >>R,,
then g ~ —z /Ly which is growing monotonically with z. Therefore, to establish the diffraction length, one must con-
sider the region where R, <z < Ly. In this region ¥ ~2(b/B)z and
. b z b —2b/B)z2/L
g(p=0,z,t =z/¢)~——2 |sin |22z |+2 |- |cos [222 R (B13)
P Ly B Ly B

One thus finds that the field on the axis of the array varies as g ~x exp(—ax?) where x =z /Ly and a=2(b/B)Lg.
This means that g ~1 when Inx —ax 2IIn% or when x ~[ —In(})/a]. For a circular aperture of radius R, driven with
a MPS pulse whose waist w?=fz,/b and minimum wavelength A_;, =27z, the associated diffraction length is the z
value:

172 2R _wR

R,
w

B

B
L -
4p R

bZO

TwR,

2 2z A

a

zg~ . L . (B14)
min

Thus the diffraction length of the MPS pulse-driven aperture is greater than Lg;=mw? /A, the diffraction length asso-
ciated with that aperture driven by a CW (monochromatic) Gaussian beam with frequency ¢ /A, and initial waist
wyo=w. Note that zy <Ly, the diffraction length associated with driving the entire aperture uniformly with the same
CW signal at the frequency ¢ /A ;.

A natural question of course arises as to whether the MPS pulse-driven aperture case is or is not the optimal case for
achieving the maximum distance of amplitude maintenance from a fixed aperture size. Clearly it is not. The folded
MPS array case outperforms the simpler unfolded one. What then is the optimal LW pulse? Unfortunately, it is not
known explicitly at this time. Reconsider now Egs. (B3) and (B8). One has a large latitude for the choice of the LW
pulse (bidirectional) spectrum Cy(u,v,Y). Instead of the MPS spectrum, let us tailor a spectrum for the given aperture.
In particular, set

—a.u —da,U
1% e %% xR

Colu,v,x)=m%a,a,* — (B15
olt,v,)X)=maa; u v Ji(xR,) )
With this bidirectional spectrum the field
: R Y .
1 a © i&[z'—R%/2(z —2")]
(p=0,z,t=(z—2z')/c)= — dée a
&ip (2m)? (z——z)fo §
2 2 2 . 2 ,
X —(x2/46)[z'+R2 /22 —2")]
XfO dX 4§2 CO 4§ ’gyX JI(XRa Je
i @;a,R2 §{a2—i[z'—R2/2(2'Z')]] ® —x*a, +ilz’+R2/2z—2")]} /4£
:—- a d e 1 a
(z—2z") f § fo XX
lalazRa 1 f dee” {ay—ilz’—R2/2z—z")])
2z—z") | a;+i[z'+R2/2(z —2")]
i a,a,R?
=41 ! . , (B16)
2 2z—=2") |a,+i[z'+R2/2(z —2")] a,—i[z’—R2/2(z —z')]
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which ~a, or ~a,, depending upon whether (z —z')<<R?/a, and R}/a,<<(z—z') or (z—z')<<R}/a, and
R?/a, <<(z —z'). In analogy with the MPS pulse case, it is believed that the constant a, controls the maximum fre-
quency (@, ~c/a,) and a, controls the distance of pulse shape maintenance so that one would choose a desired fre-
quency regime by choosing an appropriate a, and then set a, <<a, to achieve g ~a, and a radiated intensity diffraction
length Li", ~7R2?/a,>>m7R2/a,. Note that the constants a, and a, can, of course, be factored from the spectrum
(B15) to give g ~1 at t =(z —z')/c in (B16). The spectrum (B15) does not lend itself to an analytical determination of
the corresponding LW solution. We are currently trying to determine the form of this solution numerically. Once this
is accomplished, the associated effective frequencies can be obtained; and the propagation simulator can be used to in-
vestigate the characteristics of the beam generated by driving an array with this LW solution.

APPENDIX C: AMPLITUDE MAINTENANCE FROM A UNIFORM, CW-TONE-BURST PULSE-DRIVEN APERTURE

Consider the field generated from a uniform, CW-driven aperture of radius R,. With the Huygens representation, if
the array is driven with the tone burst g(¢)=sinwt[H (¢)—H (t —T 4)], where T s =n (27 /w), it generates the field

__r_1 . . . z—z' . z—2z'
f(p,z,1) <A d,8(t —R /c)—d,g8(t —R /c) g(t—R /c) R2
1 wz—2z z—z' .
=[ —|= - + —R
fs -l cos[w(t —R /c)] —sin[w(t /c)]]
X[H(t—R /c)—H(t—R/c—Ty)], (C1)

where R =[(x —x')*+(y —y')*+(z —z')?]'/2. We take the time T4 the tone burst exists to be a multiple of the period
to avoid the discontinuities that occur at the final end point when the time derivative in (C1) is applied to the driving
function g (7).

We consider specifically a circular aperture of radius @ and confine the observation points to those along the direction
of propagation. If we make the change of variables u =ct —R and set T =[R2+ (z —z')*]'/2, (C1) gives

o cos[w(t —R /c)] 4 sin[w(t —R /c)]
RZ R3

z—z' rRa
f(PZO,Z,t):TfO dpp

][H(t —R/c)—H(t —R /c —Tyg)]

__z=2 |® pa-T cos(w/clu _ _
B 2 c fct—(z—z’)du ct —u [H(w)=H(u = Top)]
a—T sin(w/c)u
+ ————[H((u)—H(u —T, . (C2)
fct—(z—z’)du (ct——u)2 LA (u) ( OE)]
With (Eq. (2.641.3), p. 187, Ref. [29]) the axial field expression (C2) becomes
flp=0,z,1)=1 ;Z' sinf(a/c )Z[Ci;(z 2N [ H(et —(z —2')— H(ct —(z —2") — cTog)]
- Sin[(“’/c}(“ O [ H(et —T)—H(ct =T —cTyp)] | . (C3)

We take the observation time to be relative to the time for a signal from the center of the array to reach the observation
point t =(z —z')/c + T . This simplifies (C3):

—z | sin[(w/c)eT ]
f(P=0,Z» Tobs)= = 22 z ___ZI [I_H( TObS—TOﬁ)]
sinf(w/c)[(z —2') =T 4Ty 1}

T [H((z —2z")—T+cT )

—H{(z—2z'")—T+HcTy,—cTyg)] | - (C4)

Let the distance from the array be much larger than the size of the array z —z’'>>R? so that '~z —z'. Also let the
tone burst last one period and take the observation time to be less than the period: T, <T.. The axial field then
reduces to the form
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1. . R?
f(p=0,z, Tobs):z sin |— [(¢Tgps)+sin | |[— —2(—2_—21)‘—(.‘7'0.,8
R} © R;
=q1 i - —_— —_— T 5
S az—2) | ||| e 4z —z') Cobs (€3)

We evaluate this expression at the peak of the driving
function, i.e., at T, =(27/w)/4. One obtains as a func-
tion of the distance from the array

2
7R,

f(p=0,2,T s, )=sin Nz —2)

) (C6)

where use has been made of the free-space identity

o/c=2w/A. This result gives the conventional Fresnel
integral oscillations if the distance constraint
(z—z')<<R}/MA is satisfied. The field obtains its last
maximum at (z —z’)=R2/A; it has decayed to 0.48, ap-
proximately its half-amplitude point, at (z—z’')
=mR2/A=Ly, the classical Rayleigh distance. The field
then decays as 1/z for z > Ly (in the far field).
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