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Laser-intensity and wavelength dependence of mass-ablation rate, ablation pressure, and heat-Aux
inhibition in laser-produced plasmas
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Layered-target experiments at 1.06 p,m have been performed in order to measure the mass-ablation
rate m and ablation pressure P, as a function of absorbed laser intensity I, and wavelength A,L at irradi-
ances of 10'3—10" W/cm2. The result can be put in the form m (kg/sec cm ) = 143[I,(W/
cm )/10' ]'~3[At (pm)] ~3 and P, (Mbar)=11. 9[I,(W/cm )/10' ] ~3[AL(pm)] ~3. Hydrodynamical
simulations using the code MEDUsA show heat-Aux inhibition. This Aux limitation is discussed in term. s
of a small lateral transport and the eventual presence of an intense magnetic field of order 0.76 MG.

I. INTRODUCTION

Of great interest in laser fusion is the process of abla-
tion. It is the source of driving pressure in the ablative
compression of spherical targets, and, in particular, the
source of its scaling with laser intensity and wavelength,
which is of practical importance. Analytical expressions
have been derived both for planar [1—4] and spherical
[5—7] flows. On the other hand, several experiments have
been carried out on the scaling of the mass-ablation rate
and ablation pressure both for planar [8—14] and spheri-
cal [15—19] targets. Most of these results show that in
planar targets the mass-ablation rate m and the ablation
pressure scale as I,' A,I and I, A,I, respectively,
for laser intensities higher than 10' W/cm; whereas, for
laser intensities below 10' W/cm, the mass-ablation rate
and the ablation pressure were found [20] to scale as
I, kL and I, XI, respectively. On the other
hand, in spherical targets irradiated with 0.53- and 1.06-
pm radiation, m and P, scale as I, and I, , respective-
ly, with little wavelength dependence.

In this paper, we present measurements of the mass-
ablation rate and ablation pressure for planar aluminum
targets driven by 1.06-pm laser light at intensities of
10' —10' W/cm . In order to also provide a scaling with
wavelength and a normalization to previous data, we re-
port measurements at 0.53 and 0.35 pm from Ref. [11].
We thus deduce two experimental relations for both the
mass-ablation rate and ablation pressure with absorbed
laser intensity I, and laser wavelength XL. In this work,
the ablation pressure is deduced from the ablation rate
and the absorbed laser intensity [4]. Our results indicate
that both m and P, scale as I,' A,i and I, kL, re-
spectively.

We find that within the expected errors in normaliza-
tion, the results given by our formulas are consistent with
other reports on the mass-ablation rate [11,12] for 1.06,
0.53, and 0.35 pm and ablation pressure [11,13] for 1.06,
0.53, 0.35, and 0.27 pm at intensities beyond 10' W/crn .
Our study serves to extend the measurements for both m
and P, to intensities higher than 10' W/cm for different

wavelengths after the study that was done for laser inten-
sities below 10' W/cm [20].

II. EXPERIMENTAL CONDITIONS

The ablation measurements were obtained by irradiat-
ing planar targets with 700-psec duration [full width at
half maximum (FWHM)] neodymium laser pulses of 1.06
pm at intensities of 10' —10' W/cm . Typical laser ener-
gies of up to 11 J were focused onto 44 pm (85% energy)
using a 120-mm focal length quartz lens, and the effective
aperture of the focused beam was f/2. The focal spot
was controlled on every shot with an equivalent focal-
plane-imaging system coupled to a video system. The
pulse shape was measured with a high-speed streak carn-
era and the energy with a Gentec calorimeter. The laser
energy was varied to achieve different target intensities.

The targets were massive polyethylene (CH2) foils with
overcoatings of 0.26, 0.4, 0.44, and 0.7 pm aluminum,
prepared by vacuum deposit. The uncertainty in the
aluminum overlayer thickness, determined with a
piezoelectric quartz, was less than 5%.

To determine the mass-ablation rate, several diagnos-
tics were used: a luminosity time-of-Aight spectrometer
(LTOFS) for measurements of heat penetration in layered
targets, a photomultiplier for soft-x-ray emission, and a
Faraday-cup charge collector located at 45 from the tar-
get normal, to monitor the velocity of blowoff plasma.
All the targets were irradiated at normal incidence.

Heat-penetration measurements using the LTOFS [21]
were based on detecting the onset of emission of a C vI
line (3434 A) in the plasma ablated from the CH2 target
as the laser intensity was increased. Since the upper level
is populated through electronic recombination of C +

ions, spectrally and spatially resolved emission from the
outer coronal plasma region samples the time-of-Aight
distribution of C + ions. Observations were made using a
1.05-m monochromator at a distance of ~ 5 mm from the
target surface to avoid the effects of Stark broadening
and self-absorption in the CVI line. Light emission at

0
3434 A from a pure aluminum target was found to be
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negligibly small throughout the laser intensity range of
the experiment.

An x-ray yield detector consisting of a scintillator pho-
tomultiplier combination coupled with light tight alumin-
ized foils [20—22] (cutoff energy =2 keV) was used to
measure the x-ray-emission intensity from the plasma.

A Faraday-cup charge collector was used at an angle of
45' from the target normal to obtain the ion blowoff ve-
locities. The Faraday cup was a quite deep copper cylin-
drical cup placed behind a pair of grids, one of which was
based at —350 V and the other kept at ground potential.
The background pressure in the target chamber during
all these measurements was maintained at approximately
3 X 10 Torr.
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III. EXPERIMENTAL RESULTS

The variation of ion peak (corresponding to the Right
time at maximum in the Faraday-cup signal) expansion
velocity as a function of absorbed laser intensity for the
0.4-pm-aluminum-layered target is shown in Fig. l. It is
observed that ion pic velocities from the layered target
correspond to those from the bare aluminum target for
low laser intensities. As the laser intensity is increased,
carbon ions start appearing. The corresponding value of
the laser intensity is noted to be the ablation intensity for
the overlayer thickness (this value in the case of the 0.4-
pm-aluminum-layered target is = 1.14X 10' W/cm ).

These observations were further verified by measuring
the x-ray-emission intensity transmitted through alumin-
ized foils. The variation of this x-ray intensity as a func-
tion of laser intensity for polyethylene, aluminum, and
0.4-pm-aluminum-layered targets is shown in Fig. 2.
Since aluminum is a higher-Z material, the x-ray intensi-
ty from the aluminum target is higher than that for a po-
lyethylene target. The x-ray intensity for the layered tar-
get coincides with that for a pure aluminum target at
smaller laser intensities and starts deviating from it at
higher laser intensities. The value of the laser intensity
where the x-ray intensity from the layered target starts
differing from that for the pure aluminum target is noted
to be the value for which the ablation of the overlayer
occurs.

The variation of peak C vI line intensity as a function
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FICs. 2. Variation of x-ray intensity for aluminum, po-
lyethylene, and aluminum-overlayered targets as a function of
absorbed laser intensity.

of laser intensity for the 0.4-pm-aluminum-layered target
is shown in Fig. 3. The signal for the bare CH2 target is
also shown in Fig. 3 for comparison. It is seen that for
the case of the layered target, the C vI line signal begins
to appear when the laser intensity is increased beyond
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FIG. 1. Variation of ion peak expansion velocity with ab-
sorbed laser intensity for the aluminum-layered target.

ABSORBED INTENSITY (W/cm )
0FIG. 3. Variation of C vr 3434-A line intensity as a function

of absorbed laser intensity for bare polyethylene and alumi-
num-layered targets.
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where I, is in W/cm .
In the assumption of steady-state planar geometry, the

ablation pressure can be deduced directly from the con-
servation of momentum and is given by the mass-ablation
rate and the absorbed intensity. In that assumption, the
ablation pressure is P, = (mI, )'~ .

We can thus obtain from Eq. (1) the experimental abla-
tion pressure in Mbar:

2/3

[A.l (pm)] (2)
I,

P, =11.9
1014

1.14X10' W/cm . Laser intensities required to ablate
thicknesses of 0.26, 0.34, 0.44, and 0.7 pm of aluminum,
determined in the same manner, are 2.9 X 10',
2.9X10', 10', and SX10' W/cm, respectivel .

In Table I we give an example of the characteristic
overlayer thicknesses dT ablated experimentally by using
the LTOFS diagnostic for 1.06-pm laser light. Data for
0.53- and 0.35-pm laser light from Ref. [11] are also
represented. The last column of Table I represents the
value of A defined as

A =(ppdT)/(I, '
AL

~
rL ) .

One can see that for our various experimental conditions,
A is constant with a value of 0.32+0.03.

If we define the mass-ablation rate m as I
= (ppdT )/rL, pp being the solid density of the overlayer
thickness, and taking into account the definition of A, we
obtain the experimental mass-ablation rate m kg/sec cm
in
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Figures 4 and 5 show the mass-ablation rate and the abla-
tion pressure, respectively, as a function of absorbed laser
intensity for different laser wavelengths.
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TABLE I. Experimental values of characteristic
overlayer thicknesses d T as a function of absorbed inten-

sity I„wavelength XL, and pulse width ~L . In the
last column, we have reported A =[pp(gcm )][dr(A)]/
[I,(W/cm )]'~'[X&(pm)] ~ [rt (nsec)]. The values at 0.53-
and 0.35-pm laser light (denoted by the asterisk) have been re-
ported by Key et al. (Ref. [11]).

FIG. 4. Comparison of measUred mass-ablation rate from (a)
Ref. [11]and present work for XL = 1.06 pm (open and solid cir-
cles), (b) Ref. [11] for kt =0.53 pm (solid circles), and (c) Ref.
[11]for A,t =0.35 pm (solid circles) with the experimental rela-
tion Eq. (1) (solid lines).

(pm)

1.06

0.53*

0.35*

7 L

(nsec)

0.7

I,
(W/cm )

2.9X10"
X10"

1.14X 10'
2X 10"
8X10&4

3X 10"
1.8X 10"

1.8 X 10'
18X10"

dT
(pm)

0.26
0.34
0.40
0.44
0.70

2
3.33

2.59
5.93

A

0.35
0.30
0.34
0.31
0.31

0.34
0.32

0.31
0.32

IV. COMPARISON WITH NUMERICAL
SIMULATIONS

We h."ve used the Lagrangian hydrodynamics code
MEDUsA, developed by Christiansen, Ashby, and Roberts
[23], to check the validity of the principal results in our
experimental work, and to evaluate the range of applica-
bility of our experimental relations [Eqs. (1) and (2)]. It is
a one-dimensional Lagrangian hydrodynamics code, and
was used here in plane geometry with a perfect-gas equa-
tion of state for ions and the Thomas-Fermi equation of
state (with modified corrections to give correct solid den-
sity) for electrons.
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I I4'' The comparison of our picosecond experiments at 1.06
pm with hydrodynamic simulation allows us to determine
the usual Aux limit factor F. On the other hand, solu-
tions of the Fokker-Planck equations indicated the pres-
ence of nonlocal transport and were well fitted with hy-
drocodes that use the harmonic method of computing the
"effective conductivity" using a Aux limiter F between
0.06 and 0.1 [24]. An analytical solution of the Fokker-
Planck equations was proposed in the form of a delocal-
ized Aux model; the heat fIux obtained was well fitted by
the macroscopic formula [25,26]

Q(x)= f "W(x,x')Qs„(x')dx',

where QsH(x') is the Spitzer-Harm heat (lux at x' and
the kernel 8'(x, x') has the exponential form

1W'(x, x ') =—,exp
2A, (x')
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FIG. 5. Comparison of ablation pressure from (a) Refs. [11],
[12],and present work for A, L

= 1.06 pm (open and solid circles),
(b) Refs. [11]and [13] for A, L, =0.53 p,m (open and solid circles),
(c) Refs. [11—13] for A.L =0.35 pm (open and solid circles), and
(d) Ref. [13]for A,l. =0.27 pm (open circles) with the experimen-
tal relation Eq. (2) (solid lines).

where A(x') is the delocalization mean free path at x' and
is much larger than the electron mean free path A,o be-
cause the electrons involved in the thermal transport
have several times the thermal velocity [26].

The use of the above model in the hydrodynamic codes
cannot be made directly. To do that, we have to intro-
duce for the inverse bremsstrahlung absorption in the
corona a similar delocalized model [27], which leads from
the viewpoint of the temperature, the temperature gra-
dient, and the ablation pressure at the front of the max-
imum temperature to results similar to those obtained
with a harmonic law using a factor of Aux limiter F 0. 1

[27]. Therefore, at the ablation front, the delocalized for-
mula leads to a fit, which can only inhuence the hydro-
dynamic instabilities.

In the code MEDUSA, thermal heat flux is limited to the
free-flux limit value defined by ( —,

' )(Fn, U, kT, ), where F is

an adjustable numerical constant. Suprathermal electron
transport is described by a multigroup treatment [23] (ten
groups of fast electrons are used); in contrast to the
thermal transport, they are classically treated without
any Aux limiter. Energy is absorbed by inverse brems-
strahlung absorption and 20% of the energy reaching the
critical density is dumped into fast electrons with a hot-
electron temperature T&, which is measured experimen-
tally.

Details of the algorithms and physics used in MEDUSA
may be found in Ref. [23].

To establish conditions similar to those used in the ex-
periment, we used a constant-intensity laser pulse, having
a long enough pulse length to produce steady-state condi-
tions in the plasma fIow. The energy was deposited at the
critical surface.

An example of the comparison described above is
shown in Fig. 6, where it is plotted as function of the Aux
limit factor F, the corresponding normalized value of dT.
In that case, for I,b,

—-2X10 W/cm and A,l =1.06
pm, TH was taken as 1.4 keV [curve (a)]. In order to
check the efriciency of fast-electron transport in this case,
we dumped their energy into the thermal electrons at
critical density [curve (b)]: the small difference of the two
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FIG. 6. Results of the simulations of the normalized values
of dT as a function of the Aux limiter F for the experimental
conditions given in the inset. We used inverse bremsstrahlung
absorption, and 20% of the energy reaching critical density is
dumped into fast electrons with TH = 1.4 keV [curve (a)] or into
thermal electrons [curve (b)]. ~ represents experimental value
of A with corresponding error bars.

curves shows that, with these conditions, suprathermal
transport is negligible. This was expected due to the fas-
ter thermalization rate at this low hot-electron ternpera-
ture. Experimentally, this point is confirmed by the ob-
servation of a negligible fraction of absorbed energy in
fast ions. Consequently, taking into account the experi-
mental uncertainties, the flux limiter F for the thermal
population is such that 0.05 ~ F ~ 0.08.

V. DISCUSSION

In these experiments, energy absorption by the target is
almost complete (since the measurements of the refiected
energy in the specular direction show that about 80% of
the incident laser energy is absorbed), indicating that in-
verse bremsstrahlung absorption is the dominant mecha-
nism. The fluid flow in the ablation region is one dimen-
sional and planar, since the ion velocity distribution func-
tions represented for all layered targets used here showed
that clearly. This ablative flow is matched onto the plas-
ma rarefaction in the corona of the target. In general,
the density gradient length L of the underdense plasma is
of the order of C, rl [2], where C, is the acoustic speed at
the absorption surface. In these experiments, this is typi-
cally 100 pm. However, spherical divergence will limit
this scale length to approximately the spot diameter of
D =44 p,m [2]. In this case C, rL exceeds the focal spot
diameter D; the expansion is no longer planar, without
being completely spherical. Yet, the asymptotic condi-
tion for a spherical fiow ( C, rI ))D ) is not satisfied.

As suggested by some authors [28,29], the ion energy
distribution consists of two parts: an early phase and a
latter phase. In the early-phase heating, the plasma ex-
pansion takes place when lateral conduction is yet not

prominent and the corresponding ions appear as if the
target ablation area is equal to the focal spot area. The
latter-phase heating produces relatively cooler plasma be-
cause the lateral transport takes over during the heating.
When the lateral spread energy is small, the ions from the
early phase dominate the distribution (that is what the
charge collector signal shows in our case). But, when the
lateral spread energy is important, the ions of the latter
phase start dominating in number, causing a deviation in
the ion energy scaling with laser intensity.

Evidence of an eventual lateral energy transport is an
increase with laser intensity of the velocity fraction
b, u/U~ [29], where U~ is the peak velocity and b, u is the
velocity corresponding to the flight time at half max-
imum in the Faraday-cup signal. The value b, u/U was
measured as a function of laser intensity for laser intensi-
ties higher than those necessary for the ablation of the
several layered targets used here and was found to be
constant (bv/u =1.92+0.08 in the case of CHz+0. 4@m
Al. )

Furthermore, for all layered targets used here, the
comparison between the x-ray-intensity curves for lay-
ered and pure polyethylene targets for laser intensities
higher than those corresponding to the ablation of the
layered targets showed that the difference of the x-ray in-
tensities is somewhat different of the x-ray-intensity value
at the ablation. An example of a such comparison is
given in Table II for CHz+0. 4-pm-A1 targets (see Fig. 2).
From Table II we see that b, (x ray) is more or less con-
stant, which means that the same quantity of aluminum
matter is ablated for any laser intensity beyond that cor-
responding to the ablation. This result with the above
one leads us to conclude, that if there is lateral conduc-
tion, it can only be small and therefore negligible to
compromise the expansion of the plasma.

We have shown that the agreement of the experimental
results with numerical simulations requires a flux limiter
F between 0.05 and 0.08. These values are somewhat
lower than those expected for a delocalized heat flux
(F=0.1) [24—27]. This difference cannot be explained by
the method used in the code MEDUsA to calculate the
effective thermal flux. They may be due to the presence
of magnetic fields and/or to the fact that electrons re-
sponsible for part of the heat transport are convected out
of the laser spot to the surrounding material. This flux
limitation is characterized by the fact that the thermal

I,
(Wi'cm )

1 14X 10'
3X 10'4

3.5 X 10'
4X10"

CHp

300
660
950

CHz+0. 4 pm Al

120 (ablation)
420
530
820

h(x rays)

120
130
130

TABLE II. The x ray intensity values for CH& and
CH2+0. 4-pm-A1 targets (in relative units) as a function of laser
intensity. The last column gives the differences between x-ray-
intensity values of CH& and CH2+0. 4-pm-A1 targets, i.e., the
quantity of x rays emitted from the aluminum.

X-ray intensity
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heat Aux conducted toward the overcritical zones
represents only a fraction of the absorbed energy; the
mass-ablation rate associated is consequently low. We
examine now several possibilities that can explain these
differences. Until now, there has been no direct link be-
tween any Aux limitation and the setup of instabilities
such as ion acoustic or electromagnetic instabilities
(Weibel instabilities), although the strong turbulence of
the latter ones in the corona is now recognized by several
authors.

The existence of the bidimensional effects represents an
important aspect in the interpretation of the different
transport processes. Effectively, the absorbed energy
cannot only spread in the axial direction, but also lateral-
ly, which represents a loss in the heat transport. There
are two types of lateral energy losses: the first results
from the decoupling of the conduction electrons (supra-
thermal electrons) at the critical surface and below.
These electrons, which are collisionless, can orbit around
the azimuthal magnetic field and can be deposited in the
cold part of the target [30]; the resulting reduction in the
populations of conducting electrons results in a lower axi-
al thermal Aux. However, we are sure that the fraction of
energy conducted by these electrons in our experiments is
negligible because of their low temperature TH and their
fast thermalization around the critical surface. The
second type of lateral losses is by thermal conduction.
We cannot exclude completely the eventuality of a
broadening of the focal spot resulting from the natural la-
teral plasma spreading even for short laser pulses.
Effectively, we have seen above that the plasma expan-
sion is not completely planar. This result can lead to a
low effective laser intensity. On the other hand, this
effect, as shown above, is not important and cannot
reduce itself the Aux limiter to the range of 0.05
~F ~0.08. Therefore, we suppose that second process
characterized by the presence of intense magnetic fields
produced by the Vn, X VT, sources near the edge of the
laser beam can necessarily reduce the axial thermal trans-
port [31,32]. EfFectively, magnetic fields of the order of 1

MG in the corona have been measured experimentally
[33]. A simple saturation mechanism for the field has
been considered by Max, Manheimer, and Thomson [34]
and gives a saturated field magnitude, in MG of

1/2

In this expression, V T, and V1 T, represent, respective-
ly, the parallel and perpendicular components of the
thermal gradient to the magnetic field. It seems that Kp
[4], the parallel conductivity, is not modified by B. On
the other hand, K1 and K depend on B by the following
relations [35]:

E'1X + 6p
E1 =LP

eo(x +6,x +50)

x(e", x +eo )

eo(x+ 5, X+ 50)

In these exPressions, E'p 5p 61 E'p E'1 E'p and E'1 are
coefficients close to unity and depend only on Z [35].
While x =Q~„, Q, =eB/m, c is the electron gyrofrequen-
cy and r„. is the electron-ion collision time [36,37]. Tak-
ing into account the expressions of 0 and ~„-, we get for x

190 3/2 8

Z 1021

with n, in cm . Note the very strong dependence on
electron temperature T, and electron density n, .

When x ))1, we can have Kz ——Kp/x . Therefore, for
T, =520 eV, B=0.76 MG, n, =n, =10 ' cm, and
Z=13, we obtain x =4.2, which gives K~/Kp-—0.056.
Note the agreement of this value with our Aux limitation
range 0.05 ~F ~0.08.

Our reported experimental relations [Eqs. (1) and (2)]
are both in very good agreement with the results of Refs.
[11], [12], and [13] for laser wavelengths A, L =1.06, 0.53,
0.35, and 0.27 pm and laser intensities higher than 10'
W/cm (Figs. 4 and 5). In Ref. [13],the ablation pressure
is much smaller than that of our result [Eq. (2)] for laser
intensities lower than 10' W/cm . This can be explained
by the fact that at these intensities the laser energy is no
longer absorbed in the vicinity of the critical density n,
but rather at a density n, (n, [20,36]. This situation
leads to a change in the scaling with absorbed laser inten-
sity and wavelength: P, ~I, ~

A, L [20,36].

a=3.3(T )'"
8 L Z+1

VI. CONCLUSIONS

with T, in keV and L in pm. For reasonable parameters
T, =520 eV (deduced from the charge collector), A /Z
=2, and L =44 pm ( =2R ), the magnetic field is calcu-
lated to be B=0.76 MG.

The effect of magnetic fields on the thermal conductivi-
ty has been calculated by Braginskii [35] by a method
similar to that of Spitzer. In the presence of a noncol-
linear temperature gradient VT, to B, the heat Aux has
been given under a tensorial form [35]:

q = KOV T, K~ V—
~ T, —K ( h X V T, ) . —

We have measured the ablation rate in planar targets
irradiated by 1.06-pm laser light. We have put our re-
sults in the form given by Eqs. (1) and (2), which is in
very good agreement with the data of others.

Our results are also in good agreement with hydro-
dynamic simulations using the code MEDUsA for a Aux
limiter F in the range of 0.05 ~F ~0.08. To explain this
Aux limitation, we have seen that the nonlocal nature of
the thermal electron transport was incapable itself of tak-
ing into account this Aux limitation. Effectively, this
nonlocal theory does not take into account the direct or
indirect effects of intense magnetic fields and/or lateral
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spreading on the axial thermal transport. That is why we
have supposed that both the small lateral conduction
present in this experiment, despite the one-dimensional
expansion and an eventual presence of a magnetic field of
the order of 0.76 MG in the corona, can match well the
Aux limitation range obtained here.
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