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Localization in the quantum kicked rotator (QKR) problem leads to nontrivial dynamical correlations
that are absent in the classical limit. These correlations are related to the spectral properties of the mod-
el. The effect of noise on coherence is studied. Also, its effect on the dynamical correlations is investi-
gated, and thus one is able to determine analytically the diffusion that is induced. If the noise is white,
then coherence time is the same as that for the undriven system. For colored noise it is essential to take
into account the nature of the dynamical correlations. It follows that a Markovian treatment of the dy-
namics for a system that is coupled to a low-temperature heat bath is not valid even if the system is clas-
sically chaotic. The formalism applies also to the problem of QKR with kicks that are not strictly
periodic in time, and also to the quantum kicked particle problem, where a nonperturbative mechanism

for destruction of coherence has been found.

I. INTRODUCTION

The quantum kicked rotator (QKR) problem [1] con-
stitutes a prototype example for the suppression of classi-
cal chaos due to quantal localization [2]. It is related
closely to the studies of Zener dynamics in multilevel sys-
tems [3] and the ionization of hydrogen atoms by a mi-
crowave electric field [4]. Casati, Chirikov, Izrailev, and
Ford [1] have discovered that in the quantal model, in
contrast to the classical model, stochasticlike diffusive be-
havior is followed for only a short time ¢*, which has
been entitled the “break time.” On a time scale larger
than t* the dynamics appears to be quasiperiodic. This
behavior is due to the localization of the eigenstates of
the one-step unitary operator which generates the time
evolution of the system. This localization has become the
subject for an extensive study initiated by Fishman,
Grempel, and Prange [2]. It is very similar to the locali-
zation in the tight-binding Anderson model of solid-state
physics, but with a pseudorandom potential [5,6]. This
similarity has been further emphasized in later works
[7,8]. The initial diffusion rate has been related to the lo-
calization length on the basis of a scaling hypothesis [7].
Dittrich and Smilansky [8] have introduced evidence for
the applicability of Mott’s resonating-state picture [9] to
the localization in the QKR model.

A heuristic picture [10] may be used in order to estab-
lish a simple relation between the break time ¢ *, the ini-
tial diffusion rate D, and the localization length £. Ber-
man and Izrailev [11] have tried to refine this heuristic
picture in order to find the functional form of the cross-
over from ‘“‘diffusion” to ‘‘saturation” and to relate it to
spectral properties of the system. Further study [12] has
revealed that in order to recover (formally) their result
one should assume that local level statistics is a well-
defined notion. In view of the later work by Dittrich and
Smilansky [8] this ansatz does not hold, and the impor-
tance of the weighting procedure has been stressed. A
different strategy is therefore needed, and has been re-
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ported in Ref. [13] and is to be elaborated upon here. In
particular we are interested in quantifying the break-time
concept and analyzing the effect of Mott’s resonating
states [9] on the asymptotic form of the crossover. Obvi-
ously it is related to the nature of the dynamical correla-
tions that are characteristic of the QKR model and thus
also to the spectral properties of this system.

The effect of noise on the dynamics of the QKR consti-
tutes the main subject of this paper. Noise may be in-
duced by fluctuations of an external field. As a heuristic
example, consider a particle that is confined to move in a
mesoscopic ring and is driven by a periodic kicking (e.g.,
by an electric field which is switched on and off periodi-
cally). A noisy magnetic flux through the ring constitutes
a noise source to which the particle is coupled via its
momentum coordinate. Noise also may emerge from the
interaction with other degrees of freedom. For example,
the particle may interact with phonons. The coupling to
the bath is then via the position variable. In the latter
case it is important to consider not only the noise but also
the effect of friction on the dynamics. Noise may be asso-
ciated with the measurement process [14,15]. Also, the
problem of QKR with kicks that are not strictly periodic
in time [16,15] may be considered within the formalism
to be presented here.

Two aspects of the effect that noise has on the dynam-
ics will be discussed in this paper: (a) destruction of
coherence and (b) the diffusion process. We shall intro-
duce a study of the decay process and will determine
analytically the average decay rate I' of a quasienergy
eigenstate due to the noise. The coherence time is then
t,=1/T. Then we shall try to estimate analytically the
diffusion coefficient D in the presence of noise. We shall
consider different coupling schemes to the noise source,
and the significance of noise autocorrelations will be em-
phasized.

The first to consider the effect of noise on the dynamics
in the QKR problem were Ott, Antonsen, and Hanson
[17]. They introduced a heuristic picture to determine
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the coherence time ¢, and related D to ¢, by assuming
that the diffusion process is similar to a random-walk
process with hopping probability 1/¢, per step. They
also introduced a direct estimate of D using perturbation
theory. The implicit assumption that underlies the latter
estimate is that the diffusion process is a stochastic pro-
cess that may be treated within the framework of a Mar-
kovian picture. This important work, and subsequent
works [14,15] that dealt with the same subject (but with
different motivations), left open many issues: (a) The de-
cay process has not been studied; (b) only particular cou-
pling schemes were considered; (c) the noise has been as-
sumed to be white; (d) a formal approach to compute D
has not been presented; (e) the validity of the perturbative
treatment has not been established; and (f) the estimates
for both D and ¢, involved undetermined prefactors. It
should be noted that the formal procedure that should be
followed in order to estimate 2 is well known from the
corresponding classical study by Rechester and co-
workers [18]. This point has been recognized also by
Toda, Adachi, and Ikeda [15], but a systematic study
along these line did not follow.

Dittrich and Graham [19] have introduced a model for
the investigation of the damped QKR problem. The ro-
tator has been assumed to be coupled to a zero-
temperature bath of harmonic oscillators. The dynamics
has been analyzed using the master-equation approach
[20], which is based on a Markovian treatment of the dy-
namics. This is essentially the same assumption that un-
derlies the analysis [17] of the effect of noise on the QKR.
However, the relations of the Dittrich-Graham model to
the latter study have been demonstrated only much later
[21]. It was also shown [21] then that the Dittrich-
Graham model is non-Ohmic in the Caldeira-Leggett
sense [22]. Consequently two other different models have
been introduced [23,21] where the QKR has been as-
sumed to be coupled to an Ohmic bath via its momentum
variable [23] or via its position coordinate [21]. The
former coupling scheme does not lead to dissipation of
energy, while the latter results in damping that is propor-
tional to velocity.

One may rely on the Feynman-Vernon formalism [24]
in order to show [21,23] that if friction is ignored, then
the heat bath has the same effect as that of a stochastic
force. Its autocorrelation function is determined by the
bath. For an Ohmic bath the noise is white at high tem-
peratures. At the limit of zero temperature the noise
does not vanish; instead it has negative autocorrelations.
The effect of friction (which is ignored if the bath is re-
placed by an equivalent c-number noise source) on the
long-time dynamical behavior has been shown to be
negligible in the case of nondissipative coupling [23]. In
the case of weak dissipative coupling a phenomenological
Fokker-Planck treatment of the damping process is
sufficient [21]. The latter statement is based on the obser-
vation that even at the limit of zero temperature coher-
ence time is much shorter than the relaxation time. For
strong dissipative coupling [21] the dynamical behavior is
essentially classical since the steady state is reached
within few time steps. The present study is not relevant
in the latter case.
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Noise autocorrelations that arise at low temperature
due to the quantum nature of the bath affect significantly
the time evolution of integrable systems [22,26,25,23].
For example, in the case of either an undriven particle
[26,25] or an undriven rotator [23] these negative noise
autocorrelations result in the suppression of linear
diffusion and instead a logarithmic behavior is found.
Markovian treatment of the dynamics [25] ignores these
noise autocorrelations [25,23,21]. If the system is treated
classically and is known to be chaotic, then this should
not be important—due to the exponential instability of
the phase-space trajectories we expect no memory for
noise autocorrelations. However, if the dynamics is
treated within the framework of quantum mechanics,
then one may expect manifestations of dynamical correla-
tions that are absent in the classical limit. This observa-
tion has been reported already in Ref. [13] and is to be
elaborated in this paper.

The outline of the paper is as follows. In Sec. II vari-
ous models that may be treated within the framework of
the formalism to be presented are introduced. In Sec. III
diffusion and localization in the QKR model are dis-
cussed. This discussion leads naturally to Sec. IV.
There, spectral properties and associated dynamical
correlations that are characteristic of the QKR model are
analyzed. The effect of noise on coherence is studied in
Sec. V, while its effect on dynamical correlations is inves-
tigated in Sec. VI. Thus one is able to determine the
diffusion which is induced due to the destruction of
coherence. Nonperturbative effects are pointed out. The
conclusions are summarized in Sec. VII. Appendix A is
devoted to the review of Wigner’s picture of the dynam-
ics, Appendix B introduces some useful Fourier trans-
form formulas, and Appendix C deals with the calcula-
tion procedure that has been adopted in the numerical
analysis.

II. MODELS

In this section we shall motivate the study of different
models that may be treated within the formalism which
will be presented in later sections. In the QKR-p and
QKR-x models in the QKR is assumed to be coupled to a
c-number noise source via either its momentum coordi-
nate or its position variable, respectively. In the case of
the quantum kicked particle (QKP) problem the position
coordinate of the QKR is considered to be an extended
one. Finally, two versions of the QKR problem with
kicks that are not strictly periodic in time are introduced
(QKR-f models).

A. The QKR-p model

For the purpose of motivating this model we shall use a
heuristic presentation that oversimplifies the mesoscopic
physics of small normal rings. Consider a particle that is
confined to move in a one-dimensional ring whose length
is L. A noisy magnetic field penetrates the ring and the
particle is subject to a periodic kicking by a uniform elec-
tric field. The Hamiltonian is
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Fr=1 5+ ®(r)P+K x|l S s Kick = K sinxg

=M [P ()] cos |27 > 68(r—nT), F¥(x,plxg,po)=58(x —x0)42<,,_p0)/ﬁ 2 7 ,

n=—o
2.1 (2.9

where M is the mass of the particle, K is the kicking  which corresponds to the classical expression
strength, T is its period, and ®(7) is the (scaled) magnetic Kick _ )
flux that penetrates the ring. It is implicit that the dy- H assical %P X0,P0) =8(x —x)8(p —(po +K sinx,)) -
namics should be averaged over realizations of ®(7) such (2.10)

that (®(7))=0. We shall use units such that M =1,
T=1, and L =2, so that K is a dimensionless parame-
ter. After quantization an additional dimensionless pa-
rameter appears, namely (the scaled) #. The time evolu-
tion over one time step (propagation kick) is generated by
the unitary operator

U =exp exp

—%K cosx —é—(;%ﬂim)] , 2.2)

where

ﬂint:g(t)ﬁ 2.3)
with g(#)= fﬁ_ICI)(T)dT. From now on ¢ denotes an in-
teger time variable. Note that a global phase factor has
been omitted in (2.2). The dynamics that is generated by
U should be averaged over realizations of the sequence
g(t) such that

(g(t))=0,

(glt)g(t"))=¢(t—1t"), (2.4)
where the noise correlation function is
ryY t t' J ’
p,0=[" [ drdr (o) . 2.5)

The evolution in Heisenberg’s picture is generated by
the map

R(O=X—1)+p(—1)+g(s),
P()=p(t—1)+K sinX(z) ,

(2.6)

which is known as the quantized version of the standard
map with noise. Its classical limit has been studied exten-
sively by Chirikov [27] and followers [28]. A quantitative
study of the classical diffusion process that takes into ac-
count the effect of the noise has been introduced by Re-
chester and co-workers [18]. It is convenient to represent
the quantum state of the system by Wigner’s function
p(x,p). See Appendix A for details. Its time evolution is

pu(x,p)=3 [ dxoH(x,p|x0,p0)pi=0o(X0P0) - @7
Po

For the free propagation

FT(x,plxg,po) =8(p —po)8(x —(x¢+py)) , (2.8)

where 8 stands for either Dirac’s or Kroneker’s delta
function according to its type of argument. In particular,
if its argument is an angle variable, then the & stands for
the 2m-periodic Dirac delta function. For the kick pro-
cess

& is a Bessel function of integer order. For the (one-step)
noise process

ﬂg(x,P’xoyPo)=5(p —Po)S(x-(xo‘f‘g)) . (2.11)

Averaging #¢8 over realizations of g and denoting by G(g)
the probability density function of the random variable g,
one obtains

FOS(x,p|x0,00)=8(p —po)9(x —x;) , (2.12)
where 9(x —x4)=3 - _ ,G(x —(xy+2mn)). The one-
step kernel is therefore

7{1 step — j{kicko j{noiseo ﬂfree (2.13)

where o denotes convolution of kernels. The t-step ker-
nel is

Gyt steps— gylstepy . . . o Fy1step (2.14)

only for white noise. Otherwise the average of realiza-
tions of g(¢) should be taken after the convolution is per-
formed. This implies that if the noise is colored, then a
Markovian treatment of the dynamics is not exact [25].

B. The QKR-x model

We shall consider now the quantized version of the
classical map

x'=x+p,
(2.15)
p'=p+Ksinx'+f ,
where f is a random number such that
(fr=o0,
(2.16)
(f)=v.

Since the quantized version of this map is less trivial then
the QKR-p model, we discuss first a one-step process.
Thus there is no explicit reference for the dependence of
f on time. Once the coupling scheme to the noise source
is clarified we shall turn to discuss the multistep process.
The time correlation of the noise will be specified then.

Following Ott, Antonsen, and Hanson [17] we assume
that the one-step propagator that generates this map is of
the form

i1,
__p2

U=exp —é(K cosX +Hiy) ~ 75

exp , (.17

where 7, is the interaction term with the noise source.
The simplest coupling scheme is of course
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It int— —ﬁ .
If x is considered to be an extended coordinate, then the
model is designated a QKP problem, to be discussed
later. If x is an angle coordinate, then exp[ —(i /%)%, ]
is a well-defined operator provided we add the restriction

fEHL , (2.19)

(2.18)

where Z are the integer numbers. It is then possible to
define a normalized probability function F(f) such that
the requirements (2.16) are satisfied, namely

> #H =1,

fERL

> HAOf=0,

fEHL

S HNfP=v.

fERL

(2.20)

The noise process, for a particular realization of f, is
represented by the operation with the kernel

Ft(x,plx0,p0)=8(x —x)8(p —(po+f)) . (2.21)
Averaging over realizations of f one obtains
F S x,p|x0,p0) =8(x —x0)Fp —py) - (2.22)

The linear coupling scheme (2.18) with the restriction
(2.19), in spite of its simplicity, suffers few disadvantages,
which will be discussed later. Therefore one is urged to
offer different coupling schemes. Ott, Antonsen, and
Hanson [17] have used

H=V2veos(R + ) , (2.23)

where @ is a random phase. The quantized map is then
(2.15) with f=v2wvsin(X +¢). The requirement12.16) is
indeed satisfied (the average over realizations of f is easi-
ly performed in the diagonal x representation). A linear
coupling to the noise source has been considered in Ref.
[21],

Ho= fd(pf¢V2 cos(X +¢) , (2.24)
where f, are Gaussian random variables that satisfy
(f¢ )=0 and <f¢,f¢,' ) =v(1/g\77)8(:p—(p’). _The quan-
tized map is then (2.15) with f= [dof,V2sin(X +¢).
Again, it is easily verified that requirement (2.16) is
indeed satisfied.

A surprising point is that the two latter coupling
schemes (2.23) and (2.24) lead to the same dynamics, as if
it were generated by the c-number ‘“‘quantized” noise
(2.19) with the linear coupling (2.18). To prove this point
one should calculate the propagator # in these particular
cases and realize that it constitutes a special form of
(2.22). Details of the calculation are given in Appendix
A. The final result is that one may use instead of (2.23)
the linear coupling scheme (2.18) with the probability
function
Vv

HH= %

P i (2.25)
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In case of (2.24) the same statement applies, but the prob-
ability function that should be used is

Ff)=e V" |9, 4 # (2.26)

The symbols & and J denote the ordinary and modified
Bessel functions of integer order, respectively. To sum-
marize this paragraph we stress again that though f is an
operator if the quantization scheme is either (2.23) or
(2.24), yet its effect is the same as if it were a c-number
quantized noise with the linear coupling (2.18).

The disadvantages of the simplest coupling scheme
(2.18) are as follows: (a) The interaction term (2.18) with
the restriction (2.19) seems to be artificial from a physical
point of view since it does not correspond to the usual
form of interaction terms that are found in most physical
circumstances. (b) It is problematic to use perturbation
theory even for very weak noise since the typical values
of f do not go to zero for weaker noise (namely, the
minimal nontrivial value of | f| is #, and it does not go to
zero in the limit v—0). The coupling scheme (2.23) that
has been used by Ott, Antonsen, and Hanson [17] is
much more reasonable from a physical point of view.
Yet the main motivation for investigating the map (2.15)
is the study of the damped-rotator problem. A linear
coupling scheme to an Ohmic bath has been introduced
[21]. It constitutes the simplest generalization of the
damped-particle model that has been introduced by Cal-
deira and Leggett [22]. One may rely on the Feynman-
Vernon formalism [24] in order to show [21] that if fric-
tion is ignored, then the heat bath has the same effect as
that of a stochastic force. The interaction term is then

Fi= [dp f(0V2c0s(2 +¢) (2.27)
where f () satisfied (fq,(t)):O and
’ J— 1 ’ ’
(fo(Of 5 (2" ——Z;T-S(qv—cp wit—1t') . (2.28)

The map that is obtained is the multistep version of (2.15)
with

Fy=[dof(t1)V2sin(Z +¢) . (2.29)
This stochastic force satisfies
(fan=o,
(2.30)

(Ffa)y=wit—r).

Its autocorrelation function v(7) is determined by the
bath. Explicit expressions for v(7) in the case of Ohmic
bath are presented in Ref. [25]. At high temperatures the
noise is white. At the limit of zero temperature the total
area under v(7) goes to zero, but the noise does not van-
ish; instead it has negative autocorrelations such that
v(t)e —1/72 for 1< 7. The friction effect is ignored if
the bath is replaced by a c-number noise source. This
evokes the questions on whether this strategy is physical-
ly meaningful, and how can the friction effect be taken
into account if we want to consider long-time behavior of
the system. In the case of weak coupling it can be shown
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[21] that coherence time is much shorter than relaxation
time even at the limit of zero temperature. It follows that
a phenomenological Fokker-Planck treatment of the
damping process is sufficient. For strong coupling the
dynamical behavior is essentially classical since the
steady state is reached within a few time steps. The
present study is not relevant then.

A simpler version of the QKR-x model is (2.17) with
either

H =F (V2 sin% (2.31)

or

Hin=F V2 cos% , (2.32)

where f(t) satisfies, in any case, (f(¢z))=0 and
(f(t)f(t"))=+(t—1t'). These coupling schemes are
simpler than (2.27) and result (as we shall see) in a very
similar dynamical behavior. The map that is generated is
of the form (2.15); however, requirement (2.16) is not
satisfied since the noise is position dependent.

C. The QKP model

Consider a particle that is free to move in a one-
dimensional infinite space and is subject to kicking by a
cosine potential. In addition we assume that the particle
is coupled linearly to a noise source as in (2.18). The
one-step propagator is

O /= "/"fRexp | — éK cosX [exp | — é%ﬁ 2 (2.33)
where f(t) satisfies, upon averaging,
(f(1))=0,
(2.34)

(fO)f))=vt—t').

This model has been introduced in Ref. [29] and has been
entitled the quantum kicked particle model. The motiva-
tion for its analysis has been discussed there. It consti-
tute a prototype example for systems where dynamical lo-
calization is in a sense nongeneric (there is no dynamical
localization if a particle is kicked by a generic potential
which is not spatially periodic, unless its position in space
is bounded, which is not the case here). This problem is
also related to the study of diffusive-ionization of highly
excited hydrogen atoms that are subject to a mono-
chromatic microwave electric field in the presence of
noise. Turning back to the QKP model, the multistep
propagator is U=/ ... /D It is easily
verified that this multistep propagator may be written in
the following form:

(’]tstepsze(i/ﬁ)g(t)fcﬁg(t*l) e ﬁg(O) , (2.35)

where g(0)=0, g(t)==!_,f(¢'), and the iterations are
with

i 1
———(p+g)

ﬁ 8=
€xXp €exXp P

i
— —K cosxX
#

Thus the dynamics for the QKP model is essentially the
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same as for a QKR-p problem with

t ot
o, t")= 3> 3 vir—7').

r=17=1

(2.36)

The fundamental difference between this problem and the
standard QKR-p problem may be understood in terms of
our original heuristic presentation of the model. Namely,
consider a particle that is confined to move in a ring and
is subject to a magnetic flux that penetrates it. Instead of
having a noisy flux we should consider a nonstationary
process such that in each step the flux is changed slightly.
These changes accumulate. Formally, the variance of the
noise grows with time. However, this does not imply that
the “noise” becomes more intense as time elapses. The
noise is simply nonstationary.

At this stage it is appropriate to note that a very simi-
lar approach may be used in order to demonstrate that
for weak noise the QKR-p problem is equivalent to the
QKR-x problem with the interaction term (2.31) and
correlation function

t
vit,t')=1K23 3 ¢(r,7).

r=17=1

(2.37)

The same strategy is used. Namely, one begins with
the one-step propagator (2.33) but with e'//#/()% replaced
by e ~{i/#8P Then one observes that the same dynamics
is generated by the one-step propagator

~2

exp P

>

O=exp |— —;;K cos[X +f(1)]

where f(0)=0and f(t)=3}_,g(¢'). If the condition

lim v(z,¢) < (2.38)

t— ©

is satisfied, then for sufficiently weak noise one may ex-
pand cos[x + f(¢)] up to first order in f(z) to obtain the
QKR-x one-step propagator (2.17) with the position-
dependent interaction term (2.31) and the correlation
function (2.36). For example, if ¢(¢,t')=2A8,
—A8|,—,|,1» then the QKR-p model is reduced to a
QKR-x problem with white noise whose correlation func-
tion, after dropping an insignificant constant component,
is v(t—1t")=w8, , with v=1K?\.

D. The QKR-f models

We consider now a rotator that is kicked in variable
time steps. The models to be introduced will be denoted
by QKR-z. The one-step propagator is

152

O=exp —éKcosic‘ exp —é(ﬁr,—'r,_l)zp , (2.39)

where 7, is the actual time of the #th kick. Two versions
of this model are of particular interest: (1) the time steps
are uncorrelated, (2) there is an underlying mechanism
for periodic kicking and fluctuations are superimposed.

In the case of the first version
T, —T,—1=1+g(¢), version (1) (2.40)

with (g(2)g(¢')) =&$8, ,,, while for the second version
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T,=t+f(t), version (2) (2.41)

with (f(£)f(¢'))=W%8, .. One may regard the evolution
as consisting of free propagations, kicks, and noise opera-
tions. The latter are represented by the unitary operator
exp(—(i /fi)#y). In the case of the first version
Hin=8(1)1P 2, while in the second version Fint
=[f(t)—f(t—1 )13P 2. Locally this problem is essential-
ly the same as the QKR-p problem with inhomogeneous
noise, namely, in the case of the first version

#(t,t")={p*)&s,, ,

while d)(t,t’):(pz)T/(ZS,,,,—S“,,I;,I) in the second case.
However, in the latter version a further reduction via
(2.37) is possible to produce an equivalent QKR-x model
with white-noise whose correlation function is

wt,t")=1KXp?)¥s, . .

(2.42)

(2.43)

Thus the two versions of the QKR-¢ problem reduce lo-
cally to either a QKR-p or QKR-x model with white
noise.

III. DIFFUSION AND LOCALIZATION
IN THE QKR MODEL

A. Eigenstates

The evolution of the QKR is given by iterations with
the one-step propagator
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il,,

i -
ﬁKcosx 72

O=exp exp ) (3.1

with [X,p]=i# and periodic boundary conditions on
[0,277] imposed. The matrix elements of U in momentum
representation are

(m|O\ny=(—i)"""d, _, [5—

e~m(1/2)n2 . (3.2)

#

where |n) and |m ) are momentum eigenstates, namely
pln)=#n|n), where n is an integer. The matrix U cou-
ples |n) mainly to those states |m ) that are within the
range of a “kick.” The number of these states is of the
order 2k where

=—. (3.3)

The eigenstates of U are defined via the eigenvalue equa-
tion

Olry=e "“rlr) . (3.4)
The eigenvalues are e ' where o, are the quasienergies.
For #i=4nw(M /N), where VN and M are relatively prime
integers, the matrix (3.2) is invariant under translations
n—n+WN and therefore the eigenstates are then extend-
ed Bloch states in the n representation. However, for
large W this periodic structure is nonapparent in any lo-
cal study of the dynamics. For generic # there is no
periodicity. We tend then to make the conjecture that

- momenitum representation 1

oL
©l K=10
L k=27 0.3/(V5-1)
wn
S Yn=<nly>
inset = semi log plot
“l_g L
Dl
o b
o -
ol
I
O—LIIIIIIIIII

FIG. 1. A typical eigenstate of U that has been found numerically. A truncated 256 X256 matrix has been diagonalized.
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the eigenstates of U are of the same nature as the eigen-
states of a generic banded matrix, namely that these
states are localized in n space:

[Cnlry~e "M

where A, and &, are the localization center and localiza-
tion length of the eigenstates |r ), respectively. The na-
ture of this localization is the subject of extensive study
initiated by Fishman, Grempel, and Prange [2]. Figure 1
introduces a typical eigenstate that has been found via
direct diagonalization of U. Note the simple exponential
structure of localization.

Recently, Dittrich and Smilansky [8] pointed out that
Mott’s picture of localization [9] is applicable also to the
investigation of localization in the QKR problem. Con-
sider the eigenvalue equation (3.4) in momentum repre-
sentation. An approximation eigenstate basis |a) may be
found by dividing U into blocks that are large compared
with £, ignoring coupling between different blocks, and
diagonalizing each block separately. In terms of solid-
state physics it means that the solid is assumed to be cut
into segments and hopping between these segments is
neglected. Let us assume that the states |a) are indeed
localized states with a simple localization structure as in
(3.5). We now ““turn on” the interaction between states of
different blocks and try to find the “true” eigenstates |r ).
Following closely the presentation of Mott’s picture by
Sivan and Imry [9], we assume that the interaction be-
tween two approximate eigenstates |a) and |B) is

(3.5)

—|A
KalO18) | ~ne M8 (3.6)
where A,3=A,—Ag Mott’s heuristic picture does not
enable one to fix A, but evidently it is of the order 1/§.
The interaction (3.6) is significant only if a resonance con-
dition is satisfied, namely

‘lAaBI/g

lwggl <<Ae (3.7

where w,s=0,—wg and we use in what follows the con-
vention — 7 <<wqg<<m. If (3.7) holds then the states |ct)
and |B) are almost degenerate and we may apply the
standard approach of degenerate perturbation theory.
Due to the interaction (3.6) the (almost) degeneracy is re-
moved. The true eigenstates are

1
|r)——‘/5(|a)+|3>) ,
1 (3.8)
|s>=7§(|a)—lﬁ>) .

If the inequality (3.7) is not strongly satisfied then (3.8)
holds only approximately. These double-hump states
each have two centers of localization and the separation
in their quasienergies is

~IAgpl /6

|, | =Ae 3.9)

The dipole matrix element between such states is excep-
tionally large, namely

(slplr)=1({p)—Ap)p)=1HiAp . (3.10)
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It follows that
A

(slplr)=1#iEln (3.11)

|, |

Thus, if the quasienergy difference is small then we ex-
pect a large dipole matrix element. Figure 2 introduces a
pair of double-hump states that have been found via
direct diagonalization of U.

We turn now to evaluate the density of double-hump
state pairs with respect to quasienergy difference w,,. Let
|a) be an approximate eigenstate and |3) some other ap-
proximate eigenstate that belongs to a different “block.”
On the average, the density of states |3) with respect to
Ag, and wg, is

SN

_1 - —A)=-L1
8w8A:N§3(§;a,8(w ©0apl(A—Agg) ==,

(3.12)

where N is the dimension of the basis which is used in the
computation (formally one should take the limit N — o0).
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FIG. 2. A typical pair of double-hump states that has been
found as in Fig. 1; the parameters are the same. The dipole ma-
trix element between these states is | (s|#|r )| =39.
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The result (3.12) follows simply from the observation that
there is no interaction between states that belong to
different blocks. Expression (3.12) does not hold when A
is of the order £ since if |a@) and |B) belong to the same
block, one should take into consideration the effect of lev-
el repulsion. The number of states |3) that are in reso-
nance with |a) such that A <|A,g| <A+38A is obtained
by integrating (3.12) over the domain that is defined by
this restriction and by the resonance condition (3.7). One
obtains SN=4(1/2m)Ae "|A/68A. The corresponding
quasienergy difference w,, satisfies o <|w,|<w+8w
where ©=Ae ~2/% and 8w =Ae A 4(8A /£). Tt follows that
the density of double-hump states pairs with respect to
the quasienergy difference dw is

SN 1 £
-— | =— §(w— == .
b0 | =N 2;, % (0—wy,) - (3.13)
The apparently missing factor of 2 is due to the possibili-
ty of w being either positive or negative within [ —,7].

B. Dynamics

The one-step map that is generated by the one-step
propagator if one adopts Heisenberg’s picture of the dy-
namics is simply

X()=x(—1)+p(t—1),
(3.14)
p)=p(t—1)+K sinX(z) .

It is the quantized version of the classical standard map.
The latter has been studied extensively by Chirikov [27]
and followers [28]. As the value of K is increased the
classical dynamics follow the Kolmogorov-Arnold-Moser
(KAM) scenario. For K, <K (K,.=~0.9716), the last
KAM trajectories that bound diffusion in momentum are
already destroyed. We assume from now on that 1 <<K.
Almost all the classical trajectories that are generated by
the standard map are chaotic, i.e., reveal a sensitive
dependence for change in initial conditions. A small
change € in initial conditions results in exponential devia-
tion which grows like ee?’ where y is known as the
Lyapunov exponent. The inverse of ¥ constitutes a time
scale for the loss of “memory.” For the standard map
(28]

1 1

t = Y Tk /2 (3.15)
For 1 <<K memory is lost on a time scale of order unity
(smaller time scales are meaningless). The trajectory,
once projected onto momentum space, is very similar to a
random-walk process. From the map (3.14) it follows
that

t
p(t)—p(0)= 3 K sinx(r) . (3.16)

=1
Therefore

t t
E)=K*3 3 C/(r—7"),
r=17"=1

(3.17)

where the dispersion (energy growth) function is
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E=«[p)—p0) 2N,

and the sine-correlation function, which depends only on
the absolute value of the time difference, is

(3.18)

C, (7' —7"")= (sinx (7' )sinx (7""))) . (3.19)

The notation {{ )) stands for the uniform statistical aver-
age over all initial conditions, namely

ﬁﬁ-ffdx dpO(x,p)

1
?T;ﬁ—ffdxdp

Since the standard map is invariant for 27 translations
both in x and p, it follows that it is sufficient to perform
this average over the rectangular [0,27]X[0,27].

Due to the chaotic nature of the dynamics, dynamical
correlations decay exponentially on a time scale t;. Re-
chester et al. [18] calculated explicitly the first few corre-
lations:

C,(0)=1,
c,(1)=0,
C,(2)=—1d,(K) .

(on= (3.20)

(3.21)

It follows that E(t) is a monotonic function that grows
diffusively. The diffusion rate is

t
D(t)=E(t+1)—E(t)=K> 3 Cy ().

T=—t

(3.22)

Its initial value is D(t=0)=1K 2, while its asymptotic
value is

D, (K)=D(t=o0)=1K*[1—24yK)] . (3.23)
For 5 <K it is already a very good approximation.

The quantum-mechanical time evolution is generated
by the one-step propagator U. We shall consider in this
paper mainly the generic behavior that is generated by
this propagator. Nongeneric dynamical features are (a)
quantum resonances and (b) classical diffusion. Quantum
resonances appear if # has a nongeneric value. If
t=4m(M /N), where M and N are integers, then the
eigenstates of U are extended in momentum space and
the dispersion function E(#) may have an asymptotic
quadratic behavior. This resonant behavior is nongener-
ic.

The second non-generic dynamical behavior is classical
diffusion. It lasts a time t; where ¢z is Ehrenfest’s
correspondence time that is determined as follows. The
larger classical structures of the standard map have
momentum scale 27. An initial simple distribution of
points in phase space will develop structure of finer
momentum scale 27e "' as time elapses. When this
structure is of the order # classical to quantal correspon-
dence is broken. This leads to
21

% [ln

27

ty=—In v (3.24)
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In most of the numerical experiments one uses relatively
large values of # such that ¢ is of the order 1. Therefore
classical diffusive behavior is not apparent in such experi-
ments. The initial diffusive behavior that is observed does
not correspond to the classical diffusive behavior and is to
be discussed in what follows. A discussion of the
(semi)classical diffusive behavior which is apparent in the
limit #—0 will not be presented here since it requires fur-
ther study.

Consider a rotator that is prepared initially in a
momentum eigenstate |p ). By iterating its state with U
it is found that for short time a stochasticlike diffusive be-
havior is followed, but on a larger time scale a quasi-
periodic behavior becomes apparent. This is simply be-
cause |p ) may be approximated to be a superposition of
roughly & quasienergy eigenstates, whose quasienergies
are distributed in the interval [ —, 7] with typical spac-
ing Aw~2w/E. One may define a break time ¢*
~2m/Aw~E. On a time scale small compared with
t* localization does not manifest itself. Since each kick
couples kK momentum eigenstates, successive iterations
lead to stochasticlike diffusion with the initial rate
doz%kz. (The momentum here is measured in natural
units, otherwise this value should be multiplied by #2)
However, on a time scale larger than ¢* the quasiperiodic
behavior becomes apparent. A general argument [10]
that is based on a scaling hypothesis [7] relates the initial
diffusion rate to the localization length £ of the quasiener-
gy eigenstates, namely dy~(1/a) with a=1 for the
QKR. In our system of units this relation will be written
in the form

=a—, (3.25)

where D, is the initial diffusion rate in p space within the
first few iterations. It should be emphasized that semi-
classical considerations are not required in the derivation
of this result. One should be aware of the unessential no-
tion of “classical diffusion” that appears frequently in
this context.

In order to quantify the qualitative picture of the dy-
namics we should adopt a statistical approach as in the
classical analysis. It is natural to define the energy func-
tion by averaging over initial conditions, namely

E(I)E%Z (plp(—pPlp) . (3.26)
P

Here the average is taken over initial states [p ). Howev-
er, this definition may be written in a way that em-
phasizes that in the semiclassical limit it reduces to the
classical definition. We shall use the notation

E(t)=([p(t)—p0)*N .

From now on {( )) denotes quantal statistical average,
namely

(3.27)

A _—L A
Kon= Ntr(@) , (3.28)

where N denotes the dimension of the basis that is used
to compute the trace. In the semiclassical limit this
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definition indeed reduces to (3.18) since the trace opera-
tion then reduces to integration over phase space cells.

Figure 3 presents the results of numerical simulations.
The initial state of the rotator has been iterated using the
one-step propagator

O =exp[ —iT(#)]exp( —ik cos®) , (3.29)

where T(n)=1#%n% n=0,%1,%2,..., and p=4in. The
solid curve illustrates the time evolution of {(p —py)?)
for a rotator that has been prepared initially in a zero-
momentum eigenstate (p,=0). The truncation of the
basis was performed accordingly (symmetrical with
respect to the initial momentum p,). After averaging
over 1000 initial conditions the energy curve looks quite
smooth (not shown in the figure). After averaging over
10000 initial conditions (dashed line) the energy curve
becomes somewhat smoother, but if one observes careful-
ly, it is revealed that there is still a slow ‘“oscillatory”
structure that is stable against the averaging procedure.
This structure is specific for the parameter we use. By
changing 7 but keeping k fixed we may alter this struc-
ture without affecting much the other features of the
curve that are determined by £~1k2. Thus in order to
obtain numerically the generic functional form of E(z) we
should average not only over initial conditions but also
over different parametric realizations of the model. Ac-
tually, a much more effective procedure to obtain this
generic behavior exists. The diffusion process is not of
classical nature and does not depend on either the
features or (even) the existence of the underlying classical
model. Therefore the kinetic term 7'(n) may be any gen-
eric function or even a realization of a random sequence
of phases. The dotted curve has been obtained by averag-
ing over 10000 realizations of T'(n) while k is kept fixed.
In order to overlay the obtained plot of ((n —ny)?)) on
the same figure we scaled it by #%, where # is the same

1500 2000
——

E(t)
1000

500
T
1

=10 -
= 2n-0.83/(V56—1)

" R N " 1 R P
0 100 200 300

t (iterations)

FIG. 3. The dispersion {(p —p,)?) as a function of time.
Solid line, the initial preparation is p,=0; dashed line, average
over 10000 initial momenta p, has been taken; dotted line, aver-
age over 10000 realizations of the kinetic term has been per-
formed; straight line, classical behavior.
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value used in the QKR simulations.

Using the Heisenberg picture of the dynamics it is ob-
vious that relations (3.16), (3.17), and (3.22) hold also
quantum mechanically. The few first correlations (3.21)
have been calculated by Shepelyansky [10] and it was
found that a very good approximation is to replace K by
[(2/#)sin(#/2)]K. Thus

2 . #
—sin—

755 K (3.30)

Dy=D,

It is obvious, however, that unlike the classical case, the
other correlations cannot be neglected since, due to local-
ization,

i C,(1)=0.

T=— o0

lim D(t)=

t— 0

(3.31)

It follows that C,(r) should have a negative tail that com-
pensates exactly the contribution of the first few correla-
tions which lead to (3.30).

IV. DYNAMICAL CORRELATIONS
AND SPECTRAL FUNCTIONS

The spectral function of a dynamical variable X is
defined as follows:

cXm)E—lez' <5117 ) P208(0—w)) @.1)

where the prime denotes omission of the diagonal terms
in the summation. This spectral function is the weighted
density of states |s) with respect to their quasienergy
difference from a reference state |r), averaged over the
reference state |r). In particular we shall consider the
following spectral functions: C,(®), C(w)=Cg,, (@),
and C.(0)=C,(w). The Fourier transform of Cy(w)
will be denoted by Cy(7). One easily obtains

cX(r)=% S (R (s Y (s1R0)r ) .2)

This result may be written in a more elegant fashion
which stresses that Cy(7) is actually the proper definition
flgr the autocorrelation function of the dynamical variable
X,

Cy(1)={X(NXO0)N—((X)?) . 4.3)

The notation {(( )) stands for the quantum statistical
average (3.28) and we use also the notation

((f>2>E—J1VEr,|<r|f|r>|2. @.4)

We shall be interested in particular in the autocorrelation
functions of the dynamical variables P, sinX, and cosX,
which will be denoted by C,(7), C;(7), and C, (1), respec-
tively. Note that due to the symmetry of U under
reflections (x — —x) it follows that { (sinx )>?)=0 and
therefore the present definition (4.3) for C (7) agrees with
(3.19).

There is a transparent relationship between the energy

function E(¢) and the momentum autocorrelation func-
tion Cp(T),

E@)={[p(t)—p(0)]*N
=2[{p2N —Lp(t)p(0)N]
=2[C,(0)—C,(1)], “.5)

where we used the cyclic property of the trace operation.
We shall see later that C,(2) decays to zero for t— oo,
therefore E( o0 )=2C,(7=0) is the saturation energy. It
follows from the definition (4.3) that C,(7=0) is simply
the average dispersion of the localized states, namely

CP(TZO)E%E((P~<p>r)2>r . (4.6)

If all the states have a simple exponential structure with
the same localization length £=§, then their dispersion is
1(#&,)* and therefore

E(0)=2C,(0)~(#&)) . 4.7)

Actually the assumption that leads to (4.7) is not correct.
Indeed, all the states decay exponentially asymptotically,
yet they may possess large plateau regions and/or mul-
tihump structures. As a result expression (4.7) underesti-
mates C,(7=0). Numerical studies indicate [10] that a
quite good approximation is to substitute §,=2& in (4.7),
where £ is the localization length which is determined by
the asymptotic behavior. We turn now to find the global
behavior of C,(#) by inspection of its Fourier transform
C, (o).

The energy function E(¢) is a monotonic ascending
function that saturates on a time scale ¢*. It follows that
C, (1) is a positive decreasing function that decays to zero
on a time scale ¢*. Therefore the spectral function C,(®)
is peaked within a frequency range 27 /t* around »=0.
This feature of C,(w) reveals that the matrix (s[p[r) is,

in a sense, banded. Namely, if one uses 7 and ¢ to
order the rows and columns of (s|p|r) then one finds
that the off-diagonal matrix elements decay as one goes
away from the diagonal. This result depends only on the
observation that U is a generic banded matrix in the p
representation whose eigenstates are localized in this rep-
resentation. We have not used any other special features
of U in order to derive this result. Our claim may be re-
phrased as follows: If a unitary operator U is generically
banded in the f representation, then # is banded in the U
representation. A similar statement has been introduced
[30] concerning pairs of Hermitian operators using semi-
classical considerations.

In the absence of dynamical correlations C (7=0)=1
leads to C;(w)=1. It had been argued at the end of Sec.
III that this result does not hold, since due to localization
C,(7) has a negative tail that compensates exactly the
trivial correlation C,(7=0)=1. Namely, (3.31) leads to

lirr})Cs(w)ZO . (4.8)

The negative tail of C;(7) ranges on a time scale t* and
therefore all the nontrivial correlations of C,(7) are of or-
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der 1/t*. Evidently they affect mainly the behavior of
C,(w) within a frequency range 27/t* around «»=0.
Outside this frequency range their contribution to C ()

is of the order 1/t*, namely

1

Clo)=3 <0 || for tl*<|co| : 4.9)
From the relations (3.17) and (4.5) it follows that

KZCS(T):ZCP(T)—'CP(T+1)"Cp(7'—1) , (4.10)
which leads to

KZCS(a))ZZ(l—cosa))Cp(w) . (4.11)
Using (4.9) in the relation (4.11) it follows that

1 1 2 o
~———2K* for —< . 4.12
Gplo) 2(1—cosw) ? o e o] @12

Assuming that all the states have momentum dispersion
which is roughly #&, it follows that |{#|p|s )|? is at most
of the order 1(#&,)%. Since there are roughly £, eigen-
states that overlap with any reference state one obtains

C,(0) SELAiE P =1K €], (4.13)

where we have used the definition (4.1) and the relation
(3.25) has been applied in the last step. Finally, since
(4.7) holds, it follows that C,(w) has to satisfy the sum
rule
1

Efcp(w)dwz%(ﬁgo)z . (4.14)
It is obvious that the simplest functional form that is con-
sistent with (4.12)—(4.14) is

C (o). = L 1K?

nonres (4.15)
4 RS 2(1—cosw)+(1/t*)? 2

where t*=§;=~2£. Note that we assume all the time
1<<K and therefore 1<<t* holds. This function is
roughly a Lorentzian. A Fourier transform (Appendix B)
leads, after simplification, to an exponential behavior,
namely

Co (7 nonres = 1K 2t *e ~171/1%

P nonres

(4.16)

Equation (4.15) evidently does not hold for w<<1/t*
since due to local repulsion of levels we should expect
C, ()| ponres to vanish when w—0. However, in this re-
gime C,(w) is dominated by the singular contribution of
the resonant term to be discussed now.

We turn to evaluate the contribution of the double-
hump states to the spectral function C,(w). This contri-
bution is singular since |{s|p|7 )| is not bounded by #&.
Using results (3.11) and (3.13) we find that

C,(0)|ee=1#EIn* | = | for |o| <A (4.17)

and C,(®)|,,,=0 for A <|w|. The Fourier transform can
be calculated analytically (Appendix B), and leads to
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C (7)o = 17263 L 1n|A7| for £<|7]
res— 2 -

. (4.18)

and is approximately constant for 7<§&. Obviously for
7<§ the nonresonant part of C,(7) dominates. We note
that, using the relation (4.11), one obtains
C(0)|eg=1E%0"In*|A /0| for |®| <A. Thus, in spite of
the singular contribution of the double-hump states to
C,(®), the requirement (4.8) that is necessary for dynami-
cal localization effect is satisfied.

We found that the spectral function C,(w) reveals ap-
parent level attraction while C(®) reveals apparent level
repulsion. We use the term “apparent” to emphasize the
significance of the weighting procedure. The global spec-
trum is, of course, of Poisson type [31,8]. Finally, the re-
sults obtained in this section do not depend on the func-
tional form of the kinetic term T(n) that appears in
(3.29). The kinetic term may be any generic function or
even a realization of a random sequence of phases.

We turn back to study the functional form of the
dynamical crossover to localization in order to test our
predictions. From relations (4.16), (4.5), and (3.22) it fol-
lows that, for short time of order ¢ *,

D(t)=Dge /""", (4.19)

with Dy~1K? and t*~2£. This result (after a Fourier
transform) bear some resemblance to Drude’s formula for
the frequency-dependent conductivity. On a time scale
larger than ¢* there is a crossover to power-law behavior

1+

*
r : (4.20)

D(t)=cD,

where c~={In(t/t*) and B=1. We intentionally ab-
sorbed the logarithmic dependence in the prefactor since
it varies very slowly and cannot be detected in actual nu-
merical investigation.

Figure 4 presents the numerical result for D(t) that is

I
o L -
2 |
Q
%= 2m 0.3/(V5-1)
t" ~ 23 & 3
D, ~ 45
*
1 1 1 1 1 1
0 20 40 60 80 100

t (iterations)

FIG. 4. The diffusion rate D(¢) as a function of time. The
stars correspond to the dashed line of Fig. 3, while the dots
(joined by a line) correspond to the dotted line of Fig. 3.
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FIG. 5. The same plot as in Fig. 4, but on a log-log scale.

extracted on the basis of Fig. 3. The stars and the dots
correspond to the dashed and dotted lines of Fig. 3, re-
spectively. The curve that joins the dots is to guide the
eye. Standard fitting procedure to (4.19) yields D,=45
and t*=23. Figure 5 is a log-log plot of the same results
on a longer time scale. The ‘“‘stars” are not presented
since the oscillatory structure that we observed when we
looked on the dashed line of Fig. 3 does not permit a reli-
able evaluation of D(¢) within this range. A fitting to the
power-law behavior (4.20) yields ¢=~0.5 and B=0.75.
The error that may be in the numerical determination of
B is £0.5. We cannot explain the deviation from the ex-
pected value S=1. It may be due to a long transient be-
havior. Therefore, for the purpose of later analysis, we
shall assume

-8B
c

28

C(T)| =55 Dot * ey for t* <|7| (4.21)

rather than (4.18). If B is indeed less than 1, it implies
that the singular behavior of C,(w) around w=0 is worse
than logarithmic divergence.

V. DESTRUCTION OF COHERENCE BY NOISE
A. Heuristic considerations
Following Ref. [23] we consider the first destruction of

coherence in the QKR-p model in the absence of kicks.
Consider a rotator that is prepared initially in a pure

state _ that constitutes a superposition
(1/v2)(Ip, ) +1p,)). Wigner’s function is
Pr=olx,p)=1piLlo+1po+piL, , 5.
where
“ 1 .
p‘,)=o(x,p)=ﬁ<3p,pi, i=1,2 (5.2)
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and

int

p,=0(x,p):Eapy(plﬂ,z)/zcos , (5.3)

x
ox,
with 8x,=#/|p,—p,|. More generally, a superposition
of momentum eigenstates which is localized in momen-
tum within some range Ap =#&, results in an interference
part with a variation on the spatial scale 6x,=1/§,.
Iteration with (2.8) and (2.12) affects only the interference
part. Due to the noise the interference part is smeared on
a spatial scale 8x(¢), which is given by

t t
xX)=3 3 ("),

T7=17"=1

(5.4)

where ¢(7',7'") is defined as in (2.4). For Gaussian noise
one obtains [23]

1 2

2

6x (1)

Ox,

P o(x —pt,p) .

int

pi(x,p)=~exp (5.5)

A natural definition for the coherence time is therefore

the time when 6x(z) becomes of the order &x,. If
® »@(7)70 then after a transient the interference part

decays exponentially with a decay rate which is roughly

=1 3 ¢(1). (5.6)

T=— —
The prototype example is white noise that has the auto-
correlation function ¢(z—t')=08,,. The coherence
time is then
2

1

&o

for an undriven rotator and o noise .

z

if

1 2
r o

c

(5.7)

A completely different behavior is found if 3% _¢(7)=0,
which characterizes zero-temperature noise. Then we
find nonexponential anomalous decay behavior. An ex-
treme example is A noise, namely ¢(z—1t')=2A8,
—A8);_ .1 If A is small [A <<(1/&;)?] then coherence is
not destroyed

t,= o for an undriven rotator and A noise . (5.8)

A less extreme example is 7 noise that has the auto-
correlation function ¢(t—t')=Q2mw /68, ,—(n/m)[1/
(t—1')*](1—38, ). The noise-induced spatial diffusion is
logarithmic (23], namely 8x2(¢)=(2/7)nln(t /0.2). The
interference then decays as a power law rather than ex-
ponentially. The coherence time is therefore exponential-
ly long, namely

?1

n

1

&o

for an undriven rotator and 7 noise .

m

t,=0.2exp >

(5.9)

We may try to extend this approach to deal with the
QKR-x model. It is, however, difficult to introduce a
simple formulation of the decay process as in the QKR-p
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model. We therefore proceed heuristically. Following
Ott, Antonsen, and Hanson [17] we argue that coherence
time in the QKR-x model is simply the time it takes for
the noise to “mix” neighboring momenta. The diffusion
that is induced by the noise is 8p%(t)=vt and the equa-
tion 8p(¢)~# leads to

t, =ﬁ2% for an undriven rotator and v noise .  (5.10)
A faster mechanism for destruction of coherence is found
in the QKP problem. Here p(x,p) is defined on RXR
where R are the real numbers. Since momentum is not
quantized, the noise-induced diffusion in momentum is
associated with spatial spreading. As in the QKR-p mod-
el the interference part of Wigner’s function is smeared,
but on a spatial scale 6x(¢)~&p(¢)t. The time it takes to
spread over a spatial scale 6x ~1/£, and as a result to
destroy coherence, is found via the equation
vt?~(1/&)* Thus

173

1 . . .
for an undriven particle and v noise ,

&

1
v

(5.11)

which is much shorter than (5.10).

It is evident that coherence time in the presence of
kicks is not necessarily the same as in the case of an un-
driven system. If the system is treated classically, and is
known to be chaotic, then noise autocorrelations are of
little importance. Due to the exponential instability of
the phase-space trajectories, we expect no memory for
noise autocorrelations. However, if the dynamics is
treated within the framework of quantum mechanics,
then one may expect manifestation of the long-range
dynamical correlations, which has been discussed in Sec.
IV. To make this point less abstract we note first a result

J
—iw, T
r>e i’

zt 2’ e—lw (-r—‘r)|< |,5f'|r)|2f

7

3 2
1

Prob(s|r)= Zf(r))?

§ z‘f><s

1
7

This result should be averaged over realizations of f(z).
This average results in the replacement f(7')f(+"")
—¢(7',7"). The decay probability is obtained by sum-
ming over the final state |s) and averaging over the ini-
tial state |r )

P(t)Z%EE’Prob(slr) . (5.14)

Using the Fourier transformed version of the definition
(4.1), and performing a change of the summation vari-
ables to

T=7"—7",
(5.15)
t =max(7',7"") ,
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to be derived later in this section: For white-noise ex-
pressions, (5.10) and (5.7) with £,=2¢& also apply in the
presence of kicks. Consider now the colored A noise.
The coherence time for the undriven system is ¢, = co.
However, we have shown (Sec. IIC) that the QKR-p
model with A noise is essentially equivalent to the QKR-x
model with white v noise where v=1K?A. It follows
then from (5.10), after using (3.25), that ¢, =(1/£)(1/2A)
for a kicked rotator and A noise. Thus, for A noise,
coherence time is not infinite, as suggested by an inspec-
tion of the undriven system. On the other hand, coher-
ence time is not the same as for white noise (that has the
same variance), as suggested by an inspection of the clas-
sical limit, but rather a factor 2£ larger.

B. Perturbation theory

We are therefore urged to develop a systematic formal-
ism to overcome the natural limitations of the heuristic
picture that has been presented up to now. The decay
probability P(¢) of a quasienergy eigenstate as a function
of time may be calculated using leading-order perturba-
tion theory. We consider for simplicity a process that is
represented by the unitary operator

1.,

ﬁfEe(i/ﬁ)f.«? X
%P %2

—éK cosX |exp , (5.12)

where X is any dynamical variable of the system (e.g., P,
sin®, cosX). The transition probability from energy eigen-
state |r ) to energy eigenstate |s ) after time ¢ is

Prob(s|r)=|{(s|T/® Dipy|?.

A first-order expansion of U/ is O /~[1+(i/#)fX10°.
Thus, up to leading order

(5.13)

r

one obtains that the decay probability as a function of
time is

t—1 t'

=i2 3 3 Gndme, (5.16)
=07r=—t
while its time derivative P(t)=P(t+1)—P(t) is
t
P=—5 3 Cnimo). (5.17)

The notation ¢(7;¢)=¢(7r',7"") for the autocorrelation
function of the noise has been used. For stationary noise
#(7',7"") depends only on the difference |7 —7"| and
therefore ¢(7;¢) is independent of ¢. Equation (5.16) for
P(t) is the central result of this section. We turn to apply
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it to study the decay of coherence in the QKR-p, QKR-x
and QKP models, which have been introduced in Sec. II.
These results will be compared with those of Sec. V A.

We consider first the destruction of coherence in the
QKR models to be distinguished from the QKP problem.
The noise is assumed to be stationary. The behavior of
the decay probability after a short transient is

P(t)=Tt, (5.18)
where the decay rate is given by
= —ﬁ% 3 Cylngin) (5.19)

The coherence time is defined as usual in the case of a de-
cay process, namely

(5.20)

For future purposes we note that from (5.13) it follows
that the transition rate from state |s ) to state |r) is

W(V|S)=‘ﬁ17|(s|z?|r>|2¢(w,s) , (5.21)

where ¢(w) is the noise fluctuations spectrum, i.e., the
Fourier transform of ¢(7). Evidently, the sum rule

rzﬁzg Wi(rls) (5.22)

is satisfied.
Considering the QKR-p model, we find that
r=(1/#)3,C,(1)$(7), rather than T['=1&3 ¢(7),

which applies if the kicks are absent [Eq. (5.6)]. Substi-
tuting (4.7) one finds that for white noise I" is the same
for the kicked rotator as for the undriven system, namely

F:%(I*)ZU for a kicked rotator and o noise , (5.23)

which agrees with (5.7). However, if the noise is colored,
then it is not correct to ignore the effect of kicking on the
dynamical correlations. In particular, zero-temperature
noise for which 3% _#(7)=0 does not lead to I' =0 and
hence the anomalous dependence of ¢, on noise intensity
as in (5.9) and (5.8) is not found. Rather, for n noise one
obtains

'=¢*(const+1nt*)-L
T
for a kicked rotator and 1 noise , (5.24)
while for A noise
I'=t*A for a kicked rotator and A noise , (5.25)

in accordance with the ad hoc result that had been de-
rived at the end of Sec. V A. Additional examples for
computation of I" are given in Appendix C.

We turn now to discuss the QKR-x problem. If we
used (2.23) as a coupling scheme, then a similar deriva-
tion to that, which leads to (5.19), yields

r= Lv for a kicked rotator and v noise , (5.26)

ﬁZ
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which is consistent with our heuristic result (5.10). For
the coupling scheme (2.27) it has been shown [21], using
the same formalism, that formula (5.19) should be re-
placed by

1

r=—

pe (5.27)

S [Cr)+C () ]v(T) .

T=—o00

Again, for white noise (5.26) is recovered. This result is
also recovered if we assume either (2.31) or (2.32) to be
the coupling term and apply (5.19). Unlike the QKR-p
model here negative autocorrelations of zero-temperature
noise enhance rather than suppress the decay process
[21]. Therefore a Markovian treatment of the dynamics
underestimates the effect of zero-temperature noise on
coherence. Additional examples for computation of T’
for this model are given in Appendix C.

In conclusion, we found that the heuristic results for
coherence time in the QKR models that ignore the effect
of kicking on dynamical correlations are recovered by
formal calculation if the noise is white. For colored noise
it is essential to take into account that dynamical correla-
tions decay. If this decay were on the short time scale ¢
as in the classical (chaotic) model, then a good approxi-
mation would be to treat the colored noise as if it were
white noise. However, since the quantal correlations
range over a time scale ¢t *, such a Markovian approxima-
tion is not legitimate; instead the formalism that has been
presented here should be applied.

We now turn to discuss the QKP problem. We have
seen (Sec. II C) that this model is equivalent to the QKR-
p model with noise whose correlation function is given by
(2.36). White v noise leads to ¢(7',7"')=vmin(7',7"), or
in terms of the “new” variables (5.15)

d(mt)=—I|7r)wv, (5.28)

which is a nonstationary noise. Therefore (5.18) does not
hold and one should go back to (5.16) in order to analyze
the decay process. Substituting (5.28) one obtains

. 1 !

Pin=—3v ;ﬂcp(f)(whl) : (5.29)
Unlike the QKR problem, here the decay is anomalous,
and it is impossible to define a (cq{nstant) decay rate. If
we substitute C,(7)=1Dt*e —I717t™  then we obtain

P(=—wDo( (42—t [t *(1—e /)]

(5.30)

which is roughly a quadratic behavior. This behavior
does not last long. If we take into account the resonant
contribution (4.21) to C,(¢) we obtain that on long times
(compared with ¢*, but not too long since we are apply-
ing leading-order perturbation theory) the decay is

(5.31)

In the QKR model we have defined t.=1/T" so that
P(t)=t/t.. It is then natural to assume that P(¢) is a
function of the scaled variable ¢ /¢, e.g., the usual ex-

P(t) < vE> P37 for t* <<t <<t, .
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ponential decay behavior 1—P(t)=e_m°. Similarly, in

the QKP problem it is natural to assume that after a
short transient P(?) is a function of a scaled variable ¢ /1.
The perturbative result (5.31) suggests then that

P(t)= i o for t* <<t <<1t, . (5.32)
Comparing with (5.31) it follows that
L 1 2+3l 1/3—B)
¢ £ v
for a kicked particle and v noise .  (5.33)
This should be compared with the result

t.=[(1/&*)1/v]'”? for undriven QKP. Evidently, the pa-
rameter 3 quantifies the deviation from complete dynami-
cal correlations which characterize the undriven system.
B=1 represents a marginal case since then expression
(5.30) is of the same order also on the long time scale.

VI. DIFFUSION DUE TO DESTRUCTION
OF COHERENCE

In the absence of noise, stochasticlike diffusion in
momentum is suppressed due to localization. However, if
noise is present, coherence is destroyed, and the dynam-
ics gains a stochastic feature. Several simulations to illus-
trate the time evolution of the QKR in the presence of
noise are presented in Fig. 6. The diffusion coefficient is
defined as follows:

_ 2
D= lim Llpu(®)—py(O) PN ’

t— o0 t

(6.1)

where the Heisenberg picture is used and an average over
realizations of the noise is implicit. Note that operators
in the interaction picture are denoted without a subscript.

T T T T T T
I K=10 |
# = 2m 0.3/(V5-1)
§ | v=107% |
¥ v=10"%
—~ v=10"*
&
<)
o
o L .
o
N
o -
1 1 e 1

1 1 "
0 2000 4000 6000 8000 10*

t (iterations)

FIG. 6. Typical simulation of the time evolution of a QKR in
the presence of noise. Here the coupling scheme is (2.23). The
dispersion function {(p —p,)?) is plotted. The average has been
taken over 100 initial conditions and noise realizations.
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In the absence of noise 2=0. In the QKR-p model, a
direct generalization of Eq. (3.22) leads to

D=K? i C(r), (6.2)

T= —®

where C(7) is the appropriate generalization of C (7) if
noise is present, namely

C(7)=(sinxy(7)sinx4(0))) . (6.3)

In the QKR-x model D=K?3= __C(7)+0(v). We
shall see that for weak noise (#* <<t,) the inequality
v << is satisfied. It means that diffusion is mainly due
to the destruction of coherence. The O(v) term may be
ignored and formula (6.2) can be used then. This obser-
vation applies also when the equivalence of the QKP
problem to the QKR-p problem is discussed, namely the
last operation in (2.35) can be ignored if the noise is weak.

If the noise is strong so that coherence is destroyed on
a time scale of order unity (one iteration), then
C(r—7')=18_ .. The diffusion is then a stochastic pro-
cess with D=1K 2, In the QKR-x and QKP problems, if
the noise is very strong (i.e., v becomes of the order 1K 2
or larger), then it enhances stochastic diffusion with a
coefficient D=1K?+v. Thus in the QKR-x problems
there are three regimes: weak noise, strong noise, and
very strong noise. The strong-noise regime in the QKR-
p, QKR-x, and QKP problems (including the very-
strong-noise regime in the latter cases) is not very in-
teresting since a stochastic picture of the diffusion pro-
cess that ignores dynamical correlations applies there.
The weak-noise regime, in contrast, is of much interest
since coherence is not destroyed completely and localiza-
tion affects the dynamical behavior.

One may try to use the heuristic diffusion picture that
is implicit in the work by Ott, Antonsen, and Hanson
[17] in order to estimate . It is argued that for weak
noise (¢* <<t,) the diffusion process in momentum space
is similar to a random walk on a grid with spacing #&,
and hopping probability 1/¢.. The diffusion coefficient is
therefore

=1
D=(hEy)"— , (6.4)
tC
where &, is of order £. The heuristic approach alone is
not sufficient in order to fix the ratio £,/£. A somewhat
more careful way to derive this result may be presented
in case of QKR (to be distinguished from QKP). Here we
follow again argumentation which is implicit in Ref. [17].
Let us assume that diffusion in the quasienergy basis is a
stochastic process that may be treated within the frame-
work of a Markovian picture. The coefficient of diffusion
is then given by

D SWIPCp) = (p), 2 (6.5)

We make a further approximation and assume that
W (s|r), which is given by (5.21), is non-negligible only if
[{ps?—<{p),| is of the order #E,, We obtain then
D=~(#E))*(1/N)3;, , W(s|r) and thus via (5.22) we recov-
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er the heuristic result (6.4). Again the precise value of &,
is not fixed by this approach.

We shall try now to adopt a formal approach in order
to compute . We shall use leading-order perturbation
theory, in order to estimate C(7), and (6.2). In particu-
lar, we are interested in finding out which approxima-
tions should be made in order to rederive (6.4) without re-
lying on a heuristic picture of the diffusion process. Thus
we will be able to fix the value of the prefactor in (6.4)
that has not been determined by the heuristic approach.
It is convenient to use the interaction picture for the cal-
culation, namely

C(t)={ Uy 'sinx (1) U,sinx (0))) , (6.6)
where
UI:e(i/mf(:)X'm .. e(i/ﬁ)f(l))?(l) )

A systematic leading-order calculation of C(7) requires
the expansion of U; up to second order in the coupling,
namely,

O ~7 i R SR P

O,~T+ §1 7 (DX () S R)

3

- #f(r')f(’r")x?(r')z?(r”) :

1=7'<7 =t

(6.7)

Substitution into (6.6) and careful assemblage of the
terms yields

C(t)={sinx (#)sinx(0)))

t
—215 E Cx(r', 7" t)p(r',7") , (6.8)
where for 7' <7’ the definition of €y is
Cx(7',7";t)
=Re[ {(sinx ()X ()X (7'")sinx (0))) ]
—Re({ X (7 )sinx ()X (7" )sinx (0)))) , (6.9)

while for 7' <7 it is Cx(7',7"";t)=Cx(7",7';t). We shall
see soon that if it is desired to rederive the heuristic for-
mula (6.4), it seems essential to assume the factorization
of this four-point correlation function, namely

Cx(r, 7"t )= Cy(r' —7")C,(2) . (6.10)
Substituting in (6.8) and using (5.16) one obtains
C(t)=[1—P(2)]C,(2) . (6.11)

Namely, due to the noise, dynamical correlations are
suppressed by a factor that expresses the decay of coher-
ence. Taking into account Eq. (3.31) one finds via (6.2)
that D=2K>3 = P(7)[ —C,(7)]. Using the discrete ver-
sion of integration by parts one obtains

D=3 P()D(1) . (6.12)

t=0

Expression (6.12) constitutes the main result of this sec-
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tion. In the next paragraph we shall demonstrate that for
the QKR model with weak stationary noise (6.4) is
recovered. Later we shall apply it to study the diffusion
in the QKP problem.

In the QKR models P(¢)=T for t <<t,, which is the
time regime on which perturbation theory is valid. On a
time scale that is of order ¢, or larger the behavior of P(t)
is not known. However, if the noise is weak (¢t* <<z,),
then the latter information is not needed since the sum
(6.12) is dominated then by the short-time terms whose
number is of order t*. One may substitute then without
a big error expression (4.19) and P(z)=T", and sum over ¢
from ¢t =0 up to infinity. The result is

*
D=Dyt*r="-p, . (6.13)
t

c

This formula agrees with the heuristic result (6.4) provid-
ed £,=2¢ is substituted there. If one takes (4.20) into ac-
count then D, of (6.13) should be replaced by E(x)/t*,
which cannot be distinguished from D, in actual numeri-
cal experiments that are presented later in this section.

Perturbation theory enables one to find the behavior of
C(¢) for time t <<t,. In order to find the global behavior
of C(t) we should go beyond perturbation theory. The
simplest extrapolation scheme is (a) to assume that rela-
tion (6.11) holds also on long times and (b) to assume that
the perturbative expression (5.16) for P(¢) holds for 7 <z,
while P(¢)=1 for ¢, <t. Evidently, if the results of the
calculations depend on this extrapolation scheme, then
we should not be surprised if we fail to predict the right
behavior. There is a simple indication for nonperturba-
tive behavior. If only the short-time terms with ¢ <<z,
contribute appreciably to the sum (6.12), then evidently
D should be proportional to the intensity of the noise.
Therefore, if D is not proportional to the intensity of the
noise, then the behavior is necessarily nonperturbative.

In the QKR problem if ¢* <<t,, then perturbation
theory is sufficient in order to estimate ). However, if ¢,
is of the order t*, then we find ourselves in a nonpertur-
bative regime. Let us estimate the width of this nonper-
turbative regime in few special cases. In the QKR-p
model coherence is destroyed within one time step pro-
vided (1/£)?<8x(t=1), where 8x(t) is given by (5.4). It
follows that (1/£)? < $(0) is the condition for being in the
strong-noise (stochastic) regime. The condition for being
in the weak-noise (perturbative) regime is t* <<t.. For o
noise [Eq. (5.7)] it leads to o <<(1/£)3, while for A noise
[Eq. (5.8)] it leads to 2A <<(1/&)2. Thus for o noise we
expect a nonperturbative regime within (1/£)3<o
<(1/&)?, while for A noise there should not be such a re-
gime. In the latter case we expect quite sharp crossover
from the weak-noise (perturbative) regime to the strong-
noise (stochastic) regime. The same behavior is expected
in the QKR-x model with white v noise since we have
demonstrated (Sec. II C) that this model and the QKR-p
model with A noise are essentially equivalent.

Figures 7—10 present the results of numerical simula-
tions. In Fig. 7 the diffusion coefficient 2 has been deter-
mined by simulations for the QKR-x and QKR-p models.
(The QKP model is to be discussed later on in this sec-
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FIG. 7. The diffusion coefficient ) has been determined by
simulations for the QKR-x model (M), the QKR-p model (A),
and the QKP model (@). The noise is white. The curves
represent the result of a perturbative calculation (Appendix C)
with no fitting parameters.

tion.) The noise is white and D is plotted as a function of
its intensity. Note the wide nonperturbative regime in
case of the QKR-p model. The curves represent the re-
sults of analytical calculations (Appendix C). In Figs. 8
and 9 the results of numerical experiments on the QKR-p
model with colored noise are presented. For fainter noise
the agreement with the analytical calculation become
better. Note that no fitting parameters are involved in
these calculations. Figure 10 presents the result of addi-
tional numerical experiments with colored noise. Here
the QKR-x model is simulated. The interaction term is
either (2.31) or (2.32). We do not have analytical results
in the case of the latter coupling scheme. From the nu-
merical experiment it emerges that C.(7) is probably very
similar to C ().

We now turn to discuss the QKP problem. Here the
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FIG. 8. The diffusion coefficient D for the QKR-p model
with the colored noise (C1). The curve represents the result of a
perturbative calculation. Equations (C2) and (6.13) have been
used with no fitting parameters.

FIG. 9. The same as in Fig. 8, but with fainter noise. The
agreement with the theory is much better.

behavior of the terms in the sum (6.12) that satisfy
t* <<t <<t is

(¢*)1P

tl—zﬁ ,
(2,08

P()D(1)=(3—PB)cD, (6.14)

where we have used (5.32) and (4.20). This behavior indi-
cates that most of the contribution to 2 in (6.12) comes
from the long-time terms with ¢, which is of the order ¢,.
This observation is supported by the comparison of the
numerical results (Fig. 7, solid circles) with the perturba-
tive estimate that takes into account only the short-range
part of the dynamical correlations (Fig. 7, smooth curve).
Unlike the QKR models, there is no agreement even for
very weak noise. It follows that knowledge of correla-
tions on a time scale comparable with ¢, is required in or-
der to estimate 9. Thus, unlike the QKR case, even in
the weak-noise regime (¢* <<t,), the behavior is nonper-
turbative. If we use the simplest extrapolation scheme

K=10
# = 2m 0.3/(V5-1) 1
1

v = §x1073

FIG. 10. The diffusion coefficient 2 for the QKR-x model
with the colored noise (C3). For the (M) the interaction term is
(2.31), while for the (A) the interaction term is (2.32). The
curve is a plot of Eq. (6.13) with (C4).
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that has been introduced previously (see the paragraph
after 6.13), then we obtain

t*
cl
tC

1+3

@ Do,

(6.15)

where ¢’=(3—p)/2(1—p8) is a prefactor of order unity.
Upon substitution of (5.33) it follows that D «v* with
a=(1+pB)/(3—B)=0.78. The observed behavior (Fig. 7)
is 0.35 <a <0.38, which is very close to a~1. One may
be tempted to use a naive heuristic approach in order to
find a, namely to substitute expression (5.11), which ap-
plies to an undriven particle, into (6.4). One obtains then

.Z)zD()gS/SVI/S , (6.16)

which coincides with (6.15) provided f=0. The devia-
tion from this value is due to the nontrivial nature of the
dynamical correlations. However, we see that perturba-
tion theory fails to quantify this effect. The observed
value of a is much closer to the naive result a=1 than to
the perturbative one. The latter overestimates the devia-
tion.

VII. SUMMARY AND CONCLUSIONS

It has been shown that there are simple relations be-
tween (a) the functional form of the crossover from
diffusion to localization, (b) correlation functions of cer-
tain dynamical variables, and (c) spectral properties of
the system. These relations enable one to introduce a
qualitative study of dynamical correlations that are
characteristic of a classical chaotic system that exhibits
quantal localization. Classically, dynamical correlations
decay exponentially on a very short time scale ¢; which is
the inverse of Lyapunov instability exponent. Quantum
mechanically these correlations decay exponentially [Eq.
(4.16)] on a relatively long time scale ¢*. Due to the ex-
istence of pairs of resonating states the exponential decay
is replaced on a longer time scale by a power-law decay
[Eq. (4.21)].

An extensive discussion has been devoted to motivate
and introduce different models where the effect of noise
on the dynamics is of great interest. In the QKR-p model
the rotator is coupled to a noise source via its momentum
coordinate. This is, for example, the coupling in the case
of an electron that is confined to move in a mesoscopic
ring and is subject to a noisy magnetic flux that
penetrates the ring. The QKR-x model is motivated by
the “Ohmic model,” which has been introduced in order
to study the damped-rotator problem. The interaction
with the noise source is then via the position coordinate.
Such is the interaction, for example, in the case of elec-
tron that moves in a ring and is subject to interaction
with impurities. The problematic features of the quanti-
zation procedure in the case of the QKR-x model have
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been discussed. This discussion leads to the introduction
of the QKP model where the position coordinate of the
standard QKR model is considered to be an extended
coordinate. We demonstrated that the QKP problem
with white noise may be reduced to a QKR-p problem
with nonstationary noise. The problem of QKR with
kicks that are not strictly periodic in time has been re-
duced to either the QKR-p model or the QKR-x model
with white noise, depending on the nature of the devia-
tions from strict time periodicity.

Using first Wigner’s picture of the dynamics we were
able to discuss the destruction of coherence in the case of
undriven systems (either a rotator or a particle which is
subject to noise). In order to study the behavior of the
decay probability P(¢) in the case of kicked system we
had to use perturbation theory. The formalism leads to
Eq. (5.16). Assuming that P(¢) is a function of a scaled
variable t/t,, we were able to determine the coherence
time ¢, as it is implied by perturbation theory. In the
QKR models with stationary noise P (z)=Tt, where I is
the decay rate and hence t,=1/T. We introduced an ex-
plicit expression for I" [Eq. (5.19)]. It emerges that for
white noise ¢, is the same as for an undriven rotator since
I' does not depend then on the nature of the dynamical
correlations. The latter are important if the noise is not
white. The autocorrelations of colored noise affect
significantly I'. However, the nature of the decay process
is not altered even if the noise is a zero-temperature
noise. This is quite different from the case of integrable
system where negative noise autocorrelations may
suppress the exponential decay process. To be specific,
this claim was demonstrated in the case of A noise and 7
noise, where it was found that (5.25) and (5.24) hold re-
spectively, in the presence of kicks, while in the absence
of kicks (5.8) and (5.9) apply. In the case of the QKR-x
model it has been found that zero-temperature noise au-
tocorrelations enhance rather than suppress the decay
process. Evidently, a Markovian treatment of the dy-
namics fails to predict such effects. The destruction of
coherence in the QKP problem is quite different in nature
from that in the corresponding QKR-x model. The
anomalous decay in the QKP problem is due to a noise-
induced spreading mechanism for the destruction of
coherence, which leads to a very short coherence time
compared with the corresponding time scale in the
QKR-x problem.

Next we discussed the effect of noise on dynamical
correlations. This enables one to find the quantal
diffusion coefficient 2 in the presence of noise [Eq. (6.2)].
If the noise is strong so that coherence is destroyed com-
pletely, then diffusion is a stochastic process. In both the
QKR-x and QKP problems (but not in the QKR-p mod-
el) diffusion is enhanced by very strong noise. If the noise
is weak, then the diffusion is due to the partial destruc-
tion of dynamical correlations [Eq. (6.11)]. Equation
(6.12) for D then applies. One should distinguish in the
latter case between perturbative and nonperturbative
contributions to 2. If the noise is weak enough
(t* <<1,), the latter are negligible in the QKR models but
not in the QKP model. This leads to a linear dependence
of D on noise intensity in the case of the QKR models but
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not in the case of QKP model (Fig. 7). Note, however,
that also in the QKR-p model there is a wide intermedi-
ate nonperturbative noise regime (Fig. 7). The relation
introduced by Ott, Antonsen, and Hanson, which relates
D to the coherence time ¢, within the QKR’s perturba-
tive noise regime, is recovered by the formal calculation
[Eq. (6.13)]. Originally this relation was based on either a
heuristic picture or a perturbative Markovian treatment
of the diffusion process. Our formal approach enables
one also to fix in the formula a prefactor that has not
been determined in its original version. The dependence
of D on noise autocorrelations, which is implied by the
theory, has been demonstrated by numerical simulations
to support our analytical estimates.

Some open questions should be pointed out. A study
of dynamical correlations in the semiclassical limit
(7i<<1) should be carried out. In this paper it has been
assumed that t; <1 rather than 1 <<ty <<t*. Asfaras]I
know this regime has not previously been explored. It
also has been assumed that 1 << K. Different results [32]
are expected to be found if K ~K_,. The effect of noise
has been treated within the framework of perturbation
theory. Nonperturbative effects were pointed out. It is
important to find a formalism that enables one to go
beyond perturbation theory in order to quantify these
effects.

Note added. 1 thank B. Chirikov for informing me
about a new phenomenological approach toward the
dynamical crossover that has been reported in recent un-
published work. His results are consistent with those of
the present paper.
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APPENDIX A: WIGNER’S PICTURE

The quantum state of a particle in one dimension may
be represented by the probability matrix in the x repre-
sentation

plx,r)={(x"|plx") , (A1)
where
x=Lx"+x"),
(A2)

r=x"—x'.
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An alternative representation is Wigner’s function

plx,p)= f_w dr p(x,r)e /fpr (A3)

which is a phase-space quasidistribution, i.e., a normal-
ized real function on RXR, where R are the real num-
bers. The normalization is

ﬁf fdxdpp(x,p)=1 .

For a rotator this definition should be modified. Since
p(x,r) satisfies then periodic boundary conditions on the
rectangular [0,27] X[ —2m,27], the proper definition
takes the form

(A4)

p(x,p)zﬁffz drp(x,r)e_(i/ﬁ)"' ) (AS)

which is a normalized real function on the domain
[0,27r] X #Z. The normalization is

S [Tdxp(x,p)=1. (A6)
penz " ©

Note that for half integer p,
S dx plx,p)=0. (A7)

Wigner’s function for a rotator that is prepared in
momentum eigenstate |p ) is

p(x,p)-——-21—77_(?31,,1,O . (A8)
If the rotator is prepared in a superposition of momen-
tum eigenstates, then p(x,p) is a weighted sum of func-
tion of the type (A8) plus an interference part whose
average is zero.

The time evolution of the probability matrix is given by

p(x,r)=f fﬁ(x,r|xo,ro)P(xo,”o)dxod"o ’ (A9)
where
H(x,rlxg,re)={x"|Ulxg x| O|x{)* . (A10)
The transformed version of (A9) is
pi(x,p)=3 [dxoH(x,plx0.po)p(x0,p0) »  (AL1)
Po
where the propagator of Wigner’s function is
_L —(i/#)pr
H(x,plxg,po)= o f fdr drge ~\/Pp
><7{()c,r|x0,ro)e“/ﬁ)por0 .
(A12)

If the Hamiltonian is such that the classical equations of
motion are linear in the dynamical variables, then
F(x,plxq,po) is identical to its classical limit. For free
propagation U =exp] —(i/#)Lp?t]and
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FT(x,plxg,po) =8(p —po)S(x —(x +pot)) . (A13) F(x,plx0,00)=8(x —xo)FHplpy) . (A14)
For a kick process Wigner’s evolution kernel is of the Note that ¥ may depend on the position variable. In par-
form ticular for U =exp[ — (i /#)K cosX ] one obtains

J
F= er; fj;dr exp | — éK cos(x +1r)—cos(x —1r) —zp _ﬁPo r
=—1—fﬂ dOexp —LK[cos(x —0)—cos(x +0)]+i 2p —Po 0
2T - ﬁ
_ 1 prn _ |, Ksinx | . | P Po
=5 f_ﬂd@exp i Z—ﬁ sin@+i |2 P 9]
K sinx
:42(;;7;;0)/% 2 7 , (A15)
which corresponds to the classical propagator

F=8((p—py)—K sinx) . (A16)

For U =exp[ — (i /%)V2v cos(x +¢@)] one obtains
1 T i — . P—Po
F9=—— [" dOexp | =V 2v[cos(x +p—0)—cos(x ++6)]+i |2 6| . (A17)
21 - # #
Averaging over realization of the random phase @ one obtains
2
o 1 g T i — . P —Po
F= ey f_#f_ﬂded(pexp ———g\/2v[cos(¢)—-0)~cos(<p+9)]+1 2 P 9]
2
_ 1 T T i — P~ Do
= 12. fﬁnf*ﬂdu dv exp —z\/2v(cosu—cosu )+i P (u—v) ]
vy ||
v
= &(P_Po)/fi % ’ (A18)
which is a stochastic kernel unlike (A 15).
For U =exp[ —(i/ﬁ)qu:f(Pcos(i +@)] one easily finds
de f,V2sin(x +¢) —
=L [" doexp | —i 2f 4 sing+i 2222 |g | . (A19)
2T -1 ﬁ

Assuming f, to be Gaussian distributed, averaging over its realizations, and using the well-known Gaussian integral
formula, one obtains

2
7=$f_ﬂﬂd6exp —%véfd(p %l/a.sin(x+<p)sin9 +i |22 ﬁl’o 0
_1 pr= Voo .an .| P Po
——2—7T—f~ﬂd0exp —-—ﬁ—22s1n 0+i 20
" v
=~ V/h j(p—po)/ﬁ ‘Th_z. , (A20)

which is again a stochastic kernel.
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APPENDIX B: FOURIER TRANSFORM FORMULAS

The Fourier transform of C(7)=e ~?!" is

Clo)= S e Vrgior—__SiohY (B1)
—— coshy —cosw
For y <<1 a good approximation is
Cloy=—2 (B2)

2(1—cosw)+7y2

The (inverse) Fourier transform of C(w)=6(A
—|w|)In?|A/w|, where © denotes the unit step function
and A <<, is

_L 77 ioT
Cr=5—[" Clo)edw

:ifoAln2 % cos(wr)dw

:%IOA —Zl)—ln % %sin(wr) do

=Lran, (B3)
-

where F(A)=(2/m) [ \(—Inx)[sin(Ax)/x ]dx. The deriv-
ative of F(A) is

F’(k)=£f1(—lnx )cos(Ax )dx
TYo

1 2 risinz 12
=—— =——si(A) .

k'n-fo . dz AﬁSI( )
For our purpose a quite good approximation for the sine
integral is si(A)=A for A < /2, while si(A)=~m/2 other-
wise. It follows that F(A)=(2/m)A in the former regime,
while for 7 /2 <A it is a logarithmic function of A.

(B4)

APPENDIX C: CALCULATION PROCEDURE

All the calculations to determine analytically I' and
D for the numerical experiments were performed as
follows. The basic parameters were K =10 and
#=2m(0.3/V'5 —1). We used (4.19) with D,=45 and
t*=23. The corresponding expressions for the correla-
tion functions were C,(7)=1Dgt e I/ and
C,(170)=—L(Dy/K**)e —I71/t*  The long-time behav-
ior of these correlation functions was not required since
in our numerical experiments the noise autocorrelations
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range over a time scale of the order ¢*, where the ex-
ponential behavior dominates.

The decay rate I' has been calculated in several special
cases using Eq. (5.19). For the QKR-p model with white
noise ¢(z,t')=08, ,,, and one obtains I'=(1/%%)1D t*0o,
while for the colored generalized A noise

é(2,2")=208,  — A8,y a > (C1)
and one obtains
r=-Lpy*(1—e=27") . (o)

hl
For the QKR-x model with white noise v(z,t')=v8, ,,

and one obtains I'=1/#%. For the interaction term
(2.31) with

t—t'

=17

v(t,t')=vmax 01, (C3)

one obtains

R
# A
The diffusion coefficient 2 has been determined via

(6.12). The extrapolation scheme presented in Sec. VI
has been assumed. Thus

r (1—e 87"y

I

(C4)

t—1 t

P(t)=max —17 > 3 Cylrg(re),1 (C5)
# t'=0r1=—1¢'
In the case of the QKR models one obtains
* *
D=(1—e"""")L (C6)

)—D, ,
t,
where t,=1/I". Note that for z* <<t, this expression
reduces to the perturbative result (6.13). A different ex-
trapolation procedure in the case of the QKR models is

to assume an exponential decay. Thus

t—1 t'
P=l-exp |- 3 3 Cynd(mn)|. (@D
# t'=0r=~—1'
One obtains then
=————1—D0 . (C8)
1tz /t*

Again, for weak noise this expression reduces to the per-
turbative result (6.13).
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