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The eigenvalue moment method (EMM), a linear-programming (LP) based technique for generating
converging bounds to quantum eigenenergies, is reformulated as an iterative dynamical system (DS). Im-
portant convexity properties are uncovered significantly impacting the theoretical and computational
implementation of the EMM program. In particular, whereas the LP-based EMM formulation (LP-
EMM) can require the generation and storage of many inequalities [up to several thousand for a 10-
missing moment problem (m;=10)], the dynamical-system formulation (DS-EMM) generates a reduced
set of inequalities [of order O(m,+1)]. This is made possible by replacing the LP generation of deep in-
terior points (DIP’s) by a Newton iteration process. The latter generates an optimal set of DIP’s
sufficient to determine the existence or nonexistence of the relevant missing moment polytopes. The gen-
eral DS-EMM theory is presented together with numerical examples.

INTRODUCTION

The development of bounding methods for calculating
eigenenergy spectra has been an important theoretical
problem for many decades [1]. These concerns become
practically relevant in the analysis of singular, strongly
coupled, quantum systems where traditional methods can
give rise to significantly varying estimates [2]. In such
cases, the availability of tight bounds allows one to deter-
mine the correct value and discriminate between compet-
ing theories.

The eigenvalue moment method (EMM) is one of the
few bounding theories that can yield converging bounds
to the low-lying spectrum of multidimensional Hamil-
tonians. The analysis of arbitrary excited states is also
possible through the recently developed C-shift formula-
tion [3]. Although important theoretical and computa-
tional advances have been achieved through EMM, its
present algorithmic structure may prove impractical in
the analysis of few-body problems. These issues are the
focus of this paper and subsequent works which are dedi-
cated to improved theoretical analysis impacting the al-
gorithmic implementation of the EMM theory.

Previous formulations of EMM [2,4] made heavy use
of linear-programming (LP) theory [5] in order to deter-
mine the existence of certain important nonlinear convex
sets. This presented an important breakthrough in com-
parison to earlier attempts which directly analyzed non-
linear Hankel-Hadamard determinantal inequality con-
straints [6]. Nevertheless, the LP-based EMM formula-
tion (LP-EMM) requires the computer storage of many
inequalities. For the two space dimension quadratic Zee-
man problem [2], involving up to e, =10 independent
variables (missing moments), several thousand inequali-
ties had to be stored for each energy parameter value ex-
amined. We consider this to be a serious impediment in
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the analysis of larger systems (potentially) involving hun-
dreds of independent variables [z, =0(10?)] and many
thousands of inequalities.

In principle, one can reduce the number of inequalities
that must be stored to only 2.¢,. Specifically, as was
done in Ref. [4], one can repeatedly find the extremal ver-
tices for each generated polytope and thereby define a cir-
cumscribing hyperrectangular polytope. This process is
not too efficient since the latter may be much larger than
the original polytope. Nevertheless, the computer
storage demands would be reduced.

A more efficient approach is that offered by a
dynamical-system reformulation. Indeed, this achieves
the same objectives defined above and also allows for
parallel processing (refer to Sec. II B). In addition, im-
portant convexity properties are uncovered that
significantly enhance our understanding of the basic
EMM theory itself.

In Sec. I we review the LP-EMM formulation so as to
better appreciate the dynamical-system approach (DM-
EMM) presented in Sec. II. Included are applications of
the DS-EMM analysis with respect to the quartic poten-
tial and the sextic anharmonic oscillator. Important
derivations are left to the appendixes.

I. LINEAR PROGRAMMING EIGENVALUE MOMENT
METHOD (LP-EMM)

The basic philosophy of the EMM theory is to trans-
form the Schrodinger equation into a moment problem
representation in which the physical solution is “unique-
ly” associated with an asymptotically bounded and non-
negative configuration. Explicitly, this involves defining
a linear recursion moment equation, where the energy E
appears as a parameter and the independent-initialization
moments {u(i)] 0=<i </} (for one space dimension) are
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referred to as missing moments. Upon imposing an ap-
propriate normalization constraint, the missing moments
can be restricted to lie within the unit hypercube:
{0<u(i)<1| 1<i<,2,}. The latter is referred to as the
initialization polytope (a polytope is a convex set defined
by intersecting hyperplanes).

Since the desired eigenstate is uniquely representable
by a bounded and non-negative wave function, the classic
moment problem [7] defines an infinite hierarchy of addi-
tional constraints by which to further restrict the admis-
sible missing moment solution set. These constraints ap-
pear in the form of nonlinear Hankel-Hadamard (HH)
determinantal inequalities. Up to a given (HH) order, for
an arbitrary E value, if the missing moment constraints
admit a solution set G(E), then it must be convex. The
major objective of any EMM analysis is to determine the
existence or nonexistence of C@(E), for each E. The E
values for which @(E) exists define the admissible set
(i.e., lower and upper bounds) of energy values within
which lies the true physical energy. As the order of the
calculation increases, the eigenenergy bounds become
progressively tighter, converging to the physical value.

The traditional algorithmic implementation of the
EMM theory uses linear programming in order to deter-
mine the existence or nonexistence of C(E) [2,4]. For
each E value chosen, the initialization polytope is repeat-
edly “‘cut up” by determining at each step (1) a deep inte-
rior point (DIP) to the (updated) polytope; and (2) finding
all the appropriate hyperplanes, at the corresponding
DIP, that intersect the polytope; thus generating a small-
er polytope. This ‘“‘cutting” process is iterated many
times until either no “cutting” vectors (intersecting hy-
perplanes) are found or no polytope remains; thereby es-
tablishing the existence or nonexistence of C(E), respec-
tively. To facilitate the overall presentation, we outline
the structure of the LP-EMM approach in the context of
the sextic anharmonic oscillator problem defined below.

A. LP-EMM analysis of the sextic anharmonic oscillator
Consider the sextic anharmonic oscillator problem

—W"(x)+(mx2+gx)W(x)=EW¥(x) , (1.1)

where E, m, and g correspond to the energy, mass, and
coupling strength, respectively. For simplicity, we limit
this discussion to the analysis of the ground state which
is known to correspond to a non-negative wave function
[8].

Applying [ ®_dx x? to both sides of Eq. (1.1) and per-
forming the necessary integration by parts, one generates
a recursion relation for the Hamburger moments
,u(q)=ff°odx xW(x):

wlg+6)=[Eulq)—mu(qg +2)+qg(qg —1ulg —2)]/g .
(1.2)
The underlying symmetry can be exploited by directly
working within a Stieltjes moment representation
effectuated through the change of variables, y =x 2, with
associated moments u (p)=p(2p)= [ *dy y?¥(Vy )/Vy,
p 20. The corresponding Stieltjes moment recursion re-
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lation is
u(p +3)=[Eu(p)—mu(p +1)+2p(2p —u(p —1)]/g .
(1.3)

The energy appears as a parameter. Three initializa-
tion variables {u (0),u(1),u4(2)} must be specified before
all other moments can be determined. We refer to these
as missing moments. The homogeneous character of the
Schrodinger equation is also apparent in Eq. (1.3), allow-
ing the imposition of any convenient normalization
prescription. One such choice is

u(O)+u(l)+u2)=1, (1.4)

which is used to eliminate u (0). This, combined with the
non-negativity of the ground-state wave function restrict
u (1) and u (2) to the unit square.
The structure of Eq. (1.3)
represented in terms of

can be equivalently

u(p)=3 M(E;p,l)ull)
=0

(1.5)

where 2, =2, and the energy-dependent coefficients
M (E ;p,l) satisfy the same recursion relation in Eq. (1.3)
with respect to the index p. In addition, they must also
satisfy the conditions

M(E;i,j)=3d

i for i,j=0,1,...,.m, . (1.6)

In terms of the unconstrained missing moments
fu(1),u(2)} we have

ulp)=3 M(E;p,)a(l), (1.7a)
=0

where
o M(E;p,I)—M(E;p,0) for I=1,...,.m,

(E;p,1)= M (E;p,0) for =0,

(1.7b)

and

~ . Julp) ifp>0

UPI=\1 i p=0. (1.7¢)

The classic theory of the moment problem tells us that
the necessary and sufficient conditions for a set of
Stieltjes moments {u(p)} to be the moments of a non-
negative function are that the Hankel-Hadamard deter-

minants be positive. That is,
A, ,{u}>0for m=0,1and n =0,1, ..., (1.8a)

where
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u(m) u(lm—+1) u(m +n)
u(lm-—+1) u(im—+2) u(lm-+n-+1)
A, p{u}=Det : . (1.8b)
ulm—+n) ulm—+n-+1) u(m +2n)

We shall use the notation J, ,[u] to symbolize the
Hankel matrix appearing in Eq. (1.8b). Note that the
maximum moment order contributing to an HH deter-
minant is m +2n. If P is the maximum moment order
generated from the moment recursion relation, then only
those matrices satisfying m +2n <% are relevant. Given
m (0 or 1), the largest n-order is the largest integer n ,
satisfying n_,, <(P—m)/2.

Each of the inequality relations in Eq. (1.8a) defines,
through Egs. (1.7), a nonlinear inequality constraint on
the missing moments u (1) and u (2). For a given energy
parameter value E and maximum moment order 7, one
must determine if the corresponding set of HH inequali-
ties admits a missing moment solution set, @(E). If it ex-
ists, then, as previously indicated, it must be convex.

The adopted missing moment normalization, together
with the non-negativity of the physical ground-state
configuration, restricts C€(E) to lie within the unit square.
Actually, because of Eq. (1.4), and the requirement that
u(0)>0, C(E) must lie within the triangle defined by
O<u(l1)<1,0<u(2)<1,and u(1)+u(2)<1. However,
the latter is contained in the HH inequalities (i.e., Aj ¢);
consequently, the initialization polytope is the unit
square.

Clearly, to work with the HH determinants is incon-
venient, particularly when problems with a large number
of missing moments are considered. Fortunately, the
LP-EMM approach makes use of a fundamental lineari-
zation of the HH inequalities.

It is well known [7] that an equivalent linear formula-
tion of Eq. (1.8) is defined by the inequality constraints

(¢m,, ,[ulIC)>0 for m=0,1, n=0,1,...,
(1.9a)

and arbitrary (nonzero) C vectors (of implicit dimension
n +1); alternatively

min {({V,, ,|M,, ,[«]|V, ,2}>0 for n=0,1,...,

m=0,1

(1.9b)

where V,, , is the normalized eigenvector for the small-
est eigenvalue of the indicated Hankel matrix (hereafter,
%YV will have this connotation).

If the nonlinear convex set CG(E) exists, it may be
equivalently defined in terms of an infinite envelope of
circumscribing straight lines (hyperplanes). Therefore we
may think of Eq. (1.9a) as defining C vectors which gen-

f

erate cuttings in the missing moment space that cut up
the initialization polytope (the unit square) down to
C(E). If C(E) does not exist, one can find an optimal set
of cuttings that quickly cut up the initialization polytope
into the null set, thereby confirming the nonexistence of
C(E). This is the essence of the LP-EMM approach. We
proceed to describe the technical structure of the “cut-
ting method.”

B. LP-EMM cutting procedure

We now proceed to describe the iterative process by
which the unit square is cut up in order to determine
C(E)’s existence or nonexistence. The following discus-
sion is phrased in general terms. It is implicitly under-
stood that the starting polytope is the associated unit
square (or more generally, unit hypercube). For further
details consult Refs. [2] and [4].

Step 1. Firstly, linear-programming methods are used
to find the largest inscribed circle (hypersphere) to a
given polytope, 3,.. The center of this circle defines a
deep interior point (DIP) to ..

Step 2. Secondly, at the DIP point, (u _(1),u_A2)), the
largest Hankel matrices ./l/l,,,ynm[u ], consistent with the

maximum moment order 7, are analyzed to determine if
suitable cuttings exist which can be used to reduce P,
into a smaller polytope $*. If cuttings exist, then step 1
is repeated with respect to 8. The iterative process con-
tinues until either no further cuttings are possible, or the
remaining polytope is the null set, thereby affirming that
C(E) does or does not exist, respectively.

With regards to step 2 the process of identifying suit-
able cutting vectors is as follows. Let A denote the small-
est eigenvalue of the set of eigenvalues for both Hankel
matrices:

A= min {eigenvalues of M, , [u ]} . (1.10)

m =0,1 m
The particular M,, , for which A is an eigenvalue will be

referred to as MM, (i.e., the corresponding m and n,, are
denoted by m , and n_, respectively).
If A is nonpositive,

AZO0, (1.11)
then its associated eigenvector YV, will generate a “cut”
on B, resulting in a smaller polytope $* (which could
also be the null set). If A is positive, no cutting is said to
be generated. Actually, in this case, YV, may still gen-
erate a cut on the initialization polytope; however, once a
positive A is found, C(E)’s existence is affirmed and we
may then proceed to a different E value.

In order to understand all the above, consider the YV,
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generated line (hyperplane) in the s, X, missing mo-
ment space [ec;=u (1), e, =u(2), 72, =2]:

L feey,e3]=0, (1.12a)
where
L foye)]= 3 AV ME;m +i+,D(V )2, .
1=0
(1.12b)

Note that (V) denotes the ith component of eigenvec-
tor V. All repeated i,j indices are implied summations
consistent with the associated expansion order 7 (i.e.,
0=i,j=n_).

The line defined by Eq. (1.12) divides the entire missing
moment space in two, corresponding to the domains on
which L [ ] is nonpositive or positive. These are denot-
ed by 7 and #°, respectively. If A is nonpositive, then
the DIP point u, lies in 77, We assume this to be the
case.

From Eq. (1.9), all of #?, contradicts the moment prob-
lem constraints. That is, for « & 7", the Hankel matrix
M _J ] invalidates Eq. (1.9) because we can take C to be
Ve, (VUM f]|V ) Z0if «EFH"). Accordingly, if
C(E) exists, it must lie within #£, Through #%, we can
cut the polytope P into a smaller polytope R* =R, NH~.

The entire process is repeated with respect to ¥ until
either no cutting vectors can be found (A >0) or no po-
lytope remains (i.e., the null set). These correspond to es-
tablishing that @(E) either exists (to moment order 7) or
does not exist, respectively.

In Fig. 1 we illustrate a symbolic sequence of DIP
points and their corresponding cutting lines, as defined by
Eq. (1.12). For a given DIP point u,, the closest point u,
on its corresponding cutting line, .£ ;(«)=0, is given by
S (Y E;sm +i+ 10V )8,
Uy =ug — r=o A,

72

S AV Em i+ 1,10V, )2
=1

(1.13a)

where 4, =V _|M(E;m ,+ - - - DIV and 151 =< e,
(the ellipses denote implicit indicial summations). Alter-
natively we may rewrite the above as

_ (VM Jug V)
u,.—uy;— A .

S AV IM(E;m +i+j,DIV ;)2
=1

(1.13b)

Refer to Appendix A for a description of the relevant
geometry.

Although £ fu, ]=(YV JM fu. ]|V ) =0, the point u,
can also generate its own cutting line in a manner identi-
cal to that for u, One can then proceed to identify u,’s
closest point on its associated cutting line. This process
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0 ul 1

FIG. 1. Symbolic sequence of DIP points and their cutting
lines, .,Cdl_(u)=0.

can be iterated indefinitely, resulting in the sequence of
points symbolically depicted in Fig. 2. Numerical exper-
imentation with such sequences revealed them to be glo-
bally stable and convergent to the boundary of C(E),
when the latter exists. This behavior suggested a deeper
convex-function structure than that already discussed,
leading to the DS-EMM formulation presented in Sec. II.

The DS-EMM formalism in Sec. II will show that the

0

0 Yl 1

FIG. 2. Symbolic sequence of Newton iteration points and
associated cutting lines.
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iterates depicted in Fig. 2 correspond to the Newton-
iteration points of the convex (spline) function

F[u]= min {(‘V[u]I./l/tm,,,m[u]l‘V[uD} ,

m=0,1

(1.14)

where once again V[u] is the eigenvector for the smallest
eigenvalue of the indicated matrix and n_, is the largest
index consistent with the maximum moment order gen-
erated, P.

If C(E) exists, then the Newton iterates {u;} may
define a converging sequence {(u;,F[u;])}. If C(E) does
not exist, the associated sequence of points {(u;,F[u;])}
will be nonconvergent and oscillatory. Conversely, these
properties can be exploited to quickly determine if C(E)
exists or not.

II. A DYNAMICAL-SYSTEM FORMULATION
OF THE EMM THEORY (DS-EMM)

We present the dynamical-system formulation of the
EMM theory (DS-EMM) by way of the one space dimen-
sion problems: the quartic potential and the sextic anhar-
monic oscillator. The generalization to higher-
dimensional problems (both spatially and with respect to
the missing moment order, »~z;) proceeds identically to
these lower-dimensional problems. In the interest of sim-
plicity of presentation, we limit the analysis to the
ground-state eigenvalue, for which the associated wave
function is bounded and positive. Interspersed within the
discussion on the quartic potential are the necessary gen-
eralizations for implementing the DS-EMM analysis with
respect to the general missing moment problem; however,
no explicit vector notation is used.

A. Quartic potential problem and appropriate generalizations

Consider the quartic potential problem

—V(x)+x*W(x)=EW¥(x) . 2.1
The corresponding Stieltjes moment equation is
u(p+2)=Eu(p)+2p(2p—1u(p—1). (2.2)

The missing moments are u (0) and u (1); however, upon
adopting the normalization condition u (0)+u (1)=1 we
obtain the analogous representation to that in Egs.
(1.5)=(1.7) with 2, =1:

u(p)=3 M(E;p,Da (), (2.3)
=0
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where IQ(E;p,l)=M(E;p,l)—M(E;p,O)(1—-81’0),
72(0)=1, and #(1)=u(1). The unconstrained missing
moment, u (1), is restricted to the unit interval.

Let P correspond to the maximum order of generated
moments [i.e., u(0),u(1),...,u(P)]. As argued in Sec.
I [refer to Eq. (1.9b)], a given energy parameter value E is
a possible physical value, to order 7, if the function

F[E;u]

= min {(V,,, [E;ullMy,, [E;ullV,, [EuD},
(2.4)

takes on positive values within the unit hypercube defined
by the initialization polytope [i.e., the unit interval,
0<u(1)<1, in the quartic case]. The subscript n,, is the
largest integer satisfying n,, <(P—m)/2, for given m.
The particular m and n,, values that define F[E;u] at u
are denoted by m, and n,, respectively. As indicated in
Sec. I, the corresponding u-solution set (that on which F
is positive) must be convex (i.e., an open interval in the
2, =1 quartic case). Occasionally, for clarity of presen-
tation, we will omit F[E ;u]’s explicit E dependence and
refer to it as F[u], a function of the unconstrained miss-
ing moment(s).

Let C(E) denote the missing moment set on which
F[E;u] is positive. It is possible that C(E) exists but
does not intersect the initialization polytope. In such
cases, the corresponding E value is unacceptable. Such
situations are not expected to be as common as those for
which G(E) does not exist all (i.e., F[E;u] is nonpositive
everywhere in the u space).

An important result that facilitates the determination
of G(E) is as follows: The expectation values

F, . [Esu;,...,u,, ]

s

=V, [E;ullM,, [E;ullV,  [E;ul) (2.5)

are convex functions of the (unconstrained) missing mo-
ments {u,,...,u,, }, for any fixed and arbitrary E
s

value. The proof is presented in Appendix B. From this
it trivially follows that F[E ;u] must also be convex with
respect to its missing moment dependence.

From F[E;u]’s definition, it is clear that it can (and
will) be a continuous spline function differentiable almost
everywhere. In the subsequent analysis, we assume that
the Newton iterates do not lie at the nondifferentiable
“spline”” points. If by some (rare) chance an iterate point
does coincide with a spline point, we can simply restart
the iteration at a neighboring point where F is
differentiable.

It is important to appreciate the significance of Eq.
(1.12) in the present context. Let (u,F[u]) be a point in
the space « X F. The equation for the tangent hyperplane
at (u,F[u])is
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F=Flu]+t(e—u)gradF[u] . (2.6)

The intersection of this tangent hyperplane with the
missing moment plane (¥=0) defines the equation

«A—B=0, (2.7

where A =gradF[u] and B=—(F[u]—u gradF[u]).
An important consequence of F’s convexity is
Fl«]=<e«A—B, for all .

The linear equation in « [Eq. (2.7)] defines a cutting of
the missing moment space, as described in Sec. I. Let 7,
and 7, denote the subsets (of the missing moment space)
on which L[«]=« A —B is nonpositive and positive, re-
spectively. From F[z.]=<.[.] it follows that the set %},
can be discarded; that is, if C(E) exists, it must lie within
FH.

In summary, if at the point ¥ we have F[u]=0, then
the intersection of the tangential hyperplane [Eq. (2.6)]
with the missing moment subspace [Eq. (2.7)] defines a
cutting of the unit hypercube (the initialization polytope);
the good “‘side” is #%, and contains C(E), if the latter ex-
ists. The point u lies in #£},.

In general, given a convex function, F[u], a Newton
iterated sequence will determine a zero point u.
(Flu . ]=0) if it exists. The general form for the Newton
iteration is

ui+1:“i“F[ui]T§r:3% , (2.8)
where (refer to Appendix B)
(gradF),=(V[E;u],|M(E;m +i+j,D)|V[E;ul;) .

(2.9

The V[E;u] expression in Eq. (2.9) is that which defines
F[E;u] in Eq. (2.4). The combination of Egs. (2.8) and
(2.9) and Eq. (2.4) is equivalent to Egs. (1.13a) and
(1.13b).

Returning to the quartic potential problem: if C(E)
exists, then any Newton iteration sequence {u;} [i.e.,
u (1)=u] will converge to a point on the boundary, u .,
corresponding to F[E;u,]=0. In addition, the associ-
ated sequence {F[E;u;]} will also be convergent. In
such cases, E’s acceptability depends on whether or not
u ., lies within the unit interval.

If @(E) does not exist, then the Newton iterates will be
nonconvergent and oscillatory. Needless to say, in such
cases E is unacceptable.

One cannot rely on the manifestation of convergence to
decide if E is acceptable or not. This is because one does
not know a priori how many iterations are necessary be-
fore convergence is established. Instead, several pro-
cedures are possible by which to determine, in a finite
number of iteration steps, whether C(E) exists or not.

1. Establishing C(E)’s existence

Confirmation of G(E)’s existence is possible through
two different approaches. The first of these involves the
generation of a Newton sequence until convergence be-
comes manifest (i.e., the sequence differences u; , ;—u;
become smaller than some tolerance). Assume that u; is
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a sequence elements which we believe to be close to
C(EYs boundary (and for which F[E;u; ] is small in

magnitude and negative). If so, then a gradient method
could be used to locate a nearby point, u,, lying within
C(E) and satisfying F[E;u,]>0. The identification of
such a u,, point would confirm C(E)’s existence.

A second approach for confirming C(E)’s existence
would involve the simultaneous generation of an arbi-
trary number, J, of Newton sequences {u/”} (1<j=<J
and i=1,...). We assume that the initial points, u(lj’,
are picked as far apart as possible so that the respective
limits, u (0{;), correspond to (at least two) different points on
C(E)’s boundary. The convexity property guarantees
that (3 ju(o{;) )/J lies within G(E). It is therefore possible
for the sequence of averages {u,-a"=(2ju,-(j))/J} to lie
within C(E) (that is, F[E;u?]>0) before the iterates
{ul"} significantly converge to their respective C(E)-
boundary points. Numerical evidence of this would
confirm the existence of C(E).

2. Establishing C(E)’s nonexistence

The generation of eigenenergy bounds does not require
knowing those E values for which @(E) exists. Instead, it
is only necessary that one determine those E values for
which G(E) does not exist. This is the approach adopted
in this work.

An advantage provided by the DS-EMM approach
over the LP-EMM formulation is that the nonexistence
of ((E) can be readily confirmed through the
identification of a very small number of DIP points, as
generated by a Newton iteration scheme. For one-
dimensional problems, 2, =1, these special DIP points
are called saltation points, as explained below. Their
multidimensional generalization (2, >1), discussed in
Sec. II B in the context of the sextic anharmonic oscilla-
tor, leads to an effective program for determining the
nonexistence of C(E).

For the remainder of this discussion, as applied to the
quartic problem, we will assume that the sole missing mo-
ment variable, u (1), is denoted by «. In addition, (z, F)
will refer to a point in the two-dimensional « X ¥ space;
while F will be used to refer to the function value
F [E ;a].

Consider the symbolic illustration in Fig. 3 depicting
some sequential Newton iterates for the case where C(E)
does not exist. At the u; Newton iterate, the tangent line
(hyperplane) equation is

F=Flu; 1+ ee—u, XV u; || MIm;+ -+ 1) V[w;])
(2.10)

[all notation is implicitly adopted from that in Eqs. (2.4)
and (2.9)]. The associated «-space gradient vector is
given by Eq. (2.9).

The ¢« component of the point (u,,,,0) corresponds to
the maximum of F[z]. From (u,,,,0) we can draw two
tangent lines to the F curve at points & =(ug;,Fg;) and
H=(ug,,Fg). We shall refer to points &; and &, as
critical saltation points. Any iterate (u;,F[u;]) falling be-
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tween the critical saltation points must generate an
iterate on the “other side” of the F[«] curve. Any
iterate lying within the critical saltation points shall be
referred to as a saltation point. For one-dimensional
missing moment problems, any u;, which is also a salta-
tion point, must satisfy

gradF[u;]gradF[u;  ,]1<0 . (2.11)

One may also use Eq. (2.11) to define saltation points
for multidimensional missing moment problems, 7z, > 1.
In such cases, if u; is a saltation point, then u; , lies on
the other side of the one-dimensional F profile:
F[u;+s grad{F[u;]}], a function of the s variable.

It is readily appreciated from Fig. 3 that the tangent
lines of any two successive saltation points (u,~1 and u,~2)

must circumscribe the convex set 5= {(«, F)|F < F[ ]}
and negatively bound from above F[.] through their
point of intersection, F[«] < F; <0; thereby establishing
the nonexistent of C(E).

Instead of identifying the intersection point in <X F
for successive saltation-tangent lines, we may return to
the LP-EMM perspective and identify for each saltation
point its corresponding cutting of the initialization unit
interval (unit hypercube), as described in the context of
Egs. (2.6) and (2.7). For the quartic case, the cuttings
take place at the points defined by the intersection of the
saltation tangent line with the « axis. When all the cut-
tings wipe out the unit interval, one concludes that C(E)
does not exist. This cutting perspective is more con-
venient since it allows for the simultaneous use of an arbi-
trary number of saltation (and nonsaltation) -tangent
lines.

The results of our analysis are quoted in Table I. The
results are consistent with the LP-EMM analysis given in
Ref. [6] (Handy and Bessis). The corresponding DS-
EMM analysis (Table I) required only four (4) generated
cutting inequalities (including the two corresponding to

F Umax

FIG. 3. Symbolic depiction of Newton iterates {u;} and sal-
tation points 3 <i < 8.

the unit interval constraint: 0 <« < 1), to all P orders, in
determining nonexistent G(E)’s, for E values outside of
the bounds quoted in Table I. The maximum number of
iterations was 40.

In Fig. 4 we simultaneously plot F[E;.] and some of
the Newton iterates for the case =6 and 0.5<FE <1.5.
The admissible energy interval, to order P=6, is
(0.93,1.16). This is consistent with the true physical value
1.060 362 09 [9].

B. Sextic anharmonic oscillator

All of the necessary equations and formulations for the
sextic problem have been discussed in the previous sec-
tions. We dispense with repeating them and proceed to
the relevant analysis concerning the identification of ap-
propriate saltation points. The only reminder is that in-
stead of dealing with a unit interval as the “initialization
polytope” we are dealing with the unit square.

Geometrically, the multidimensional generalization of
the results in Sec. II A makes saltation points of interest
because only 7z, +1 of them would be needed to deter-
mine the nonexistence of G(E). That is, the tangential
hyperplanes of ,»2;+1 properly selected saltation points
could circumscribe the convex set Cg={(«,F)|F
<F[e]}, and (through the polytope defined by their in-
tersection in the «XF space) negatively bound from
above the maximum value of F[«].

In the ,2,=1 case, the Newton iteration quickly gen-
erates appropriate saltation points by which to establish
C(E)’s nonexistence. Unfortunately, our experience with
Newton iteration saltation points in the 2, =2 sextic
case shows that little advantage is derived using them
when compared to the LP-EMM approach. That is,

TABLE I. Newton iteration generated bounds for the quartic
potential through the use of successive saltation points. The
number of cuttings is four for each case (this number includes
two cuttings due to unit interval specification constraints).

Max. Moment order Energy

I.? P bounds

40 6 0.93<E<1.16

40 7 1.LO2<E<1.16

40 8 1.028 < E <1.067

40 9 1.059 < E < 1.067

40 10 1.059<E <1.0620

40 11 1.059<E <1.0610

40 12 1.0602 < E <1.0610

40 13 1.0602 < E <1.06038

40 14 1.06034 < E <1.060 38

40 15 1.060353 < E <1.060377
40 16 1.060353 < E < 1.060 365
40 17 1.060361 < E <1.060 365
40 18 1.060361 6 <E <1.0603623
40 19 1.060 36195 < E <1.060 36220
40 20 1.060 36205 < E < 1.060 362 20

2I,, refers to the number of iterations.
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there is no major reduction in the number of cutting ine-
qualities that must be stored. The results quoted in Table
IT are the result of accepting successive saltation points
provided the cuttings they generate in the missing mo-
ment space reduce the size of the polytope by a specified
amount: R (PBF)/R,(B,)=,/., where R is the radius of
the largest circle inscribed within the polytope [4].
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The results in Table II are due to the generation of a
Newton iteration sequence, and the application of condi-
tion (2.11) in identifying all ensuing successive saltation
points. Usually, the Newton iteration trajectory mani-
fests a slowly evolving ‘“‘almost-periodic” structure that
may account for the large number of generated saltation
points. That is, many of the saltation points are close to

0.1 0.1
0 0
i
F % F
L4
-1 -1
-0.2 4 1.1 -0.2
BE =0.5 E
0.1 0.1
0
f:
F ¢
4
+
i — -1

0.1
0
4+
A
F ot
-1 -
1.1 -0.2 4 1.1
=0.6 E =0.7
0.1 :
—
F +
-1

0.1 0.1
0 i 0
F 4 F
-1 -1
-0.2 u 1.1 -0.2
E =1.1 E
0.1 0.1
‘\ 0
F P F
¢
! $
_1 _1
-0.2 w i.1 -0.2
E =1.4 E

FIG. 4. Plot of F[E ;u] for the quartic potential, =6 (corresponding to dots) and some of the Newton iterates (+). The latter

are depicted as dots in cases £ =0.9 and 1.2 to avoid confusion.
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TABLE II. Newton iteration determination of eigenenergy
bounds for the sextic anharmonic oscillator (m =g =1) based
upon identification of successive saltation points satisfying

R, (BF)/R,(B,) <L

No. of Moment DS-EMM
cuttings Max. No order ground-state
DS LP [4] L/ I, P energy bounds
8 20 0.9 60 8 1.40<E <1.47
10 25 0.7 60 10 1.423<E <1.438
9 35 0.7 60 12 1.4352 < E < 1.4366
17 43 0.9 60 14 1.4354 < E < 1.4358

each other; consequently, their associated cutting vectors
contribute little to the total cutting of the unit square.
Only when the Newton iteration trajectory makes a radi-
cal change will more effective saltation points be generat-
ed, significantly contributing to the total elimination of
the unit square. In Fig. 5 we give an example of a typical
Newton iteration trajectory.

Based upon the preceding results, a better strategy is to
generate 2, different Newton iterates, u,” (1 <j <2,)
by picking the u{” starting elements as different as possi-
ble. For each iterate, the corresponding cutting inequali-
ty [Egs. (2.6) and (2.7)] is generated:

- Alul1—B[u’]>0, (2.12)

in addition to the unit square restriction 0 <, , <1 (four
inequalities in all). Note that F[E;u’’]<0, otherwise
C(E) would be declared as existing.

At each iteration step (i), a simple application of linear

u2

0.23
0.21 0.27

!ll
FIG. 5. Newton iterate trajectory for sextic anharmonic po-
tential. The coincident saltation points (within the resolution
depicted) are denoted by the cross symbols.
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TABLE III. Obtaining ground-state energy bounds for the
sextic anharmonic oscillator (m =g =1) by generating 2,72, =4
Newton iterated sequences [corresponding to the initial points
u{V=(10,0), «?=(0,—10), u{®=(—10,0), u{*=(0,10)].
The number of cutting inequalities is eight for all cases (this
number includes the four inequalities corresponding to the unit
square initialization polytope).

Max. No. Ground-state
of I P energy bounds
15 8 1.40<E <1.47
30 10 1.423<E <1.438
25 12 1.4352< E <1.4366
70 14 1.4354 < E < 1.4357

programming is used to determine if the 2,2 inequalities
(plus the four defining the unit square) admit a «-solution
set within the missing moment space. If at any iteration
step there is no solution set, then @(E) does not exist, and
the associated energy value E is declared unacceptable.
In this manner, the energy bounds quoted in Table III
were obtained. Note that only eight (8) inequalities are
needed (including the four corresponding to the unit
square), to arbitrary 7 order. Of course, the price one
pays is that many iterations may be necessary.

It should be noted that the implementation of the
above program is possible for any number N of simul-
taneous Newton iteration sequences provided
NZ,2,+1. The minimum number of hyperplanes that
can form a bounded polytope in an »»2-dimensional space
is 22, +1. The greater N is, the faster (i.e., fewer number
of iteration steps) the Newton iterated sequences can
confirm the nonexistence of @(E). All of these issues are
appropriate for parallel processing consideration.

CONCLUSION

A dynamical-system formulation for the eigenvalue
moment method has been developed requiring the gen-
eration of fewer cuttings than that of the traditional LP-
EMM theory discussed in Sec. I. This enables us to gen-
erate converging lower and upper bounds for the discrete
spectrum of many quantum problems, including few-
body systems such as the three-body problem (to be dis-
cussed in a subsequent paper).
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FIG. 6. The geometry of a cutting vector.

APPENDIX A: THE GEOMETRY OF A CUTTING
VECTOR

The illustration in Fig. 6 depicts a DIP point u, and its
associated cutting line corresponding to the equality in
Eq. (1.12) with 72, =2:
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A-2=B , (A2a)
where (I=1,2)
A=Y ) ME;mg+i+j,D[(Vy);) (A2b)
and
B=— (V)| M(E;my+i+j,01(V,),) . (A2

Let us denote the linear function expression appearing
in Eq. (A1) by L[e«]= A-2—B. The gradient vector for
Lle]is A. We will implicitly assume that L[u;]=0.

The illustration in Fig. 6 shows the unit vector A
pointing away from the DIP point. The closest point on
the cutting line to u, is denoted u,. We see that
u =uy;+sA, where A-(u;+s A)=B, or
s=—(A-u;—B)/| A|. The expression appearing within
the parentheses is exactly the left-hand side of Eq. (A1)
evaluated at u,. It therefore follows that

u =u,—(A-u,—B)A/4”, (A3)
or
S V)M mg+i+ 1,10V )iy,
ucl:ud,"lzos A .
S (V) I ME;my+i+],00(V,);)?
I'=1
(A4)

APPENDIX B: PROOFS OF THE u-CONVEX

S AV M E;mg+i+],DI(V,),)2,=0  (AD NATURE OF F,,,
=0 Let us consider the generic form of the expectation
(V ,is the smallest eigenvector of M ;[u,]) or values [u(i)=u; for 1 Zi < ]:
|
F,,[E;u,... ,ums]=(‘\f[E;u],~l{ﬁ(E;m +i+7,00+ X M(E;m+i+j,Du}|VIE;ul;) . (B1)
I=1

Repeated i,j indices denote implicit summations over
0=<i,j <n. The %V vector is the smallest eigenvector for
the Hankel matrix appearing within brackets. Note that
M(E;m+i+j,0)0=M(E;m+i+},0).

In order to establish the u-convex nature of F,, we
must show that the matrix

—auiaqumn [E;u]l=0 (B2)
is non-negative (i.e., all possible expectation values are
non-negative). There are two proofs available. We shall
present the longer first. The spatial multidimensional
generalization is immediate. The only essential difference
is the re-indexing of the multidimensional moments, as
done in Ref. [2]. This process is problem dependent;
however, the basic structure is identical to the general
one space dimension case discussed here.

1. Proof 1

Firstly, the normalized nature of YV (implicitly  depen-
dent) guarantees that

(8, V|vV)=0. (B3)
Accordingly,
3y Frn =(VIE;ul,| M(E;sm+i+j;DIVIE;ul;) (B4
and
Ou, Ouy Frum

=2(3, VIE;ul,|M(E;m +i+j;1,)|VIE;ul;)
1

(B5)
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[the identity aul aul F,, =a,,1 aul F,, will become evi-
1 2 2 1

dent in Eq. (B8)].

The Hankel matrix in (Bl) may be written as
./I/L[u]=M0+l\7[1u. The eigenvector identity relation (for
simplicity we drop the indices: F,,,[u]=F[u])

(My+Mu)|V[u])=F[u]|V[u]) (B6)
may be partially differentiated with respect to u I yielding
ﬁ(E;m+i+j,lz)|‘\f)+./l/t[u]laul V)

2
=3, FIV)+Fl3, V). (B7)
2 2

Applying <au,l<vl to Eq. (B7) and using Eq. (B3):
(3, VIM(E;m,1,)|V)

1

=F<8u1 ‘Vlaul V)—<3, V|miulla, V). (B8
1 2 ]1 ]2

We readily recognize the left-hand side of (B8) as the

second-order expression -;-8,,1 9y, F,,, given in (B5). Let
1 2

w be an arbitrary vector. The quadratic form

2 2 wll[auI au1 17]'-012

1 =11,=1 L2

=2{F(w-VYV|w-VV) —(w-VV|M[u]|lWw-VV)} (BY)

must be negative or zero (if there is degeneracy with
respect to the F eigenvalue) because

(W-VV|M[u]|lw-VV)

B10
(W-VYV|w-VV) (B10)

=F .

(Recall, |V') is the eigenvector for the smallest eigenvalue
of M[u].) This is true for any w vector; therefore Eq.
(B2) holds.

2. Proof 2
The function F,,,[u] is convex if in a neighborhood of

an arbitrary point u, we have

mn[ua]—i—ZSu,aulan[ua 12F, [u,+6u]. (B11)
I

From Eq. (B4) it follows that the above condition be-
comes (V,=%Y{u, ], while V[u, +8u]=Y)
(V| M[u, 1V, + D éudV,|1M,|V,)
1
AV Mu, +oullV) .

However, Eq. (B12) is always valid because the left-hand
side is simply (V,|M[u,+6u]|V,) and is always
greater than or equal to (V| M[u, +8u]|V) (G.e., V[u]
is the eigenvector for the smallest eigenvalue of M[u]).
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