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Brownian dynamics and kinetic glass transition in colloidal suspensions
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Structural slowing down in a simple model of a polydisperse suspension of charge-stabilized colloidal
particles is explored by molecular-dynamics and Brownian-dynamics simulations. The former ignore
solvent effects, but allow a comparison with recent experimental, numerical, and theoretical work on
"fragile" glass formers. Solvent friction is taken care of in the irreversible Brownian-dynamics simula-
tions, but solvent-induced hydrodynamic interactions between colloidal particles are neglected. Self-
diffusion is found to proceed by hopping processes, near and below the kinetic glass transition tempera-
ture, even in the case of Brownian dynamics, where cooperative phonon processes are overdamped.
Newtonian and Brownian dynamics lead to qualitatively different relaxations of the density fluctuations.
The density autocorrelation functions calculated with Brownian equations of motion show no evidence
of P relaxation. The simulation results are discussed in the light of recent dynamic-light-scattering ex-
periments on concentrated colloidal suspensions.

I. INTRODUCTION

It is by now well established, both experimentally and
theoretically, that suspensions of colloidal particles in
water or nonaqueous solvents exhibit a local structure
and a phase behavior which are highly reminiscent of
those observed in simple atomic systems [1]. Colloidal
crystals, strikingly visualized by Bragg reAection of visi-
ble light, have been the object of intense investigations
over the past two decades [2], and more recent experi-
ments have shown that highly concentrated suspensions
of sterically stabilized colloidal particles exhibit both
crystalline and amorphous solid phases [3]. Extensive
dynamic-light-scattering measurements [4] have revealed
that the transition from the colloidal liquid to the glass is
signaled by a characteristic "structural arrest" in the
long-time decay of density fluctuations, very similar to
the behavior predicted by mode-coupling theory [5] of
the kinetic glass transition, and observed by inelastic
neutron-scattering experiments on simple atomic systems
[6]. Now it is well known that, due to the presence of the
solvent, the short-time dynamics of the colloidal particles
are governed by equations of motion very different from
the Newtonian dynamics of atomic systems. On the time
scale between two successive collisions with other col-
loidal particles, a given particle will undergo Brownian,
rather than free-particle (ballistic) motion. Consequently
the irreversible time evolution of any dynamical variable
associated with the mesoscopic colloidal particles will be
governed by the Smoluchowski, rather than by the Liou-
ville operator [1].

The main objective of the present work is to investigate
the inhuence of these very different time evolutions on
structural relaxation in a simple model of colloidal sus-
pensions. To this purpose we have carried out extensive
numerical simulations of the model, using both molecular
(or Newtonian) dynamics (MD) [7] and Brownian dynam-
ics (BD) [8,7] to explore its single-particle and collective

To model a charge-stabilized colloidal suspension, we
have chosen a polydisperse system of particles interacting
via purely repulsive Yukawa potentials [9],namely,

g Z Z
u;1 (r) = Uo — exp

r Z
=UOZ, Z p(r), (1)

where U0 is the energy scale, a is the length scale, Z; is
the valence of particle i, Z the mean valence, and
Z; =Z;/Z the normalized valence. ~ is the reduced in-
verse screening length due to the counterions and added
salt. The valences Z are assumed to be distributed ac-
cording to a Schultz distribution:

1 (v+1)'+' Z ZP(z)=: exp —
( v+ 1)—,(2)

Z r(v+1) Z Z

which is characterized by two parameters, namely, the
mean valence

Z = I P(Z)Z dZ
0

(3)

and the exponent v which controls the relative poly-
dispersity

dynamical behavior for several temperatures.
The paper is organized as follows. Our model for a

charge-stabilized colloidal suspension is introduced in
Sec. II. The two basic time evolutions are presented in
Sec. III, together with the relevant numerical algorithms.
Static properties are briefly summarized in Sec. IV, while
the simulation results for the single-particle motion (self-
diffusion) are presented in Sec. V. Section VI contains
the key results on the decay of density fluctuations, and
the qualitative differences between the data obtained with
Brownian and Newtonian dynamics are discussed in Sec.
VII, by comparison with the dynamic-light-scattering ex-
periments of van Megen and Pusey [4].

II. MODEL
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1/2
pz= —J P(Z)(Z —Z) dZ

Z

Charge (or size) polydispersity is an intrinsic feature of
real colloidal suspensions. But our main reason for con-
sidering a polydisperse suspension, rather than the
simpler mono disperse system, is that, due to size-
mismatch frustration, polydispersity inhibits nucleation,
and thus allows one to bypass spontaneous crystallization
of the samples within the duration of the simulations.
For similar reasons, earlier simulations of the glass tran-
sition in atomic systems were performed on simple
binary-alloy models [10].

Crystallization of the monodisperse version of the Yu-
kawa model (pz=0) has been investigated by the exten-
sive MD simulations of Robbins, Kremer, and Grest [11],
for a wide range of screening parameters ~. Their results
provide a useful guide for estimating the temperature or
density range where the polydisperse colloidal liquid may
be expected to undergo a glass transition towards an
amorphous solid. The simulations reported below were
all carried out for the value ~=7 of the screening param-
eter; this amounts to a regime of strong screening and the
corresponding "effective" monodisperse system, with a
valence equal to Z, crystallizes into an fcc lattice at a re-
duced temperature T =kz T/Uo ——0.57 [11]. Conse-
quently we carried out MD and BD simulations in the
range 0. 10 ~ T' ~ 0.45, for a fixed number density

p =N/V =a . Thus a corresponds to a typical inter-
particle spacing. The simulation cell of volume V con-
tained N=500 particles, with valences Z; evenly distri-
buted according to the Schultz distribution (2) as follows:
N+1 grid points IZ } were chosen by solving

zG

f P(Z)dZ=1/N, 1~j N
2G

J

with Z& =0 Z~+& = ~ and the N charges were then

~0.8
0
a 0.6

~ 0.4

determined by

Z, =N J
' ZP(Z)dZ . (&)z.

The resulting distribution of charges is shown in Fig. 1,
for a value of the relative polydispersity pz =0.5, which
was adopted throughout in the simulations reported
below. As shown in Ref. [9], the charge polydisperse Yu-
kawa Quid may be mapped onto an effective polydisperse
hard-sphere reference system via the Cribbs-Bogoliubov
inequality. With the present choice ~=7 and pz=0. 5,
the resulting effective size polydispersity of the hard-
sphere reference system turns out to be p =0.13, for the
thermodynamic state T*=0.14 and p=a; p =0.13 is
typically of the order of the size polydispersity needed to
destabilize the chemically disordered fcc-crystal, thus
favoring the formation of an amorphous solid [12].

III. NEWTONIAN VERSUS BROWNIAN DYNAMICS

mr';(t) =F, ( [r, (t)] ), (7)

where the masses of all particles have been taken to be
equal. The natural time scale associated with the
Newtonian equations (7) is r~=(ma /Uo)' . We have
integrated the equations of motion (7) using the standard
Verlet algorithm and a constant temperature constraint
[7], with a time step b t =0.008'&. This part of our simu-
lations is rather similar to some recent work on the glass
transition in monodisperse and binary colloidal systems,
assuming Newton s equations of motion, which ignore
the solvent [13].

In the presence of a solvent, the colloidal particles un-
dergo frequent random collisions with the solvent mole-
cules which lead to Brownian motion on time scales
t ) ro =m /g governed by the macroscopic friction
coefficient g. The resulting, irreversible coupled equa-
tions of motion read [1,7]

We have mapped out phase-space trajectories of the
model defined in the preceding section, using finite
difference versions of both Newtonian (MD) and Browni-
an (BD) equations of motion. The total force exerted on
particle i by the N —1 other particles derives from the po-
tentials (1):

F, = —V; V~= —Uo g Z, Z ~V;P( ~r; —rj ~) .
jAi

In the absence of solvent, Newton's equations of
motion hold, so that the positions of the particles evolve
according to the N coupled second-order differential
equations:

0
0 1 2

normalized charge Z/Z

FIG. 1. Schultz distribution of charges [Eq. (2)] vs Z'/Z, for
the relative polydispersity pz =0.5 used in the present work.

where R denotes the Langevin random force. The natu-
ral time scale associated with the Brownian equations of
motion is rz=g'a /Uo=k~Ta /(UoDo), where
Do=kti T/g denotes the short-time diffusion coefficient.
Finite difference integration of Eq. (8) leads to the BD al-
gorithm [8,7]
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r, (t+ht) =r, (t)+ P—, (t)b t+(br)ti+O((bt)'),1
(9)

where the random displacement (hr)z is sampled from a
Gaussian distribution of zero mean and variance
((br)~ ) =6Doht. Due to the random nature of the dy-
namics, embodied in (b,r)z, the velocities of the colloidal
particles are undefined; the temperature, which is related
to the kinetic energy when Newtonian dynamics are used,
determines the variance 6Dobt =6k~ Tbt jg in the case
of Brownian dynamics, where we make the additional as-
sumption that the friction coefficient g is a constant (con-
veniently taken to be 1), independent of temperature,
thus determining the time scale. The variance ( ( b,r )z )
is hence linearly related to T and serves as input in BD
runs. Note that the error made with the algorithm (9) is
O((bt) ), compared to an error O((bt) ) in the Verlet
algorithm for Newtonian dynamics. Consequently, the
time step At must be chosen to be smaller in order to en-
sure a reasonable stability of the trajectories; we found
At =0.003~& to be a satisfactory choice. BD simulations
of the type just described have been used earlier [14] to
investigate Auidlike states of colloidal suspensions in the
low concentration and weak screening regime. Due to
the random contribution to the displacements in the
equations of motion (9), the center of mass of the total
system must be held fixed in order to avoid any spurious
relaxation of the correlation functions at long times.

The Brownian equation of motion (8) accounts for sol-
vent friction, but ignores hydrodynamic interactions be-

A (t) =exp(Xt ) A (0),
dr g dpi
dt Br dt Bp.

(10)

(Newtonian dynamics),

tween colloidal particles due to the velocity field set up in
the solvent by the moving colloidal particles. The effect
of these hydrodynamic interactions is to replace the
scalar single-particle diffusion constant Do by a
configuration-dependent 3N X 3N diffusion tensor
D(Ir~)). Neglect of the hydrodynamic interactions is
certainly not justified at high concentrations, but their in-
clusion would represent a formidable theoretical and nu-
merical task, which is far from being solved. However,
since the investigation of the long-time behavior of corre-
lation functions near the glass transition, which is the pri-
mary objective of the present work, requires the simplest
possible algorithm, to allow for long phase-space trajec-
tories, we have chosen to ignore hydrodynamic interac-
tions altogether, and to focus on the BD model, embodied
in the equation of motion (9); the latter has at least the
merit of having the same general irreversible structure as
in the much more complex case where hydrodynamic in-
teractions are included.

The time evolution of any dynamical variable A(t) is
determined by the Liouville and adjoint Smoluchowski
operators for Newtonain and Brownian dynamics, respec-
tively, i.e.,

TABLE I. Cooling history of the different runs. Also given are the number of equilibration time

steps N, q, the number of production time steps N„ the time step 4t* in reduced units, as well as the

temperature T*, the reduced equation of state Z =p/(pk~T) and the diffusion coefficient D . The
density is constant p=a . MD or BD indicates whether molecular or Brownian dynamics was used.
The starting positions are also given, where the velocities are scaled to get the new temperature |,'for

MD).

Run

aol
aO2

a03
aO4
aos
aO6
a07
a08
a09
a1O
a11
a12
a13
a14
b01
b02
b03
b04
b05
b06
b07

MD or BD

MD
MD
MD
MD
MD
MD
MD
MD
MD
MD
MD
MD
MD
MD
BD
BD
BD
BD
BD
BD
BD

N, q

7 000
25 000
10000
10000
8 000

50 000
100000
50 000
50 000
80 000
100000
100000
100000
100000
250000
100000
100000
100000
100000
60 000
100000

N,

5 000
25 000
10000
10000
10000
30 000
60 000
50000
50 000
100000
100000
100000
100000
100000
200000
200 000
200 000
200 000
200000
80 000

200 000

0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.008
0.0040
0.0035
0.0035
0.0035
0.0034
0.0030
0.0040

0.455
0.349
0.240
0.200
0.180
0.157
0.151
0.141
0.134
0.127
0.120
0.110
0.100
0.115
0.110
0.115
0.120
0.130
0.140
0.150
0.100

Zg

19.5
24.5
33 ~ 5
39.5
43.4
49.2
51.0
54.4
57.0
59.9
63.2
69.1

75.1

65.8
69.5
66.1

63.5
58.9
54.9
51.5
75.5

a*X 1O'

12.7
8.2
5.4
3.0
2.3
1.5
1.0
0.66
0.39
0.19
0.085
0.23
0.1

0.3
0.6
1.2
2.3
3.9
0.09

Starting
position

fcc
a01
a02
a03
aO4
aO5

a06
a07
a08
a09
a1O
a11
a12
a12
a11
b01
b02
b03
b04
b05
b01
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A (t) =exp(8t ) A (0),
~~+8= +DO —P +
BrJ BlJ

(Brownian dynamics) .

I I I I
(

I ( l I
(

( I I I

(
I j I I

In Eq. (10), p~ denotes the momentum of particle j; due
to the coarse graining (rs ))v.o), momentum variables
are absent in the Brownian (Smoluchowski) dynamics.

In view of the Hermitian nature of the I.iouville opera-
tor, the time autocorrelation functions derived from
Newtonian dynamics are even functions of time (i.e. , they
are invariant under time reversal), whereas the autocorre-
lation functions derived from the Smoluchowski propaga-
tor are not time reversible, and their short-time expan-
sions exhibit both odd and even powers of t. This simple
remark will have important consequences in Sec. VII.

Table I lists the characteristics of the various runs
which we carried out, using MD or BD. Starting from
the highest temperature (T*=0.45), the system was
slowly cooled down to T*=O.10. Especially at the lower
temperatures, where the glass transition is expected to
take place, the cooling rate was very gentle, with long
equilibration runs lasting of the order of 10 time steps,
between successive temperatures. Production runs lasted
from 10 to 2X 10 time steps.

IV. STATIC PROPERTIES

For a given thermodynamic state and a given set of
pair potentials (1), the static (or equal-time) correlation
functions and the thermodynamic properties must be in-
dependent of the nature of the dynamics (MD or BD).
Satisfaction of this requirement provides a good con-
sistency test of the simulations.

The basic static quantities which were systematically
computed are the averaged and charge-averaged pair dis-
tribution functions:

(12a)

0
0 10

k B.

20

FIG. 2. Total structure factor S(k) vs reduced wave number
ka; dashed curve, T =0.15; solid curve, T*=0.115.

ably the result of two slightly different spatial scales due
to polydispersity. At the higher temperature, the split-
ting appears to be washed out. The same splitting is ob-
served in the charge-averaged structure factor Sz(k), the
Fourier transform of (12b). It may be worth pointing out
that in monodisperse atomic systems, split second peaks
in the pair distribution function, rather than in the struc-
ture factor, have often been considered as signaling the
onset of glassy behavior. A similar splitting of the second
peak in the structure factor has been found in a simula-
tion of a supercooled metallic liquid [15].

Finally, as noted at the beginning of this section, we al-
ways observed that the differences between the static
properties calculated for identical thermodynamic condi-
tions by MD and BD agreed within statistical uncertain-
ties. Also it may be of interest to note that our simula-
tions never showed any indication of segregation of parti-
cles of different charges.

(12b)

The latter yields directly the (osmotic) pressure accord-
ing to the virial theorem for a charge-polydisperse sys-
tem:

p 2~ PUo ~ dP(r)gz(r) „rdr .
P~B~ 3 kBT O df'

(13)

Examples of g(r) and gz(r) (for a rectangular, rather
than Schultz distribution of charges) are shown in Ref.
[9]. Equation-of-state data are given in Table I; for a
fixed value of the density (p= 1/a ), p /(pks T) turns out
to be practically linear in 1/T over the whole tempera-
ture range explored by our simulations.

The Fourier transform of g(r) yields the static struc-
ture factor S(k). Our results for T*=0.15 and 0.115 are
shown in Fig. 2. The interesting feature is the splitting of
the second peak at the lower temperature, which is prob-

V(t)=(F(t) F(0))= —m' (v(t).v(0))
dt

(14)

is also shown in Fig. 3, together with the corresponding

V. DIFFUSION

Approaching the glass transition is signaled by a rapid
decrease of the (averaged) self-diffusion constant D of the
colloidal particles. D is estimated from the slope of a plot
of the mean-square displacement of the particles as a
function of time (Einstein plot). In the Newtonian case,
D may also be calculated by numerical integration of the
velocity autocorrelation function. An example of the
normalized velocity autocorrelation function is shown in
Fig. 3, for a thermodynamic state in the supercooled Quid
region ( T*=0. 15 ); the qualitative behavior closely
resembles the data published by Robbins, Kremer, and
Grest [11]for the monodisperse Yukawa fiuid. The force
autocorrelation function
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for the kinetic glass transition, since it crosses over from
a time-dependent shape very similar to that predicted by
the macroscopic diffusion equation, to a behavior charac-
teristic of a frozen structure over a narrow temperature
interval, thus allowing a relatively unambiguous deter-
mination of the transition temperature To. Very much
the same behavior is observed for the present po-
lydisperse model, both with Newtonian and Brownian
equations of motion; this is illustrated in Figs. 6(a), 6(b),
7(a), and 7(b). Below To the frozen structure is clearly
characterized by the arrested main peak, while hopping
leads to the buildup of a secondary peak at the nearest-
neighbor distance. This allows the following clear-cut es-
timates of the transition temperature, namely,
0. 115(To * & To * (0.12, the estimate for the Brownian
dynamics being slightly higher than for Newtonian dy-
namics.

0.6 — T

0.2

0
0.0 1 0. 1

t/ WN

10 100 1000

VI. LONG- TIME RELAXATION
OF DENSITY FLUCTUATIONS

The k-space density autocorrelation function (or inter-
mediate scattering function) is defined, as usual, by

FIG. 8. Self-part of the density autocorrelation function
F&(k, t) vs reduced time t*=t/~& (on a logarithmic scale) for
k=ko=7. 4/a and (from bottom to top) T*=0.13, 0.12, 0.11,
and 0.10 (Newtonian dynamics).

(17)

where pk(t) denotes a Fourier component of the micro-
scopic density:

N

pI, (t)= g exp[ik r (t)] . (18)

The sum over particles in Eq. (18) is taken irrespective
of their charge. The self-part of F(k, t) may be extracted
in the usual manner, according to

N

Fs(k, t)=—g (exp[ik [r (t) —r (0)]] ) .
j=1

(19)

Note that in a polydisperse system, all terms in the
sum on the right-hand side of Eq. (19) are different;
F&(k, t) is the spatial Fourier transform of the Van Hove
function Gs(r, t ) which was considered in the preceding
section.

Structural relaxation may be conveniently character-
ized by examining the time dependence of the intermedi-
ate scattering function, for wave numbers k in the vicini-
ty of the main peak of the static structure factor, i.e., for
k=ko=7. 4/a. In that range of wave numbers, collec-
tive modes associated with the conserved (hydrodynamic)
variables are fully damped, so that density Auctuations
are dominated by single-particle motion, and hence
F(k, t) is expected to be close to Fs(k, t). In numerical
simulations, a much better statistical accuracy is
achieved for the latter function, because of the additional
averaging over the contributions from the N particles.
For that reason, we first focus on the time dependence of
Fs(k, t). To enhance the statistics, averages were taken
over 300 wave vectors k compatible with the periodic
boundary conditions, of modulus k=~k in the range
7.2~ak ~7.6. The results for four different tempera-
tures in the vicinity of the estimated transition tempera-
tures To and To, are shown in Fig. 8 for Newtonian dy-

1 I I I I lllli I I I I I I

Ill
I I I I I I II] I I I I I

Illa'

0.8

0
0.0 1 0. 1 10 100 1000

FIG. 9. Fz{k,t) vs t*=t/~& (on a logarithmic scale) for
k=ko=7. 4/a and (from bottom to top) T*=0.13, 0.12, 0.11,
and 0.10 (Brownian dynamics).

namics, and in Fig. 9 for Brownian dynamics with a loga-
rithmic abscissa covering nearly five decades in time.
The difference in qualitative behavior is clearly apparent.
At short times, the reversible Newtonian dynamics lead
to a quadratic behavior, up to t=0. 1~&. For longer
times the shape of the Newtonian Fs(k, t) is very sensi-
tive to temperature; the relaxation clearly proceeds in
two steps, which may be tentatively identified with P re-
laxation, for times t ~7.&, and a relaxation at much
larger times. The two regimes are separated by a roughly
horizontal plateau extending over a time interval which
increases rapidly as the temperature drops below To.
This general behavior is quite similar to that observed in
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Fs ( k, t) = A exp [ ( t /to )'] .— (20)

Typical values of the parameters a, to, and v are listed
in Table II. Note that the Kohlrausch exponent v is
larger for Brownian dynamics, compared to the Newtoni-
an case.

The difference between the Newtonian and Brownian
relaxational behaviors is strikingly revealed by examining
the imaginary part of the susceptibility yz associated
with F~(k, t). According to the fiuctuation-dissipation
theorem

(21)

where Ss(k, co) is the self-part of the dynamical structure
factor which is easily calculated by numerical Fourier
transformation of Fs(k, t):

1Ss(k, co) =—f Fs(k, t )cos(cot )dt .
77 0

(22)

y& is plotted in Fig. 10 as a function of frequency in the
immediate vicinity of the glass transition. Putting aside
the high-frequency contribution, arising from phonons
and free particle motion, the spectrum calculated from
Newtonian dynamics exhibits a well-defined low-
frequency peak, which may be associated with a relaxa-
tion, as well as a pronounced shoulder at intermediate
frequencies (1 ~corI1t ~ 10), which we interpret as being
the signature of p relaxation; the two features are
separated by a minimum in the spectrum, in agreement
with theoretical predictions [5] and experimental obser-

TABLE II. Parameters of the Kohlrausch fit:
= 2 exp[ (t/to)'], for large t Th—e temperature is T*=0..13.

Fitted Function

Fs(ko t )

Fs(kp t)
N(kp, t)
N(kp, t)

Dynamics

Newtonian
Brownian
Newtonian
Brownian

kp

7.4
7.4
4.9
4.9

0.70
0.56
0.25
0.01

tp

23.2
27.6
14.8
17.0

0.75
0.87
0.41
0.73

earlier simulations of atomic systems [10,17], and in in-
elastic neutron-scattering experiments [6]; it also agrees
qualitatively with the predictions of mode-coupling
theory, at least above the kinetic glass transition. The
distinction between these two relaxation processes is clear
in the frequency domain where they are associated with
peaks at low and intermediate frequencies in the time-
Fourier-transform of Fs(k, t); see also [5] for a definition
of a and P relaxation.

By contrast, the simulation data based on Brownian
dynamics show the buildup of a plateau, characteristic of
transient structural arrest, only at temperatures below
To *. The curves change smoothly with decreasing T, but
exhibit a strong enhancement of the rate of relaxation at
long times, which may tentatively be identified with a re-
laxation.

Above the glass transition temperature To or To, the
long-time decay of Fs(k, t ) is well fitted by a Kohlrausch
stretched-exponential function:
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FIG. 10. Imaginary part of the self-response function
yz(k, co) =co&Sz(k, co) vs reduced frequency co~ (on a logarith-
mic scale) for T =0.13. Solid curve, Newtonian dynamics

(~= ~&); dotted curve, Brownian dynamics (~=~& ).

vations [6]. The low- and intermediate-frequency
(cur~ 5 10) part of the spectrum is shifted to significantly
lower frequencies at lower temperatures.

Considering next the corresponding spectra obtained
form the Brownian-dynamics simulations, it is immedi-
ately clear from Fig. 10 that the structure at intermedi-
ate frequencies observed in the Newtonian case is now
completely absent. The Brownian spectrum reduces to a
well-defined low-frequency cz resonance separated from
the high-frequency component due to free diffusion and
damped phonons by a deep minimum, without any trace
of a P-relaxation resonance.

As mentioned at the beginning of this section, the full
density autocorrelation function F(k, t) is not expected to
differ significantly from its self-part Fs(k, t) for k ~ko.
An example of the normalized function

F(k, t) F(k, t)4 kt=
F(k, t=0) S(k) (23)

is shown in Fig. 11, for both types of dynamics, and
k=ko=7. 4/a. The two curves may be compared to
their homologs in Figs. 8 and 9. The qualitative
difference between Newtonian and Brownian dynamics is
again clearly apparent: the incipient plateau in the
Newtonian case is signaled by a change from positive to
negative curvature around t =2~&, while no such feature
is visible for the Brownian correlation function. The in-
set of Fig. 11 compares the short-time part of the
Brownian correlation function with the short-time cumu-
lant expansion which is correct up to O(t ). Even for
very small time there are considerable deviations from
the linear law.

Figure 12 shows the normalized density autocorrela-
tion function @(k,t) for a smaller wave number, namely
k =4.9/a (the reason for this particular choice of k will
become clear later), while the corresponding susceptibili-
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FICx. 14. Edwards-Anderson order parameter, conventional-
ly defined as g„=F(k,t) IS(k) vs reduced wave number ka, for
t *= t 0

= 10.9 (Newtonian dynamics, solid curve) and
t*=to =7.28 (Brownian dynamics, squares). The temperature
is T*=0.115. Additionally, the results for T*=0.10 are shown
(triangles) in the Brownian case. The dashed line is a guide for
the eye.

VII. DISCUSSION

The main conclusion to be drawn from the present MD
and BD simulations of a simple model for colloidal sus-
pensions is the qualitative difference in the time depen-
dence of structural relaxation, between systems governed
by Newtonian and Brownian equations of motion. In
particular, while Newtonian dynamics lead to correlation
functions very similar to those calculated [5,10,17] or ob-
served [6] for atomic systems, we found no evidence for P
relaxation nor for a clear-cut separation of time scales in
the density autocorrelation functions based on Brownian
dynamics. This observation is perhaps not so unexpect-
ed, since a straightforward memory function analysis,
sketched in the Appendix, shows that contrarily to the
Newtonian case, Brownian dynamics preclude any possi-
bility of an ideal glass transition, as characterized by
complete structural arrest. This qualitative conclusion, a
direct consequence of the irreversible nature of Brownian

[19]; it also resembles the very recent dynamic-light-
scattering data of van Megen and Pusey [4] for suspen-
sions of hard-sphere-like colloidal particles. It is
noteworthy that the results shown in Fig. 14 obtained
with Newtonian and Brownian dynamics are very close.
This may perhaps not be too surprising, since the relaxed
"broken-up" structure should not be very sensitive to the
details of the dynamics, in view of the predominance of
excluded volume effects which leave only restricted possi-
bilities for spatial rearrangements. In Fig. 14, the plateau
value gk is also shown for a temperature significantly
below the kinetic glass transition where it is shifted to
higher values in accordance with recent measurements
[4] and mode-coupling theory.

dynamics, is quite general and independent of any specific
approximation for the memory function, like the mode-
coupling ansatz.

Another important result of the Brownian simulations
is the clear evidence for hopping processes around and
below the alleged glass transition temperature. The re-
sulting jurnp diffusion is a well-known feature in atomic
systems, governed by Newtonian dynamics, where it is in-
duced by cooperative phonon processes, but it is more
unexpected with Brownian dynamics, where collective
motions are strongly damped by solvent friction. Ac-
tivated hopping processes appear thus as the primary
mechanism for o. relaxation, although the detailed
dynamical nature of these jumps is different in the
Newtonian and Brownian cases, as illustrated by the
significant difference in the Kohlrausch exponents. In
the Newtonian case, the jumps are assisted by collective
phonon processes, distorting the cages, whereas these
same cages Auctuate in the Brownian case, due to the in-
dependent random displacements of the particles that
form the cages.

It is important to note that the sharp crossover in the
diffusion mechanism, from hydrodynamiclike to jurnp
diffusion, manifest in the Van Hove functions Gz(r, t)
shown in Fig. 7, does not give rise to a concomitant quali-
tative change in the shape of the corresponding inter-
mediate scattering function Fs(k, t) calculated with
Brownian dynamics. If the above-mentioned crossover is
chosen as a diagnostic for the kinetic glass transition tem-
perature To, it is apparent from Fig. 10 that a roughly
horizontal plateau shows up in Fs(k, t) only well below
that temperature in the Brownian case, whereas the sepa-
ration of time scales, characteristic of an "ideal" glass
transition, is more clear-cut in the vicinity of the glass
transition temperature To with Newtonian dynamics.

The remaining question is that of the relevance of our
model calculations for real colloidal systems. In particu-
lar, it is of obvious interest to confront the simulation
data of the present paper with the recent extensive
dynamic-light-scattering measurements of structural re-
laxation in concentrated colloidal suspensions by van
Megen and Pusey [4]. The latter data are for suspensions
of sterically stabilized colloidal particles, which may be
reasonably modeled by hard sheres [5], while we simulat-
ed a model of charge-stabilized colloidal particles in-
teracting via the pair potentials (1). However, in the
strong screening regime considered here (a=7), the
direct interactions are harshly repulsive, so that it is not
unreasonable to assume that the present system should
behave like some underlying effective hard-sphere system.
If the Gibbs-Bogoliubov inequality is used to map our
model onto such an effective hard-sphere system [9], it is
found that a glass transition temperature T*=0.12 cor-
responds to a critical hard-sphere packing fraction
g=0. 522, a value relatively close to the critical packing
fraction g=0. 565 reported by van Megen and Pusey [4].

Direct comparison of the density autocorrelation func-
tions plotted in Figs. 8 and 9 with the corresponding re-
sults in Ref. [4] shows that the general behavior of the
two sets of data is consistent. We believe that the kinetic
glass transition, as characterized by the above-mentioned
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crossover of diffusion regimes, takes place before the den-
sity autocorrelation function develops a marked horizon-
tal portion, contrarily to the Newtonian case. This
means that the critical packing fraction in the experi-
rnents may be lower than the value g=0.565, estimated
by van Megen and Pusey [4] from the onset of a horizon-
tal plateau. This leads to a closer agreement with the
effective packing fraction derived from our glass-
transition temperature and is consistent with estimates
from hard-sphere computer simulation [20], mode-
coupling [21] and density-functional theories [22].
Another encouraging feature is that the Kohlrausch ex-
ponent in Eq. (20), characterizing the final a relaxation, is
significantly closer to 1 for Brownian dynamics as com-
pared to the Newtonian case, in qualitative agreement
with the value v=0. 9 reported in Ref. [4].

As already stressed earlier, our BD simulations ac-
count only for part of the solvent effects, namely, the fric-
tion exerted on each individual colloidal particle, but ig-
nore solvent-mediated hydrodynamic interactions be-
tween these particles. This drastic simplification is una-
voidable if the primary objective is the exploration of
slow relaxation processes. Much more theoretical and
numerical work is required to obtain a more realistic
description of the dynamics in concentrated colloidal sus-
pensions [23]. Intuitively, one may expect that an in-
clusion of lubrication forces leads to a further hindering
of structural relaxation. The above-mentioned limitation
of our model, however, does not affect our main con-
clusion, namely that the long-time behavior of structural
relaxation is very sensitive to the mathematical nature of
the underlying equations of motion.

The dot denotes a time derivative; according to Eqs. (10)
and (11):

A~2= '

X—pz(t) (Newtonian dynamics)

——Gp~(t) (Brownian dynamics) . (A3b)

The choice of A is the one usually made in the mode-
coupling investigations of the glass transition in atomic
systems [5]. In the case of Newtonian dynamics, pi. and

j& are conserved variables in the k ~0 limit, correspond-
ing to the conservation of total mass and (longitudinal)
momentum, whereas in the Brownian case, only pk is con-
served, but not jk, due to the frictional exchange of
momentum with the solvent. Note that in view of Eqs.
(10), (11), and (A3), the longitudinal current ji, is a func-
tion of particle positions and momenta in the Newtonian
case, but only of particle positions within Brownian dy-
narnics.

A straightforward application of the projection opera-
tor formalism leads to the familiar memory function
equation (see, e.g. , [25]), written in Laplace space

[ —iz iQ (k)—+M(k, z)]C(k,z)=C(k, 0), (A4)

where C is the Laplace transform of the 2 X 2 correlation
function matrix

(AS)

(, ) denoting the usual scalar product (i.e. , the phase-
space average) in the Hilbert space of dynamical vari-
ables; iQ(k) is the "frequency matrix:"
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APPENDIX

A„,(t)=pi, (t)

and its derivative, the longitudinal current

(A 1)

(A2)

In this appendix we briefly consider the possibility of
structural arrest, as signaled by a nonzero value of the
t~~ hrnit of the normalized density autocorrelation
function, gk

=@(k, t = oo ), within the memory function
formalism. The Mori-Zwanzig projection operator tech-
nique, which is very familiar for atomic or molecular sys-
tems governed by Newtonian dynamics and the Liouville
evolution operator (10), is also applicable to Brownian
dynamics and the Smoluchowski operator (11) [24]. The
formalism is applied here to the two-component dynami-
cal variable Al, =

[ Aj, i, A|,2], made up of the microscop-
ic density (18)

The memory function matrix M(k, t) is defined, as usu-
al, as the autocorrelation function of the random force.
The reversible (irreversible) nature of Newtonian and
Brownian dynamics leads to very different forms of the
iQ and M matrices:

ik0

ikuo

S(k)
0

0 0
0 m(k, t) (Newtonian),

(A7a)

0 ik
iQ=

iQzi(k) iQzz(k)

0 0
iDokm(k, t) S(k)

b, (k b, (k)

(Ajb)

(Brownian),

where vo=k~T jm, 6(k)=(ilk )S(k)F(k, t=0) —Dok
and Q2, (k), Q22(k) are k-dependent quantities which may
be calculated from a knowledge of the static pair and
triplet correlation functions. The key point is that
iQzz(k) and M, z(k, t) are nonzero in the Brownian case.
The resulting equations of motion for the normalized
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density autocorrelation function C&(k, t) =F(k, t)/S(k)
read

4(k, z ) = ' (Newtonian),M(k, z ) —iz

z izM(k,—z )+—Qo

M(k, z) —iz —(Jo+J, )
4(k, z) =

z2+izJ, ——(iz —Jo)M(k, z)+Go

(A9a)

(Brownian), (A9b)

where M =m /Uo in the Newtonian case and
M=S(k)m/b, (k) in the Brownian case. Nonergodic be-

C(k, t)+0,'4(k, t)+, f m(k, t t'—)4 (k, t')dt'=0
Uo

(Newtonian), (A8a)

where Qo= viik /S(k), and

C(k, t)+J,i(k, t)+Qo24&(k, t)

+ f M(k, t t')fb—(k, t')+JoC(k, t')]dt'=0
0

(Brownian), (A8b)

where now Qo=Q2i(k)k, M(k, t)=[S(k)/b(k)]m(k, t),
and the real "friction" coefficients (not present in the
Newtonian case) are Jo=D&k /S(k) and Ji =iQzz(k).
The dissipative terms in (Agb) explain the overdamping
of the collective phonon modes.

Returning to the Laplace transforms, (A8a) and (A8b)
can be solved in the form

havior is characterized by a nonzero value gk of the
t ~ ~ limit of @(k,t), and hence by a 1/z pole of 4&(k, z)
for z~0. It is easy to see that the existence of such a
pole is consistent with Eq. (A9a); the residue gk is related
to the residue Mk of a similar pole in M(k, z) according
to

Mk

0 +M
(A10a)

so that a nonergodic behavior of the memory function in-
duces a finite gk and vice versa.

In the case of Brownian dynamics, on the other hand

iMk+O(z)
iJoMk+0(z) (A lob)

which shows that 4 is regular (/k=0), even if the
memory function has a 1/z pole (i.e., Mk&0), except in
the limit D&~0 (and hence Jo~0), which would lead
back to Newtonian dynamics. Thus it appears that
Brownian dynamics, characterized by the Smoluchowski
evolution operator (11),cannot lead to an ideal glass tran-
sition. This conclusion is quite general, and independent
of the mode-coupling assumption for the memory func-
tion.

An alternative description of solvent efFects could be
based on Fokker-Planck dynamics, where the velocities
of the colloidal particles are explicitly included. This ap-
proach would be well adapted to the description of ionic
solutions [26], but seems inappropriate in the present
case, due to the complete separation of time scales.
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