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Faceting in directional solidification
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We examine the growth of a faceted crystal in the cellular regime of directional solidification. We
prove, both by a model and by a complete numerical solution, the existence of faceted cusplike cells
and the possibility of maintaining a Saffman-Taylor picture at least for the tip. Faceting does not
modify the usual selection mechanism and the wavelength of the pattern remains unpredicted.

We present here a treatment of faceted crystal growth
far from equilibrium. We chose the case of directional
solidification in the cellular regime for its great practical
interest, for example in the case of semiconductors. Such
a free-boundary problem with volume diffusion in the
liquid phase and specific interface laws has apparently
never been solved before, although as early as 1951, Her-
ring, ' analyzed the set of equations of a closely related
problem and argued that a solution should exist. During
the last decade, numerous theoretical and numerical
works have been devoted to stationary diffusive instabili-
ties giving rise to rough interfaces. All of them em-
phasize the crucial role of surface tension in selecting
specific solutions among a continuum of possible crystal
shapes. More precisely, what is involved is the surface
tension stiffness given by y(9)+y "(9), 0 being the angle
between the growth and the crystal normal directions.
Most of the time, thermodynamical equilibrium of the in-
terface is assumed. So, Dirichlet (like the Gibbs-
Thomson law) and Neuman (like the Stefan law) condi-
tions have to be applied to the interface which is an un-
known function fixed by the experimental growth condi-
tions. In directional solidification, its shape is dominated
by the volume diffusion of the impurities, which amount
is characterized by (c, —c „)/(c, —c, ) (where c is the im-

purity concentration and the denominator is the miscibil-
ity gap b,c as given by the phase diagram). The interface
is stabilized by the exterior temperature gradient 6 and
by the capillary effects. Here, we will speak mostly in
terms of impurity concentration, although all the physi-
cal considerations in the following can be applied to the
thermal solidification of a pure sample, in the dendritic
context for example. Only morphological aspects are
specific to the directional solidification case.

When the experiment takes place below the roughening
temperature T~(no) of some specific direction no, the
crystal displays a facet. Contrary to the rough part of
the crystal, the local impurity amount (or supersatura-
tion) cannot be fixed for each point of the facet since its
shape, a segment in two dimensions, is perfectly known.
Only the mean value of this amount' is imposed and
gives the facet length, but not in an obvious way. It de-
pends both on the surface tension cusp eo of the Wulff's
plot' and on attachment kinetics. for faceted parts of the
crystal, the kinetic is not instantaneous so a facet inhibits

the growth and requires a specific local supersaturation
which depends upon the detailed growth mechanism:
dislocations or bidimensional terrace nucleations. Note
that, from a purely mathematical point of view, only the
existence of a cuspoidal point in the Wulff's plot is re-
sponsible for faceting in a crystal. In the following, as
usual, we will assume that the physical parameters, such
as eo, are only weakly dependent on the temperature.
This is a reasonable assumption if the experiment is made
well below the roughening temperature. In this case the
growth of the facets is mostly dominated by dislocations
and we avoid the difficult situation of the roughening
transition as considered in Ref. 7.

We decided to treat an example of steady-state faceted
crystal growth in the fully nonlinear regime. The linear
stability of the faceted crenellated front, for two
orientations 00 of the facet, have been examined in Refs.
8(a) and 8(b). They found solutions of small extension
beyond the usual Mullins-Sekerka threshold:
vMs =IAc UMs /62D =0.5, with D the diffusion
coefficient in the liquid phase, m the absolute value of the
slope of the solidus given by the phase diagram, and U
the pulling speed. As suggested by experiments on weak-
ly anisotropic materials, we considered a cusplike cell
pattern with two facets at 00=+45' of the velocity U.
We computed infinite steady-state cells by solving the
integrodifferential equation which comes from the
Green's-function formulation of directional
solidification. The treatment of the rough parts of the
cell have been explained in great details in Ref. 10. On
the facet, we used the averaged Gibbs-Thomson law as
emphasized in Ref. 4. Our main results are the existence
of such cells (see an example in Fig. l) for a surface ten-
sion less than a maximum value at fixed cusp value eo.
To interpret our numerical results„we have adapted an
analytical treatment of directional solidification given in
Ref. 11. It relies on a viscous fingering analogy, valid at
low Peclet numbers I' =nU/D, n being the wavelength
of the pattern. Even with facets, we found again known
results concerning the Saffman-Taylor (ST) finger and the
directional solidification cellular regime. In particular,
we prove the existence of a maximum surface tension for
the two faceted instabilities while the pattern wavelength
remains unpredicted by this steady-state treatment.
Faceting does not introduce a new kind of selection
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FIG. 1. Numerical faceted cell, solution of the half-profile
equation for o =0.0033, P=0.2, a=0.5, and v=1. Definition of
our coordinate frame and of our profile partition 2 and B.

mechanism: it does not restrict the space of solutions,
rather it increases it since it introduces its own physical
parameters such as ep. This model which explains our
numerical results also explains the decrease of the facet
length when the growth rate increases, an experimentally
observed result.

The boundary-layer analysis, " valid in the vanishing
(1—

A, ) limit, splits the cell profile in two parts: the tip
for 0~ m/2 and the grooves for 0=~/2. The cell tip has
an extension of order one (the wavelength of the pattern
a is our length unit). When k~ 1, it is well described by
one of the pendulum solutions defined in (2) below, since
the rescaled difFusion field is approximately linear in x
(see Fig. 1). It reaches its asymptotic behavior in the
second part, on distances of order (1 —

A, )
' which is as-

sumed to be small when compared to the characteristic
length scale 1/P of the grooves. The asymptotic match-
ing procedure" proves that the surface tension fixes the
parameter A, of the equivalent ST finger while the Peclet
number is left arbitrary. Since the facets occur in part
one (80«m/2), our treatment of faceting modifies only
the tip region and not the grooves, therefore, our analysis
focuses mainly on the cell tip.

It is time now to specify our surface tension. For this,
we will assume the simplest singular function:
y =yo(1+eosin~8+8o~ ). In this case, the surface tension
stiffness y+y" is constant for all crystal directions ex-
cept for 0=+00. The matching of the rough parts with
the facet are smooth since the stifFness is positive every-
where. The profile exhibits only a singularity of the cur-
vature, in the vicinity of 00. Due to the linear behavior of
the impurity concentration field, valid to leading order in
P, rough parts of the tip are deduced from the Gibbs-
Thomson law,

ceo cr [%';„,+PF (—P cos8) ]=x;„,
T (y+y")

with o. =
Ga (2v —1)

with %';„, the positive curvature of the interface and T
the melting temperature of the pure sample. o. is the di-
mensionless surface tension parameter that must be
identified to the ST parameter. ' " In (1), (2v —1) means
the deviation from the Mullins-Sekerka threshold. p, the
kinetic coefficient is scaled by the surface tension parame-
ter so each term in (1) has no dimension. For atomically
rough interfaces, F =P cosO, and attachment kinetics

with

gl
%(8,C„)=2 ' J d8'

(cos8'+ C„)'i (2)

0 is less than 00 which defines the beginning of part B.
For the moment, C„ is an unknown constant of integra-
tion. The profile in part B is known: it is a line segment
which begins at the point A (X„,Y„) and stops at
8 (X~, Y~ ) such that Y„—Y~ =cotan(80)(X„—X~ ). X~
and Yz satisfy (2) for 8=8O, the facet orientation. Final-
ly, in part C of the cell

x (8)=(2o. )' [(cos80+ Cc )' —(cos8+ CC)' ]+X~,
y(8)=o'r [%(8,Cc)—%(8O, Cc)]+Yg .

When applied both on the left- and right-hand sides of
the facet, relation (1) gives the facet length lo,

I =o'
0

2o. ' [(cos80+C„)' —(cos8O+Cc)' ]
sinO&

Clearly, C„~Cc. At the end of part C, the tip almost
completely fills the cell, 8=~/2, and the profile has to be
matched to the asymptotic part. The matching is made
possible if CC is negative and small. " The condition yc
(arcos~CC~)= —,

' gives the surface-tension coefficient in
terms of the integration constants Cz and C&,

=4[+(8O,C„)+0'(arcos(~C ~), Cc)—4(8,C )

+X cos(8O)]' .

The matching with the grooves leads to the selection of X
in terms of o: ~Cc~ =2. 17(1—

A, ) /o' . In order to
discuss this result, let us determine the facet length as a
function of E'0 the anisotropy coefficient. By performing
the average of the Gibbs-Thomson relation (1) along the
facet as suggested in Ref. 4, one derives the anisotropy
coefficient in terms of the constants of the pendulum
solution

(C„—Cc)/sin8O=2eo+o' XPF(P cos80)=e . (4)

In (4), it is necessary to detail the kinetic supersaturation,
negligible for the rough parts of the crystal. For a
growth by dislocations, F behaves approximately like
P'~ at low velocity (called hereafter the first regime of
growth) and like P at increasing velocity (second re-
gime). Note that we must include it only in the first re-
gime of growth and only on the facet, since our model

must not be taken into account in (1). Hereafter, we will
call part 3 the rough cell tip, part B the facet, and part C
the end of the cell tip before the beginning of the groove
(Fig. 1). From (1), we deduce the half profile of part 2
and C, the whole profile is obtained by symmetry about
the x axis. In part A,

x (8)=(2cr )' [(1+C~ )' —(cos8+ C„)' ],
y(8) =cr' %(8,C~ )
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FIG. 2. Maximum value of the surface tension parameter o.

(a} and the corresponding facet length lo (b) vs the anisotropy
coefficient e. , theoretical predictions for twice the value
of the Mullins-Sekerka threshold and a coefficient of segregation
equal to one. Numerical points: + for P=0.01, for P=0.1,
Q for P=0.4.

does not include linear corrections in P. The average of
the kinetic supersaturation as in Ref. 4 can be question-
able since it depends on the detailed microscopic mecha-
nism of growth of the steps on the facet. Nevertheless,
we do not know about any microscopic theoretical treat-
ment which includes both capillary effects and an inho-
mogeneous diffusion field along the facet. Capillary
effects are excluded in Ref. 6 and only Kokoyama and
Kuroda consider a varying "undercooling" in each point
of the facet. Only capillary effects can explain the ex-
istence of a close-packed surface. We hope that Eq. (4) is
valid, at least from a purely scaling point of view, and
useful for a physical discussion. Let us now discuss these
two regions of growth, starting with the second one.

(i) 1Vegligible kinetic sects: F=P.
After linearization of Eq. (3) in the limit of vanishing

~Cc~, we find without difficulty the ST parameter A, in

terms of the surface tension,

rr =o. ,„(eo)[1—r(eo)(1 —
A, ) ~'] .

o,„(eo) is derived from Eqs. (3) and (4) with
Cg =2E'p sin(9p and Cg =0, and is the largest allowed sur-
face tension for cusplike cells. A, identifies the ST finger
which perfectly fits the cell tip, at least at low Peclet
numbers. The expressions of o,„( eo) and r(eo) involve
incomplete elliptic integrals and can be computed numer-
ically. It is easy to check that r(eo) is always positive. In
Fig. 2, we have plotted the theoretical facet length and
the maximum surface tension for different ep. Also, in
these figures numerical points, calculated with our code
of directional solidification for various P values, are indi-
cated. Note the nice agreement between the model pre-
dictions and the numerics and the weak effect of P. The
most important result of our work is that with or without
a cusp in surface tension, there exists an upper bound for
the surface tension. Its value depends on the cusp ampli-
tude. Its origin comes from the ST picture of directional
solidification, valid at low Peclet numbers. Note that
when A, &1, at fixed eo, the facet length is reduced from
its value at A, =1. As expected, the maximum length is
reached when both ep and o. take their largest allowed
value. This model does not allow facets greater than
0.405 for Op=a. /4, even for op=1, although the geometry
of the experiment allows a length of 2 ' . Even for this
particular value, the facet does not occupy the whole
available space. To explain larger facets in directional
solidification, one may put forward kinetic effects.

(ii) Kinetic effects inciuded or the slow growth regime
Once added in Eq. (4), the kinetic supersaturation in-
creases the effect of ep and the facet length. The effective
e, derived numerically and plotted in Fig. 2 is the result
of both terms on the right-hand side of Eq. (4). Note that
the facet length occupies the entire available space only if
/3 —+~, that is when the capillary length vanishes. This
limit is checked at very low growth rates and for highly
anisotropic materials. For these, rough parts completely
disappear of the periodic pattern. The observation of
rough parts in the growing crystal like in Ref. 9 proves
the necessity to include both volume diffusion and surface
tension.

This purely kinematic model where the surface tension
is independent of the temperature, contrary to any tradi-
tional dynamical roughening transition model, proves
that the relative facet length decreases when the growth
rate increases for two reasons: first, the dimensionless
surface tension cr [Eq. (1)] decreases when one moves
away from the Mullins-Sekerka threshold; second, at low
velocity (first regime of growth), the kinetic "undercool-
ing" is more efFicient, as shown above. This can explain
the visual disappearing of experimental facets at tempera-
ture rather below the roughening transition temperature.
We hope that this work will suggest new experiments in
directional solidification of weakly anisotropic materials.
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